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Abstract

Increasingly sophisticated rotating system designs demand a need for more advanced 
experimental measurement systems, providing highly accurate data over a large number of 
measurement points. Described w ith in  is an interferometric measurement system based upon 
a speckle correlation technique, referred to in the literature as Electronic Speckle Pattern 
Interferometry (ESPI), TV holography or Digital Speckle Pattern Interferometry (DSPI). The 
interferometer is configured to measure radial in-plane displacement. A pulsed laser, 
necessary because of the rotary motion of the specimen, provides the illumination source. The 
output from the ESPI system is a fringe pattern, which must be further processed to yield 
useful data. The work is a continuation of an existing project, and focuses on three main 
aspects:

•  To increase the operable speed range and reliability of the system.
•  To extract quantitative engineering data from the fringe patterns.
•  To develop the existing design into a 'user-friendly' system, capable of 

transfer into an industrial environment.

A set of two-dimensional Fourier transform programs, running on an 80486 computer, enable 
accurate phase data to be extracted from the fringes, delivering quantitative measurements 
o f radial strain to subfringe accuracy.

Major advancements include the construction of a new electronic system to control the 
pulsed laser, enabling interferograms to be obtained at rotational speeds up to 23,842rpm , 
w ith  a tip  speed increase of 2.75 times any previous result (from 132m s'1 to 364m  s"1). The 
new control unit, unlike its predecessor, is designed to be immune to the electromagnetic 
interference generated by the laser, and allows speckle patterns to be obtained at any 
rotational speed, up to 24,000rpm , which is the maximum speed of the drive motor. An 
innovative shaft encoder was also incorporated into the system, producing highly reliable 
tim ing data from the rotating specimen. Efforts to increase the reliability of the measurements 
concentrated on the vibration and windage generated by the disc. A significant increase in 
the repeatability at all speeds up to approximately 14,000rpm  is reported. Above this speed, 
the vibrations are too severe to enable repeatable results to be obtained. However, high 
contrast fringes are still obtained, establishing that speckle correlation occurs, and is likely 
to at even higher speeds.

Results from static specimens indicate that the computer software functions effectively, 
showing close correlation w ith  measured strains. When used w ith  rotating specimens, the 
system yields results which are generally higher than the established theory. Investigation into 
this phenomenon suggests that windage heating of the disc surface induces additional 
stresses in the specimen, as shown in a series of windage tests. Tests conducted under 
conditions which minimise the windage heating have good agreement w ith  the analytical 
theory.
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INTRODUCTION 
AND REVIEW

1.0 Introduction
Rotating components are essential elements in many modern machines, from hand drills and 

computer disk drives to turbo jet engines. As such, they receive considerable attention from 

scientists and engineers. The design engineer has a need to measure dependable engineering 

data from  such systems under normal operating conditions. A typical requirement would 

involve obtaining measurements of strain at various locations on the surface of the specimen 

under d ifferent loading conditions. The normal means of measuring strains on rotating objects 

consists of attaching some form of sensor to the surface of the specimen. Typically, a strain 

gauge is bonded to the surface and the electrical output is fed via slip rings to the measuring 

device. This method gives a good indication of the conditions in the region of the gauge, but 

a single point measurement is not satisfactory for complex specimen geometries. In some 

cases, for example gas turbine engines, the specimen is driven at elevated temperatures 

which would often cause the loss of the sensor.

In the case of rotating component expansion, some of the methods devised to measure the 

overall expansion can be rather rudimentary. For example, the aerospace industry uses a video 

camera focused close to the perimeter of a rotating specimen. The specimen is rotated at a 

certain speed, and the resultant arc displayed on the screen of the video monitor is marked 

w ith  a pen. The speed is altered and the new arc is marked on the screen. Calculation of the 

overall expansion, from the difference between the arcs, is simple but inaccurate. Also, only 

significant expansions (of the order of a millimetre or so), can be measured in this way. 

Proxim ity detectors can also be used to measure the overall expansion of a component as it 

rotates.

The vibration of rotating components has attracted considerable interest, as it has long been 

recognised that vibrations cause many in-service failures. Standard techniques to measure the 

vibration of a rotating component involve attaching accelerometers to the specimen surface, 

and the use of proxim ity sensors mounted on the stator. Again, the engineer is faced w ith 

data at only a limited number of points. Attaching a sensor to a rotating component can 

radically alter the experimental conditions, since the device itself can dramatically modify the 

vibration modes. In the case of je t engine fans, simply painting the surface of the component 

can be enough to a ffect the aerodynamic performance, due to increased surface roughness
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and leading edge thickness. In this case, a non-contact measurement system is essential to 

understand correctly the phenomena under investigation. Many different forms of non-contact 

techniques exist, but in this thesis, the discussion w ill be limited to optical techniques, and 

in particular interferom etric  techniques.

Optical techniques, as the term suggests, use electro-magnetic radiation (usually light), as the 

information-bearing medium. The incident light (in many cases from a laser), may be used in 

one of tw o  ways: in straightforward reflection or transmission, or interferometrically.

One established use of laser light in ordinary reflection  is in the measurement of distance. For 

example, in civil engineering, the method of triangulation is frequently used to measure 

reasonably large distances (of the order of metres), where the angle between the incident and 

reflected beams gives a measure of the distance. Laser ranging is used over larger distances, 

where a 'bu rs t' of light is emitted, and the time taken for it to  return after reflection is used 

to determine the distance to the object1.

Interferom etric  techniques represent quite a different approach to measurement. In basic 

terms, the light is split into tw o  waves: the object and reference waves. The object wave, 

after returning from the specimen, is compared w ith  the reference wave. The difference 

between the tw o  waves gives an indication of the effect of the specimen on the wavefronts 

prior to incidence, and hence a measure of some quantity. By their nature, interferometric 

techniques are very accurate in contrast to more conventional measurement techniques.

The widespread availability of high quality optical components and powerful electronic 

acquisition and processing devices has enabled interferometry to expand into many diverse 

fields (the prohibitive cost restrictions that existed previously have all but disappeared). 

Hence, interferometric techniques have matured, and the general confidence of potential users 

has increased dramatically.

The aerospace industry in particular has been investigating the use of non-contact optical 

measurement techniques. Holographic interferometry (discussed in section 1.2.1) has been 

w idely used by the industry to measure vibrations on rotating specimens. The method offers 

considerable benefits over conventional contact techniques, since it provides a full field view 

of the specimen w ith  overlaid vibrational information. Holographic Interferometry is now used

1A very in teresting example o f laser ranging is described by Mulholland and Calame 11978]. In the ir w ork, a laser 
beam em itted from  the McDonald O bservatory at the University of Texas is reflected from  a group o f retrore flectors 
placed on the lunar surface by Apollo 16. The moon was determ ined to  be actually 'w o b b ling ' from  the im pact of 
an asteroid in 1178 (AD). The im pact was w itnessed and documented by a group of Canterbury Monks.
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routinely to detect flaws in aircraft tyres, to examine the vibrational modes of new turbine 

blade designs, and many other applications. In addition, Speckle Photography (section 1.2.4) 

has been used successfully by the aerospace industry to measure in-plane strains on high 

speed rotating discs at the typical temperatures found in the hot section of jet engines.

It seems only right to mention some of the drawbacks of optical non-contact measurement 

systems. Generally, such systems are comprised of complex and fragile pieces of equipment, 

requiring skilled operators to perform the measurements, and to  interpret the results. In the 

case of rotating components, a pulsed laser \s required, which increases the cost significantly. 

Each result (in the form  of an image or hologram), represents a snapshot of w hat was 

occurring at the instant the data was recorded (or the difference between tw o  states). There 

is no way of obtaining continuous data output (the analogue equivalent of a discrete time 

signal). Several of the techniques require the use of photographic processing and darkened 

ambient conditions, which deviates from the current trend of real-time all digital processing.

In parallel w ith  this experimental research, computer scientists together w ith  engineers, have 

developed mathematical models of the mechanical phenomena associated w ith  complex 

rotating systems. The models have evolved w ith  time, and are still doing so. The verification 

of such models is vital, and hence the investigator must devise better methods of extracting 

data from experiments. The drive towards full field techniques is w ithou t doubt a step in the 

right direction, since additional data measurement points provide a more accurate estimate 

o f the condition of the specimen. The combination of full field and non-contact techniques 

provide the closest estimate of the required measurement parameter.

1.1 Overview of this thesis
This chapter continues by introducing several of the common interferometric techniques in 

use today, and by describing some of the reasons w hy they have attained such high 

importance in the experimental world. A brief introduction to the applications of these 

techniques is also included. A review of the early work directly related to this thesis is then 

presented (section 1.3). Deeper consideration is given to the various applications of Electronic 

Speckle Pattern Interferometry (ESPI), for this reason.

The theoretical basis for speckle correlation fringe formation, together w ith  its specific 

application to in-plane strain measurement, is discussed in Chapter tw o . The theory of the 

radially sensitive in-plane interferometer is then examined, and the strain of a simple th in disc 

in rotation is analyzed using established formulae.
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Chapter three describes in depth the main work conducted by the author. Initially the system 

tha t existed prior to the start of the project is described, followed by the modifications and 

improvements to the system. Each subsystem is examined individually, including a 

before/after description.

A description of the computer software produced to store and analyze the interference fringe 

patterns of the modified experimental system is presented in the fo llow ing chapter (Chapter 

four). Various fringe pattern analysis techniques are reviewed, providing an introduction to 

the tw o  dimensional Fourier transform method of fringe analysis, which was implemented to 

extract phase information from the fringe patterns. The details of the implementation on a 

small computer are also discussed.

Chapter five presents a selection of the results obtained using the modified experimental 

system. Results from static  specimens are presented initially, in order to assess the usefulness 

of the software. The results from rotating specimens are then given and compared w ith  

theoretical models.

In the final chapter, the sources of error are reviewed. Errors associated w ith  the experimental 

rig are discussed, followed by those arising from the data processing. Wherever possible, 

numerical estimates of the errors are quoted.

1.2 Interferometric techniques
The idea that the wave nature of light might be used to make measurements of extremely 

high accuracy is attributed to Michelson [1902]. Since that time, measurement techniques 

using light waves have grown and followed many different paths, finding applications in 

almost all aspects of science. The patterns produced when light beams interfere are known 

as fringe patterns, and the technique by which these beams interfere is interferometry 

[Steel, 1967; Dyson, 1970].

Interferometry is a technique to compare the shape of a wavefront to that of a reference 

wavefront, and to show the difference in the form of bright and dark regions; interference 

fringes. Light waves are normally used for interferometric experiments, but any 

electromagnetic or indeed other wave could be employed equally well. The invention of the 

laser in the 1960 's meant that a highly coherent source of illumination was readily available 

for making interferometric measurements, and greatly boosted the development of 

interferometric measurement systems. The same era produced reliable holograms as a direct 

result of this invention, although the theoretical possibility of holography was proposed much
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earlier by Gabor [1 948-1951 ]2. Other technical advancements have also made a dramatic 

difference to the complexity and resolution of interferometry. The widespread use of high 

resolution detectors (such as field array CCDs), and advanced microprocessors, has increased 

the sophistication of the methods used. High speed processing, and the enormous increase 

in the memory capacity of small computers has enabled interferometry to  become a routine 

laboratory tool, rather than an academic curiosity.

The principle of tw o  beam interferometry is explained concisely by Schwider [1990 ], from 

which the fo llow ing analysis is mostly taken. This principle is illustrated in Figure 1.

Reference path

O SPLIT COMBINE 6 - :

Object path

D

In tensity
de tec to r

Sam ple to be m easured

Figure 1: Two beam interferometry

An electromagnetic wave w ith  a field strength of £ is  split coherently using a beamsplitter into 

the object wave Ep, and the reference wave Er (other splitting devices exist, but the 

beamsplitter is most commonly used). The tw o  coherent waves travel along d ifferent paths3 

and accumulate phase lags. The reference beam phase lags are effectively constant (they are 

also considered to be spatially invariant), whereas those of the object beam depend upon the 

sample to be measured. The tw o  beams are then superimposed using a second beamsplitter. 

The resultant field strength is given by:

Es = E p + Er [1]

In optics, only square law detectors exist, so the intensity, l(x ,y), is the quantity detected:

l(x,y) = £(*,y) £*(x,y) [2]

where the field strength E is assumed to be a complex quantity, and E‘ is the complex 

conjugate of E. In terms of the eikonal equation, the complex amplitude can be w ritten  in the 

form  shown in Equation [3]:

2Dr Gabor was awarded the Nobel prize fo r physics fo r th is  w ork  in 1971.

3Except in the case o f holographic in terferom etry, w h ich is explained later.
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E(x,y) = A(x,y) eMx-A

where A  is the modulus of the field strength and <p is the phase term, bearing a direct relation 

to the optical path difference arising from refraction, reflection or propagation. The detected 

intensity can be w ritten in the form:

Kx.fi =  Es(x,fi E's(x,fi =  (E+E) {El+E'r ) [4]

which can be rewritten:

= Ap + Af + 2 ^ / r cos(<Sp -  <5,)

The basic equation of tw o  beam interferometry can then be w ritten:

Kx.fi = l0l 1 + v(x.fi cos(<D(x,̂  - 4>)] 

where the 'background intensity ' and 'fringe v is ib ility ' are given by:

¡o =  An * Af V(X,fi
(Ap + A f)

[5]

[ 6 ]

[7]

The 'in form ation of interest' is stored in the phase function <p(x,y), where (p is the reference 

phase. Since the only measurable quantity is the intensity /, a means of extracting the phase 

<P(x,y) is required. It should be noted that the phase is 'screened' by the tw o  spatially 

dependent functions (background and visibility), which contribute to the intensity distribution. 

Also, tw o  additional problems exist:

•  The addition of 2/m (n is an integer) to the phase cp(x,y), does not change the 
intensity pattern. Thus <P(x,y) can only be determined mod 2n.

•  Since the cosine function is even (cos cp = cos -cp), the sign of the phase <P(x,y) 
cannot be determined from a single measurement w ithou t prior knowledge about the 
experiment.

Schwider [1990] continues the discussion by explaining some of the general features of a 

real-time interferometric system, which include:

•  One or tw o  dimensional photoelectric detection of the fringe patterns.

•  Calculation of the phase, and extraction of the relevant function from the phase.

•  Solution of the mod 2n and sign ambiguity problems.

In many cases, the photoelectric detector is either a line scan or field array CCD camera, 

coupled to a frame processor unit, which is often fitted to a computer. Fringe analysis
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algorithms attempt to extract the phase (wrapped), and then use unwrapping algorithms to 

remove the 2n  problem. The required quantity can then be derived from the phase. 

Beckers [1990] clarifies some important points which must be considered when utilising 

interferometry.

1.2.1 Holographic Interferometry
Holographic Interferometry was discovered quite by accident in 1964 by Powell and 

Stetson [1 965], in an attempt to discover why some recorded holograms were of low  quality. 

Many scientists agree that holographic interferometry is one of the most important 

applications to emerge from the field of holography, due to its ability to make interferometric 

measurements on both diffuse and opaque objects. In contrast to classical interferometers 

(Mach-Zehnder, Michelson ...), in which the interfering wavefronts travel simultaneously along 

different paths (Figure 1) before being mixed, the holographic interferometer allows the 

interfering wavefronts to travel the same path at d ifferent times. The common path has the 

advantage of compensating for the defects and misalignments of the optical components, 

since they have the same effect on both interfering wavefronts. A typical holographic setup 

is shown in Figure 2. The top diagram represents the configuration used to record the 

hologram. Once the hologram has been processed, it may be viewed by repositioning it and 

using the reference beam only as the reconstructing wave (lower diagram). This w ill generate 

an exact copy  of the object wavefront, as if the object were still in position. If the hologram 

is viewed using the top arrangement, interference between the recorded  and real object 

wavefronts w ill occur. It is the ability of holograms to store both the amplitude and  phase 

information of a wavefront that enables this interference effect to occur. This is called real 

time holographic interferometry [Butters and Leendertz, 1971a; Pryputniewicz and Bowley, 

1978; Vest, 1979; Spetzler, 1986], If the object is loaded in some way, the resultant fringe 

pattern varies continuously w ith  the load. In double exposure holographic interferometry 

[Vest, 1979; Parker and Jones, 1986], tw o  records of the specimen w avefront are recorded, 

on the same hologram. Upon reconstruction (using the lower setup of Figure 2), these tw o 

wavefronts interfere w ith  each other to produce an interference fringe pattern. This fringe 

pattern is 'frozen ' into the hologram, and represents the physical change of the specimen at 

the tw o  instants at which the wavefronts were recorded.

Until recently, vibration isolation and complete darkness were essential in order to make good 

quality holograms. This is because any slight movement of the holographic system during the 

exposure reduces the correlation between the tw o  interfering wavefronts and therefore the 

quality of the interference fringe patterns. The enclosure must be darkened for obvious 

reasons. However, the development of 'thermoplastic holography', reviewed meticulously by
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Figure 2: Typical holographic setup

Parker [1990 ], offers in-situ exposure and development of the hologram in seconds. An 

example of a holographic fringe pattern is shown in Image 14, which shows the vibrational 

mode of a hollow turbine blade being excited at 21.4kHz.

Holographic interferometry was applied to the measurement of in-plane surface strain by 

Ennos [1968]. This work, although possibly not the firs t attempt to perform this type of 

measurement, is interesting since it uses a technique of recording tw o  double exposure 

holograms of the specimen simultaneously, but from different viewpoints. This elaborate 

system is necessary because holographic interferometry is unable to separate the in-plane and 

out-of-plane components of deformation. The method used by Ennos involved subtraction of 

the fringe contours, enabling the plane strain in one defined direction to be resolved. Another 

method to isolate the in-plane strain is described by Pirroda [1989]. Here, the object is 

illuminated normally w ith  a plane wave and also symmetrically by tw o  reference waves. One 

of the in-plane displacement components is mapped by the interference fringes in much the 

same way as in-plane speckle pattern Interferometry (which is described later). The complete 

separation of all components of displacement, and assignment of absolute fringe order, which 

is one of the main problems associated w ith  holographic interferometry, is described by 

Stetson [1 990],

The measurement of out-of-plane deformation using holographic interferometry has been 

examined thoroughly. For example, Chang et al. [1985] describe the use of digital phase 

shifting holographic interferometry for high precision deformation measurement. The w ork is 

based on an earlier system described by Hariharan et al. [ 1983], but eliminates the

4Courtesy Robert K. Erf, United Technology Research Centre, East Hartford, Connecticut, USA.
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requirement for PZT calibration. Creath [1989] examines both 

contour and deformation measurement, using a very high 

resolution detector array (1320x1035 pixels) to image the 

hologram. Creath reports excellent results, working w ith  very 

high fringe densities, but requiring significant capture and 

computation times.

A vibration analysis of a rotating propeller blade was performed 

by Sikora et al. [1974] using holographic interferometry. The 

hologram is fixed onto the axis of the rotating specimen, and a 

double exposure hologram is made of the blade at known 

resonances, using a pulsed laser. This fo llows work performed by 

Tsuruta and Itoh [1970], who established that it was possible to 

make a single exposure hologram of a rotating specimen, and 

subsequently correlate this w ith  a second exposure of the stationary specimen. This idea was 

extended further by Vogt et al. [1985] who used an 'ob ject related laser triggering method' 

to  eliminate the rotary motion between exposures of the hologram. A similar technique to that 

used by Vogt et al. was reported earlier by Kawase et al. [1976]. In this paper, a hologram 

of the object is made at the desired rotary speed, and a shadow photograph (mounted on an 

arm rotating w ith  the specimen) of a speckle pattern is made simultaneously. Accurate 

realignment of the speckle photograph ensures accurate realignment of the hologram w ith  the 

stationary object. The idea is rather cumbersome, but appears to yield excellent results.

Holographic interferometry has been used extensively in conjunction w ith  image derotation 

to study the out-of-plane behaviour of rotating components [Beeck, 1980; Stetson, 

1975-1978; McBain et al., 1979; Fagan e ta !., 1981; Storey, 1984; Beeck, 1992]. Image 

derotation usually involves the use of a special prism mounted coaxially w ith  the specimen. 

The prism is made to rotate at exactly half the speed of the specimen. If the specimen is 

viewed through the prism, it appears stationary. One of the major drawbacks of this 

technique is that the illumination and viewing directions are both on axis, restricting the range 

and type of measurements that can be made. A good summary paper explaining the various 

methods of recording holographic images of rotating specimens was published by 

Beeck [1988].

Another application of holographic interferometry, which is not directly related to the work 

in th is thesis, but is becoming more widespread, is 'flo w  visualisation'. In flow  visualisation, 

refractive index variations, resulting from density changes in flow  fields, manifest themselves
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as interference fringe orders in a double exposure hologram. Some excellent examples of 

these, taken in an industrial environment, are included in Parker and Jones [1986],

Two final references in this section are included for completeness. The firs t, is a comparison 

of the accuracies of holographic and speckle interferometry (discussed later) [Klimenko 

et al., 1986]. Interestingly, it is found that the sensitivity of speckle interferom etry can 

exceed that of holographic interferometry in some cases. Finally, the effect of speckle 

movement on the contrast of the fringes in holographic interferometry is examined by Shekher 

and Vaish [1983]. This work is rewarding, since it is important to know the approximate 

proportions over which a measurement system will reveal results prior to construction of the 

experimental system. A simple relationship between speckle movement and fringe visib ility 

is derived.

1.2.2 Moiré Interferometry
The conventional moiré technique involves generating a moiré fringe pattern by the 

superposition of tw o  gratings: a master and a model grating. The grating pattern is either 

projected or fixed onto the surface of the object under investigation, and is then modulated 

by either the surface shape or some deformation due to loading. When the modulated grating 

pattern is observed through the master grating of the same or a similar pitch, contours 

corresponding to the shape or deformation are seen. For example, consider the tw o  

superimposed gratings shown in Figure 3. The spatial frequency of the reference grating is 

increased by 5% in the upper example and 20%  in the lower example. In the region of overlap 

between the reference and modulated gratings, bright and dark regions (fringes) are clearly 

seen. The resolution of a moiré system depends upon the pitch of the grating.

A good review paper on moiré techniques is Sciammarella [1982] and an excellent book on 

moiré applied to the analysis of strain is Theocaris [1969]. Luxmoore [1975] compares the 

use of laser speckle and moiré methods in strain analysis, and concludes that the moiré 

methods are in fact a special case of the laser speckle methods. Chiang [1979] discusses 

many of the same points, and arrives at a similar conclusion. The measurement of shape 

using moiré interferometry has been studied by several authors, for example Takasaki [1970] 

and Pirodda [1982]. Displacement measurement using moiré interferometry can be 

accomplished in several ways. Sciammarella et at. [1987] describe a computer based moiré 

technique which enables very small displacements to be measured.
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Figure 3: Simple moiré fringe pattern

20%

An interesting paper by Morimoto et al. [1988] describes a sh ift technique in which the 

Fourier transform spectrum of the deformed grating is used to produce a 'com plex moiré 

pattern '. The derivatives of the phase of the complex pattern produce the strain distribution.

Several research groups have used 'high resolution moiré', which was developed by Burch 

and Forno [1975, 1982 ]5. In high resolution moiré, a slotted mask is positioned in the 

aperture plane of the imaging lens, through which the specimen grating is viewed. For 

example, W hitw orth  et al. [1991] use the technique for the measurement of a dynamic crack 

tip  displacement field w ith  great success.

1.2.3 Speckle Photography
The method of double exposure speckle pattern photography is a powerful way of 

determining both in-plane displacements and surface rotations [Ennos, 1975]. Basically, the 

specimen is illuminated w ith  a divergent laser beam, and a double exposure photograph is 

taken of the surface, w ith  the load altered between the tw o  exposures6. The in-plane

5See also Forno [1988 ].

6The basis fo r th is  technique is a ttributed to Butters and Leendertz [1971b],

1 1 Chapter 1



displacement vector at any point on the surface may be determined by measuring the 

separation of the tw o  speckle patterns at the point of interest. This is often performed by 

probing the photograph w ith  a fine laser beam and observing the Young's fringes in the far 

field, as shown in Figure 4 (see Archbold et al. [1970]; Ennos [1975]; Briers and 

Angus [1979 ]; Pryputniewicz [1985]). The fringe spacing is inversely proportional to the 

displacement of the speckle pattern, and the direction of the fringes is perpendicular to the 

displacement vector. Speckle photography is not limited to the measurement of surface 

phenomena, and has been used in flow  visualisation, where it is referred to as 'speckle 

velocim etry' [Merzkirch, 1990].

Stetson [1975 -1976b] explored the use of image derotation in the study of rotating 

specimens, and accumulated both holographic and speckle photographic results. The more 

interesting speckle photography results, presented in Stetson [1978], led eventually to a U.S. 

A ir Force sponsored research programme commencing in 1983, to measure in-plane 

deformations on rotating discs at elevated temperatures [Dennis and Fulton, 1989]. In the 

report, a speckle photocomparator is described which measures both the radial and hoop 

stress of a rotating disc w ith  reasonable accuracy, over a wide range of stress levels. The full 

field technique described is an excellent example of non-contact optical measurement in a 

very hostile environment.

A technique known as 'sandwich-speckle interferom etry', which is similar to speckle 

photography, has also been applied to rotating components by Chien et al. [1982]. This 

technique requires tw o  speckle patterns of the specimen to be recorded on tw o  different 

negatives, which are later 'sandw iched' together to produce effectively a double exposure 

speckleogram. The results of this technique are in good agreement w ith  theoretical 

predications for relatively 's lo w ' speeds (approximately 3,450rpm ).

In speckle photography, it is essential to remember that the Young's fringe pattern resulting 

from the laser probe portrays the condition at the probe po in t only. Therefore, a very large 

number of fringe patterns  have to be analysed in order to extract the global data for the 

experiment. According to Pickering and Halliwell [1986], 10 ,000 fringe patterns would be a 

typical requirement for a single flow  visualisation experiment. Consequently, a large number 

of automated analysis techniques have been devised to measure the fringe spacing and 

orientation, some of which are discussed. Kaufmann [1981, 1982] digitally filters the data, 

using the one-dimensional Fourier transform, which eliminates the noise. This fo llow s the 

w ork undertaken by Chambless and Broadway [1979], who devised the basic technique 

which is used by Kaufmann. The spacing and orientation of the fringes is easily derived from
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the 'clean' data. Isacson and Kaufmann [1985a,b] extend the earlier w ork of 

Kaufmann [1981, 1982] into tw o  dimensions, and consider both the noisy and noise-free 

cases of the influence of the d iffraction halo on the fringes. Erbeck [1985] describes a high 

speed semi-automated processing system for speckle photography fringe patterns, based on 

economical hardware. The autocorrelation algorithm described by Erbeck is ingenious, and 

appears to be able to determine the spacing and direction of the Young's fringes extremely 

rapidly. Huntley [1986c] uses a global approach to the fringe evaluation problem, applying the 

tw o  dimensional Walsh transform to the complete data set. The Walsh transform  is found to 

be as accurate as the Fourier transform, and three times faster, for fringes of good visib ility. 

For low  quality images, the Fourier transform is preferred. Ansari and Ciurpita [1987] describe 

an automated peak detection method of fringe measurement for speckle photography fringes, 

which also has modest hardware requirements. A rather rudimentary but effective method of 

fringe measurement involves the use of a coordinate digitizer to determine the centres of the 

dark fringes, using operator assistance [Galkin eta/ . ,  1988], This is a good example of 

excellent work achieved w ithou t the use of powerful computers, but would be very tedious 

to use on a large number of fringe patterns. Deng and Yamaguchi [1990] report another 

automated method of analysis for Young's fringes. This method involves removal of the 

d iffraction halo, followed by integration of the remaining data in various directions to 

determine the orientation of the fringe field. The data is then fitted to a sinusoidal function 

to determine fringe spacing. Results from this system appear very promising.

1.2.4 Speckle Interferometry

The introduction of the laser in the sixties extended the usefulness of interferometric 

techniques, but brought w ith  it a side effect which was w idely regarded as a nuisance. The 

speckle effect was not pronounced useful until it was realised that the individual speckles 

were able to interfere. It was later shown that tw o  different speckle patterns could be made 

to interfere, and result in a third pattern w ith  an intensity distribution related to the relative 

phases of the constituent patterns [Leendertz, 1970]. Leendertz superimposed tw o  unique 

speckle patterns onto a photographic plate, which was processed and repositioned, acting as 

a shadow filte r7. The construction was that of a Michelson type interferometer, but w ith  both 

of the mirrors replaced w ith  diffuse surfaces, and is shown in Figure 5. Viewing the object 

w avefront through the shadow filter, real-time correlation fringes from the specimen are 

observed. A lm ost immediately, the researchers at Loughborough University of Technology 

recognised the potential for this new technique, and replaced the photographic part of the 

experimental system w ith  a video camera and subtraction unit [Butters and

7The brightest regions o f the pattern irradiating the darkest regions o f the plate.
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Figure 5: Speckle interferometry

Leendertz, 1971a], giving birth to Electronic Speckle Pattern Interferometry (ESPI). However, 

a certain amount of limited research involving speckle interferometry continued, which is 

reviewed extensively by Ennos [1975]. For example, Hung and Hovanesian [1972] used the 

technique to yield the displacements of arbitrarily curved surfaces. The authors explain that 

this technique is preferred to holographic interferometry, since the fringes localise on the 

object surface, and have a unique interpretation when related to displacements. Brdicko 

et al. [1979] study both in-plane and out-of-plane deformations, using a 'double aperture 

speckle camera' and a 'double aperture speckle shearing camera'. Huntley and 

Benckert [1992a,b] explain that in many high speed applications, ESPI is inappropriate, and 

photographic techniques must be used. They describe an example of such a situation, 

together w ith  a very powerful way of removing the speckle noise from the images.

1.2.5 Electronic Speckle Pattern Interferometry
Although holographic interferometry produced a new class of measurement tools, it was not 

w ithou t problems. Quantitative measurements proved d ifficu lt because the separation of the 

in-plane and out-of-plane components was d ifficu lt. The processing of the holograms made 

the technique unattractive to industry in general, w ith  only high technology industries 

showing any great commitment. It was soon realised that the speckle pattern obtained from 

a d iffusely reflecting object could be used to make surface measurements, as explained in the 

previous section [Leendertz, 1970]. The introduction of a television camera in place of the 

photographic film  and an image processing unit in place of the photographic mask led to the 

technique called 'Electronic Speckle Pattern Interferometry' (ESPI) or 'TV  holography' [Butters 

and Leendertz, 1971a; Denby and Leendertz, 1974]. The schematic diagram of a commonly 

used ESPI setup is shown in Figure 6, which is an out-of-plane measurement system. The 

laser (often a HeNe) is divided by a beam splitter into an object and reference beam. Both
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Figure 6: Out-of-plane ESPI system

beams are expanded and spatially filtered, the object beam illuminating the specimen under 

investigation at a certain angle of incidence. The reference beam is incident normally onto the 

photosensitive surface of the TV camera. The size of the speckle in the image plane of the 

photosensor is determined by adjusting the aperture of the imaging lens. For the case of 

resolved speckles, the mean speckle size is greater than or equal to the pixel size of the 

camera. The speckle patterns are stored either electronically on analogue circuits, or more 

commonly by digital electronics, in a framestore, which is often fitted to the host computer. 

The ESPI technique was very rapidly employed in diverse engineering fields. It was used to 

study vibrations, surface roughness, in-plane displacements, out-of-plane deformations and 

contouring. Butters [1975] and Butters et al. [1975, 1978] trace the history of the ESPI 

technique, indicating how far it had progressed w ith in its firs t few  years. Additionally, several 

general papers describing electronic speckle pattern interferometry and its applications have 

been published. The fo llow ing are a selection found to be useful by the author: 

Butters [1 977], Lokberg [1980], Jones [1982],W ykes [1982], Lokberg [1986 ],T yre r [1986] 

and Sharp [1989], No list of references to the general use of electronic speckle pattern 

interferom etry would be complete w ithout Jones and Wykes [1983].

1.2.5.1 Enhancements to the basic technique
Several authors have reported modifications to the basic ESPI technique, some of which are 

reviewed here. The use of a modulated reference wave for vibration studies was reported by 

Lekberg and Hohmoen [1 976], which is similar to the modulation of the reference wave used 

in holographic interferometry. The reference wave is reflected at normal incidence from a 

m irror vibrating at the same frequency as the specimen under examination. The adjustment 

of the amplitude and/or phase of the reference mirror excitation enables the Bessel fringes to 

be shifted, yielding additional information about the specimen vibration. Slettemoen [1980] 

describes the use of a speckle reference beam which reduces the physical size of the ESPI
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setup, and makes it less vulnerable to dust and scratches of the optical components. A 

comparison between conventional out-of-plane ESPI and the new technique shows tha t the 

use of a speckle reference beam does not reduce the quality of ESPI fringes. The use of a 

fibrescope to deliver the laser illumination and view the speckle pattern is reported by Lokberg 

and Krakhella [1 981 ]. This paper describes the use of the fibrescope to view the vibration of 

a specimen under water. Fringes of reasonable quality are presented for the specimen in 

forced vibration. Moran et a/. [1987,1 989] report an optically phase locked electronic speckle 

pattern interferometer (OPL-ESPI). This new system appears to have overcome one of the 

major drawbacks of the ESPI technique, which is the need for rigorous vibration isolation. The 

system couples an optical phase locked loop (PLL) w ith  an ESPI system to produce real time 

Doppler contours of moving objects from unstable platforms. Various ESPI experiments w ith  

d ifferent laser sources have been tried, for example Lokberg and Kwon [1984] use a carbon 

dioxide (C 02) laser in an ESPI system. More interestingly, Wykes and Flanagan [1987] utilise 

a small Hitachi laser diode, which has a coherence length in excess of 1m, producing fringes 

w ith  good contrast. Modulation of the diode injection current causes a deviation in the output 

wavelength, which was used by Tatam et at. [1 990] to perform surface contouring w ith  ESPI.

1.2 .5.2  Fringe quality in ESPI
The poor signal-to-noise ratio and low resolution of ESPI systems has been one of the lim iting 

factors to the widespread use of the technique. Therefore, optim ization of electronic speckle 

pattern interferometers has been the subject of considerable attention. For example, tw o  

im portant papers on this issue are those of Slettemoen [1977 ,1979 ], which deal w ith  the 

complete ESPI system theoretically as well as practically. A detailed study of the 

interferometer design, and fundamental factors affecting the performance of ESPI systems 

is also discussed by Jones and Wykes [1981 ]. Nakadate [1980] makes some negative points 

regarding the contrast of ESPI fringes, and indeed the ESPI technique itself. These are 

defended in a letter to the Editor of Applied Optics in 1981 [Wykes et a!., 1981],

A theoretical analysis of the optim ization of an ESPI system in the presence of lim ited laser 

output power is discussed by Wykes [1987], Wykes concludes that the optimum fringe clarity 

is obtained when the imaging system is set so that the speckles are not fu lly  resolved, but 

this setting is dependant upon the scattering properties of the specimen surface, the 

sensitivity of the camera, and the resolution of the video system. The visib ility of the fringes 

can be improved by computer techniques as well as system optim ization. For example, in an 

article by Yonemura and Hagihara [1987], the object and reference intensities are recorded 

and used to normalize the tw o  interference speckle patterns. Subtraction or addition of the 

normalized patterns produces increased visib ility of the interference fringes. Joenathan [1 990]
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discusses the effect of TV camera non-linearity on ESPI systems. Normally the camera 

response is assumed to be linear to the incident light intensity, which is true for CCD 

cameras, but for vidicon or newvicon tube cameras, the transfer function is non-linear. 

Joenathan concludes that the non-linear e ffect of the TV camera transfer function is only 

prominent when the laser power is lim ited, in which case the signal-to-noise ratio of the 

system is low. In this case, the brightness of the object beam should be increased slightly. 

O 'Donovan et al. [1992] explain a method of assessing the quality of a fringe field, by 

applying Fourier transform analysis techniques. The method appears to be robust for 

theoretical data, since it compares the Fourier coefficients of the actual data w ith  those of 

a 'perfect waveform of the same type '. However, it is doubtful whether such an analysis 

would be of real use for practical engineering problems.

1.2 .5.3  ESPI at elevated temperatures
Measurements using the ESPI technique have been made at elevated temperatures. The 

out-of-plane effects of the surface behaviour of steel, molybdenum and kanthal at 

temperatures approaching their melting points was studied by Lokberg et al. [1985 ]. In 

additional experiments involving molten tin, the behaviour was examined to study 

deformations, oxidation shell grow th and melting zones. The results presented show 

interference fringe patterns at temperatures up to 1 ,700°C . Malmo et al. [1988] describe 

experiments to measure the surface vibrations and deformations at temperatures of up to 

3 ,000°C  using an out-of-plane sensitive time-averaged ESPI system.

1.2 .5 .4  ESPI used to measure vibration
Electronic speckle pattern interferometry has been used extensively to measure vibrations. 

The out-of-plane configuration shown in Figure 6 is the basis for the vibration measurement 

system, w ith  a PZT mirror often included in order to phase sh ift the reference beam. An 

interesting early example is presented by Cookson et al. [1978] which shows a steel cabinet 

forced to vibrate by an electric motor. Another example in this paper is that of the transient 

behaviour of a loudspeaker. It is interesting to compare this paper w ith  Tyrer [1988 ], which 

also examines the response of a loudspeaker. The use of a noise reduction scheme shows 

how excellent fringe patterns can be extracted from rather poor images. Davies and 

Buckberry [1989] publish details of a 'TV holography head', which is used to measure the 

vibration amplitude at various points on an automobile body. The instrument is a powerful tool 

for measuring vibrations 'in s itu ', since the laser source (which is launched in a mono-mode 

fibre optic cable) and electronic equipment can be remotely located. Santoyo et al. [1991] 

explain how the total in-plane vibration mode of a plate specimen can be extracted using a 

pulsed phase step technique.
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1.2 .5.5  ESPI used to measure shape
W inther and Slettemoen [1984] describe an ESPI contouring technique which is a variation 

of the holographic tw o  beam illumination method. The object beam of an out-of-plane 

sensitive ESPI system is translated between the capture of the tw o  speckle patterns. 

Maas [1991] uses a similar procedure, except the object beam source is fitted  to a rotary 

illum ination arm. Application of phase shifting allows the reconstructed contour data to be 

accurately determined.

1.2 .5.6  ESPI used to measure strain
An early application of ESPI to the measurement of plane surface strain is that of Denby and 

Leendertz [1974]. This paper lays down the basic principles of in-plane strain measurement 

in a single resolved direction (see Figure 15 on Page 32) using electronic processing rather 

than photographic8. The results presented show excellent interference fringe patterns on 

various materials in several states of tension. Soon after the publication of this paper, 

Jones [1976] describes a system for total plane strain measurement using tw o  orthogonal 

object illumination geometries. Preliminary results included show promise at this early stage. 

A later example of similar research, which incidently does not reference the work of Jones 

even though it comes from the same establishment, is Moore and Tyrer [1 990]. In this paper, 

tw o  in-plane interferograms of a centrally notched alloy specimen are simultaneously 

recorded. The use of phase-stepping (see section 4.1 .2 .1) allows accurate extraction of both 

components of displacement around a crack to be accomplished. W inther [1988] proposes 

a 3D strain measurement technique, which performs both deformation and contour 

measurements. The specimen to be examined is illuminated from three d ifferent directions by 

fibre optic cables. The capture and analysis of four images allows the complete determination 

of the strain tensor.

1.3 Research of direct significance

1.3.1 Application of ESPI to rotating systems
Before conducting rotating tests, Preater [1980a] performed some static in-plane tests, 

yielding fringe patterns like that of Image 2, which is a static test of a bar in tension. 

Following this work, Preater applied ESPI to the measurement in-plane displacements on 

rotating objects [Preater, 1980a], This paper explains the principle of pulsed laser ESPI applied 

to rotating systems, and the hardware required to implement such a system. A diagram9 of

8There are suggestions to th is  type o f measurement in Butters and Leendertz [1971b].

9This diagram does not appear in the paper in th is form , but is drawn in th is  w ay for added clarity. A lso, the method 
o f sha ft encoding, w h ich  is not explained in the paper, was established after discussions w ith  the author.
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the original optical system, used for rotating tests, is shown in Figure 7. A lthough it is not 

made clear in the paper, the specimen is fitted into a tensile loading device which is mounted 

on the surface of the disc, and therefore rotates simultaneously. The control system ensures 

tha t the specimen is in the camera's field of view when the laser illumination is generated. 

A block diagram of the hardware which accomplishes this is shown in Figure 8. The optical 

system constitutes a conventional in-plane sensitive electronic speckle pattern interferometer 

[Jones and Wykes, 1983], the theory of which is explained in section 2 .1 .2 . The pulsed laser, 

triggered w ith  suffic ient accuracy, enables repeatable speckle patterns of the same region of 

the specimen to be captured and later correlated (section 2 .1.1). Accurate triggering is 

accomplished by means of a purpose built electronic processor, coupled to a 'sha ft encoder'. 

The details of the shaft encoder are not presented in the paper, but discussions w ith  the 

author revealed that it consisted of about ten slots attached to the perimeter of the specimen, 

from  which pulses were generated, as illustrated in Figure 7. A pulsed ruby laser (JK 2000), 

w ith  a pulse w idth of 40-70ns, provided the illumination source, which was imaged w ith  a 

low  resolution TV camera. The speckle images were stored in a video disc, and also on video 

tape. The system demonstrated interference fringes from both static and rotating specimens. 

Initially, the rotating specimen (100rpm -250rpm), produced fringes from various mis-matched 

speckle images, which were produced by tilting one of the interferometer mirrors. An example 

of such fringes is shown in Image 3, taken from Preater [1980a], Skewing of the fringes was
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Figure 8: Original electronic setup iPreater, 1980al

thought to be the result of a slight tim ing error, as explained in the paper10. In further tests, 

it was found that the correlation of the images was reduced substantially by applying a load 

to the specimen. The details of the loading were not published, but presumably one speckle 

image was captured and stored in the video disc. The rig was then stopped, and a load 

applied to the specimen. Subsequent re-spinning and frame capture produced the results, an 

example of which is shown in Image 4 11. An interesting result, presented in the paper, was 

tha t correlation fringes were obtained at a tangential velocity of 2.5m s'1, which was greater 

than a prediction of the upper lim it suggested by Cookson et al. [1978]. Results at a 

tangential velocity of 3.4m s 1 soon followed, together w ith  variable speed results, in which 

the tw o  speckle images were recorded at d ifferent rotational speeds [Preater, 1980b]. In this 

early work, tangential velocity variations of 0.5m  s 1 produced interference fringe patterns, 

but these patterns generally had little or no relationship w ith  the quantity to be measured. 

This appeared to be due to the inaccuracy of the tim ing system. In order to eliminate this 

problem, an image derotator was used to view the rotating specimen [Preater, 1982], 

A lthough this produced interference fringes, the quality was significantly lower than obtained 

by direct view ing. Therefore, a more advanced method of Q-switching the laser was

Image 2: Fringes from a static tension test

10A fte r discussions w ith  Preater, it was established th a t these fringes were obtained from  a perspex disc, using a 
d iffe ren t in te ferom etric  system  than th a t show n in Figure 7.

11 This fringe pattern was obtained from  a d iffe ren t specimen than Image 2.
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Image 3: Early correlation fringes at 250rpm

introduced, the preliminary results of which show fringes at 4.8m  s'1. Using a modified 

electronic triggering system, the basis of which is described in Preater [1982], some very 

interesting results (eg. Image 5) were obtained for a perspex flywheel w ith  a steel segmented 

rim [Preater, 1983]. A lthough the details of the modified triggering system were not 

published, the implication was that direct Pockel's cell drive of the laser produced far greater 

Q-switch accuracy than the previous system. The incorporation of a high resolution speckle 

camera provided a significant boost to the research programme [Preater, 1984a ]12. Results 

taken from a component spinning w ith  a tangential velocity of 14.5m s'1 were presented, 

which represented almost a three fold increase in tip speed. Preater [1984b] describes results 

obtained from an aluminium disc mounted in the chuck of a lathe, rotating w ith  a tip  speed 

of 30m s 1 (the reference is also ambiguous about the exact electronic subsystem, since the 

tex t describes the incorporation of a single frame digital subtraction unit, but the diagram 

represents the standard control system shown in Figure 8). The ambiguity was clarified in 

Preater [1985], which presented results representing an excellent advancement of the 

technology. The incorporation of the high resolution camera (Jackson speckle camera), the 

digital frame capture system (Vinten FS4), and the more advanced tim ing controller (Figure 9) 

paid tremendous dividends. In fact, the operable speed range increased to such an extent (up

Figure 9: Updated electronics [Preater. 19851

1 2 It Is unclear from  th is  paper if the replacement was sim ply the camera, or the frame capture system  also. However, 
a fter d iscussions w ith  the author, it appears both items were replaced.
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to  100m s'1), that the optical system began to exhibit a lim itation [Preater, 1985], The region 

of available fringe information gradually reduced as the rotational speed increased, above 

approximately 5,000rpm , as shown in Image 6. This lim itation was overcome by redesigning 

the interferometer to give radial sensitivity instead of the horizontal sensitivity produced by 

the plane mirror speckle pattern interferometer [Preater, 1985]. A lthough the results o f the 

redesign were described in the previous reference, the details were not presented until

Nguyen [1986], In this report, Nguyen explains that because a plane mirror interferometer 

gives horizontal sensitivity, only regions close to the horizontal through the axis of rotation 

produce fringes at the higher rotational speeds. This point is illustrated in Figure 1013 which 

shows the cartesian components of the rotational velocity for a point on the disc, as it 

rotates. It is seen that as the point rotates from A to C, the component o f the velocity in the 

sensitiv ity  direction  steadily reduces, until it reaches zero along the horizontal radius. Nguyen 

concluded: "any po in t should no t move more than a wavelength o f laser ligh t during surface  

illum ination. " This argument at firs t appears flawed, since from the analysis presented in the 

report, Nguyen explains that the height of the fringe area is inversely proportional to the pulse

13 This diagram is presented in a d iffe ren t fo rm at in the reference.
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Figure 11: Updated optics [Preater, 1985b1

w id th  of the laser, and yet he proceeds to demonstrate that, for a constant speed, a reduction 

in pulse w idth of half causes a four fold increase in fringe area14. A diagram of the modified 

interferometer, producing radial in-plane sensitivity, is shown in Figure 11. The shaft encoder 

pulses from the specimen were generated from slots cut into the perimeter of the specimen. 

Preater [1986a] presents further results obtained from the new optical system. The paper 

explains that the pulse w idth of the ruby laser was reduced by a factor of about tw o  (to 

approximately 20ns) to give an extended fringe field. Preater [1986a ]15 claims that whole 

field fringe data at tip  speeds in the range 0 to 150m s'1 was available, however the results 

included demonstrate a maximum tip speed of 112m s'1, which, although somewhat lower, 

is still quite a significant achievement. Another interesting point discussed in this paper is that 

the critical value of velocity in the direction o f sensitiv ity  was established, and found to be 

5m s'1. In order to apply the new optical technique to diverse applications, various specimens 

were tested. Preater [1986b] describes a simulated test on a rotating propeller blade16, 

rotating w ith  a tip speed of 27.5m  s'1, shown in Image 7. The carrier fringes show no

14This apparent error in reasoning was exonerated after discussion w ith  Preater, w ho explained th a t no accurate 
means were available to  determ ine the exact pulse w id th  o f the pulsed laser, and so when Nguyen quoted a reduction 
in pulse w id th  by a fac to r of tw o , it was essentially an educated guess.

1 fo l lo w in g  discussions w ith  the author, it appears tha t a single fringe pattern was obtained w ith  a specimen rotating 
w ith  a tip  speed o f 1 50m s'1, but during the test, the drive m otor failed, and the te s t w as never repeated.

16First presented in Preater [1985 ].
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discernible contrast reduction due to the curved surface of the specimen. A later set of results 

from this paper represent a major achievement in the chronicle of the project, since they were 

the firs t set of 'true ' radial displacement results, an example of which is shown in Image 8. 

Unfortunately, no quantitative measurements were deduced from the images, so tha t the 

accuracy of the system at that time cannot be defined. All previous results from rotating 

components were simulated (carrier fringe patterns), or artificial (tension specimen mounted 

on a rotating disc). These results were taken from a high performance advanced brake disc 

design, and display pure contraction fringes due to the thermal cooling of the brake, which 

was held at a roughly constant rotational speed of 800rpm . For other results in the paper, 

optical mis-alignment appears to be a problem, since the anticipated concentric shape of the 

fringes does not remain constant.

It appears that the method of calculating the tip  speed of the rotating component was 

redefined in Preater [1987b], although this is not stated explicitly. Consultations w ith  the 

author revealed that previous calculations had been based on the centre of the image (w ith 

a smaller radius), but the definition was altered to the extrem ity of the image (a larger radius).
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The result was an increase of 20% in the defined tip speed, as illustrated in Preater [1987b], 

which contains many of the results from Preater [1986a], but quoted at significantly higher 

tip  speeds17. Preater [1987d] reviews much of the work described in previous publications. 

However, the paper does indicate in which direction the research work was progressing, w ith  

a section on computerised fringe analysis. Apparently, interference fringe images had been 

successfully transferred from video tape into an IBM PC, which was fitted  w ith  a Data 

Translation PCVision framegrabber. No evidence of quantitative measurements was published, 

so it is concluded that the work was in its early stages at this time. An unusual set of results 

included w ith  this paper were taken from an automobile tyre under stationary pressure 

loading. A plane mirror in-plane interferometer was used to produce fringes representing a 

pressure change for the tyre. Consultations w ith  the author revealed that these were 

preliminary tests, conducted to establish whether the tyre material was suitable for rotating 

analysis. It was found that the tyre material was rather unstable, and inappropriate for 

interferom etric analysis.

The use of fibre optics to provide the double beam illumination of the Leendertz interferometer 

is discussed in Preater [1988], having been presented initially in Preater [1 987b]. It is 

interesting that the use of both continuous and stroboscopic illumination is presented, which 

forms the groundwork for a later idea: the use of a stroboscopic laser diode, strobing the 

specimen on every cycle, to allow real time fringes to be seen as the component load 

changes18. The later publications of Preater [19 8 9 ,1 990a-b], although published during the 

lifetime of this research project, are based upon earlier work, and do not introduce any new 

results or directions for the work.

17The jus tifica tion  appears to  be th a t no degradation in the contrast of the fringes w as evident at the outer edge of 
the in terferogram , so it is valid to  make the radius as large as possible. This Is in fa c t true, as the higher figure is the 
more precise o f the tw o , and as such, all previous measurements should be increased by 20% . Bearing th is  in mind, 
it is in teresting to  note th a t the redefin ition did not occur earlier.

18This idea w as not fo rm a lly  published.
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Image 8: Concentric fringes on a brake disc

In summary, to examine the situation at the start of 1989, a radially sensitive in-plane 

electronic speckle pattern interferometer was used to provide fringe patterns from rotating 

specimens over large speed ranges. The use of a JK 2000 illumination source w ith  a pulse 

w idth of approximately 20ns, coupled to a modified electronic system enabled high contrast 

fringe images to be obtained and stored on video tape. Interestingly, almost all references 

since 1986 claim a maximum tip speed in excess of 150m s'1, but none of the references 

contain any fringe patterns w ith  a tip speed of greater than 135m s'1, which was upgraded 

from 112m s'1 by a redefinition of tip speeds. Also, none of the papers published by Preater 

attem pt to give any stress, strain or displacement values for various loading configurations. 

No comparison w ith  mathematical models is provided, nor any undertaking to deduce valuable 

engineering measurements from the images. The latter point can be attributed for the most 

part to the inaccessibility of the interferometric data (stored as a single video image on a 

video tape recorder). Details of endeavours to access the image data are described in several 

of the papers published by Preater, but image processing technology, computers and cost 

were all acting against the construction of such a system at that time.

Electronic speckle pattern interferometry applied to rotating systems produced high contrast 

correlation fringes over a wide range of rotational speeds. The technique had provided no 

quantitative engineering data, but had shown sufficient promise to warrant further 

investigation. It was concluded that valuable data could be obtained from the system w ith  

several enhancements to the basic approach, a major improvement to the hardware, and the 

incorporation of a fringe analysis strategy.
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2 THEORY

2.0 Theory

2.1 Speckle formation
When an optically rough surface19 is illuminated by highly coherent light (a laser), as shown 

in Figure 1 2, a granular appearance is detected in the observation plane (objective speckle 

form ation). The reflected light has random intensity variations, the individual spots being 

referred to as 'speckles', as illustrated in Image 920. This is explained simply by the fact that 

the coherent illumination has the ability to interfere, so that at a point P, the resultant 

amplitude is the vectorial addition of the illumination from every point on the object surface. 

Each point w ill contribute light of a similar amplitude (assuming the laser beam has a good 

Gaussian profile and is adequately diverged), but random phase, due to the surface 

undulations. This is sometimes referred to as the 'drunkard's walk' in the complex plane21 

[Jones and Wykes, 1983]. Figure 13 depicts a true 'drunkard's w a lk '. An in-depth 

mathematical study of the formation of speckle holds little direct relevance to the ESPI 

systems under consideration and w ill therefore not be presented. However, several references 

describing in greater detail the theory of speckle formation help to provide an insight into the 

subject, which is substantial in itself. Goodman [1975] derives many of the basic equations 

associated w ith  speckle formation. An interesting result is the negative exponential probability

Scattering Observation
surface plane

Figure 12: Speckle generation

19Defined as the surface height variations being greater than, or equal to  the w avelength o f the illum ination light.
20

This is actually an image  o f a speckle pattern (subjective speckle), but objective speckle looks very sim ilar.

A ctua lly , a true 'd runkard 's  w a lk ' has vectors o f random magnitude as w ell as random phase.
21
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Figure 13: Drunkard's walk

of the speckle intensity. This is illustrated in Graph 1, showing the normalized probability 

density function, < I > P^l), against the normalized intensity. It is clear that the probability of 

a speckle increases as the intensity decreases, hence dark speckles are more common than 

bright speckles. This point is discussed in section 4 .5 .5 , where the software used to 

determine the quality of speckle images is described. Another publication by Goodman [1986] 

reviews some of the developments in the study of speckle, referencing several important 

articles. George [1985] reviews the primary physical description of speckle form ation, the 

d iffraction and statistical theory of speckle. The electromagnetic theory of speckle formation 

is presented by Rossi and Maystre [1985], and an experimental study of the speckle phase 

by Kadono et al. [1985].

Returning to the theory, when an image of the illuminated specimen is formed, as shown in 

Figure 14, the intensity distribution in the image plane is also speckled in appearance 

(subjective speckle fo rm ation). The spatial distribution of the speckle in the image plane obeys 

d iffraction limited optical theory. The fo llow ing analysis is taken from Jones and

Image 9: Example speckle pattern
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Graph 1 : Normalized probability density

Wykes [1983]. Consider Figure 14, point P, forms a d iffraction pattern centred on Q. The 

light from P, has a random phase due to the random surface height. The point Q is also 

illuminated by points surrounding P, since these points produce diffraction patterns which 

overlap Q. A point P2, which is situated so that the firs t minimum of its d iffraction pattern 

coincides w ith  Q, does not contribute to the complex amplitude of the light at Q. Points 

which are further away also make negligible contributions to the light amplitude at Q. 

Therefore, the intensity of light at Q is the summation of the contributions from a circular area 

surrounding P1f whose radius is the distance from P, to P2. If the illumination wavelength is 

A, v  is the distance from the lens to the image plane and a is the aperture of the lens, then 

the distance QQ' and the diameter of the speckles (dspeckle) can be shown to be:

QQ' = 1.22AV
a Jspeckle

2AXv  
a

[ 8 ]

Therefore, the size of the speckles in the image plane is inversely proportional to the aperture 

of the imaging system. In many cases, the lens to image plane distance and the illumination 

wavelength are constant, so the only adjustment available for speckle size is the aperture.

Scattering Image
surface plane

Figure 14: Image plane speckle formation
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2.1.1 Speckle correlation fringe formation
The phase referenced speckle pattern formed in the image plane of an ESPI system is an 

interference pattern produced by the addition of tw o  coherent wavefronts reflected from the 

scattering surface22. According to Jones and Wykes [1983], if U, = ^e x p li^ /,)  and 

U2 = u2exp(\i/J2) are the complex amplitudes of the tw o  wavefronts, then the variables u^U j 

and ipu ip2 are randomly varying amplitude and phase of the individual image plane 

speckles. A t any given point in the image plane, the intensity will be the addition of U 1 and 

U2:

A1 = /., +/2+2^/Z^COSi]r l,=U,U; l2=U2U2 r[r=r|r1-i|r2 [9]

If the surface under examination is shifted or loaded, a phase change to one or both 

wavefronts (depending upon the optical configuration), w ill result in an intensity change at 

the point of consideration:

A2 = /, +/2+2y7^COS(i|r+ôi|r) [ ”*0]

The correlation coefficient of A, and A 2 can be found in Goodman [1975]:

P (H ) =
<a 1a 2> -< a 1><a 2>

\/(<A^>-<A1>2) (<A2>-<A 2>2)
[ 11 ]

Jones and Wykes [1983] explain that this equation can be evaluated when one notes the 

fo llow ing:

•  / , , /2 and ip are independent variables and can be averaged separately.
•  <cos ip>  = <cos (ip + Sip)> = 0
• </2> = 2 < / > 2
•  Assume that <A ,>  = < /2> = < />

The correlation coefficient becomes:

p(8t|/) = -1(1 + COS 8 i]j ) [12]

Thus the correlation is unity when Sip = 2nn (n is an integer) and zero when Sip =  (2n + 1 )n. 

If the terms l u  /2 and <// vary, w ith  the change giving rise to Sij j , then maximum correlation is 

not attained, and in extreme circumstances, the speckle patterns can become decorrelated. 

Correlation of the speckle patterns is often performed by simple subtraction on a point by 

point basis. Assuming the transfer function of the imaging system is linear, the subtraction 

of A t and A 2, results in the expression given in Equation [13]:

22This is only the case fo r in-plane ESPI. In out-of-plane ESPI, only one o f the w ave fron ts is reflected from  the 
scattering surface under examination.
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A ,-A 2 = 4 / ^ s i n ( * t M j s in( M ' [13]

Equation [1 3] yields both positive and negative numbers. Invariably, ESPI systems rec tify  the 

video signal so that the resultant intensity distribution is proportional to:

|A i -A 2 = 4 /,/2 sin2 sin2 [14]

Although this equation is strictly correct, the actual intensity distribution is not normally 

dependent upon the square root of the modulus. This is due to non-linearities in the system.

To summarise, it can be seen that the fringes fo llow  a sine squared intensity d istribution, w ith  

a dark zero order fringe and dark higher order fringes corresponding to lines of 2n, An,... 

phase change.

2.1 .2  In-plane displacement measurement
In the classic paper of Leendertz [1970], a Michelson type interferometer w ith  both mirrors 

replaced by scattering surfaces was constructed. An imaging system was used to record 

simultaneously the tw o  superimposed speckle surfaces photographically. A photographic plate 

recorded the image, which, when developed and repositioned, resulted in the generation of 

speckle correlation fringes.

Speckle interferometers that measure the in-plane component of displacement all work on the 

principle that the specimen under loading acts as both o f the scattering surfaces of a 

Michelson type interferometer. Leendertz [1970] originally showed that this was possible by 

illuminating the surface w ith  tw o  beams of coherent light incident at equal angles to the 

normal 6, as shown in Figure 15. Each illuminating beam produces its own speckle pattern 

which combines coherently w ith  the speckle pattern of the other beam. If the surface is 

displaced in the z direction, the tw o  illuminating beams suffer equal path length changes, 

resulting in the same speckle pattern in the image plane (only if the displacement is small). 

Similarly, movement in the y direction will result in no change to the speckle pattern (again 

assuming the movement is small). However, a differential displacement in the x  direction of 

dx w ill result in the path length of one of the beams being increased by cosine, and the other 

being reduced by the same amount. If the speckle pattern of the surface under differential 

displacement is correlated w ith  the surface pattern prior to displacement, correlation will 

occur when:

2 efesine = nX [15]
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Figure 15: In-plane sensitive interferometer

Several correlation methods exist, but the most common is simply to subtract the tw o  speckle 

patterns. Correlation w ill result in a fringe pattern relating to the component of the surface 

displacement resolved in the x  direction. The spacing of the fringes corresponds to an 

incremental displacement o f/f/(2s in0), the sensitivity of the interferometer being adjustable 

by altering 6. By plotting the positions of the fringes as a function of x, the linear strain 66J6x 

can be computed over the entire region imaged by the interferometer. The conventional 

in-plane interferometer is insensitive to in-plane rigid body translations, but is affected by 

in-plane rotations. This is explained in Figure 16, which is exaggerated for clarity. Consider 

points P and Q on the surface of the specimen under examination. The points are at a vertical 

distance Y from the axis of rotation, 0 . A slight rotation a w ill move the points to positions 

P' and Q' respectively. The corresponding horizontal displacement for both points is d, which 

indicates that all the points at a vertical height Y from the axis w ill be subject to the same 

displacement in the sensitivity direction23. The displacement d  is proportional to the height

p'

p

d d
0

Figure 16: In-plane rotation sensitivity

23Both points do not move by exactly  the same amount, but v irtua lly  the same, if  the radius is large and the fie ld  of 
v ie w  is re lative ly small.
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Figure 17: Radially sensitive interferometer (as Figure 11)

Y, hence, all points at height Y are subjected to the same path length  change, and are thus 

contours of equal correlation. Therefore, for a small rotation, such that the interferometer 

does not become decorrelated, the horizontally sensitive in-plane interferometer w ill generate 

a field of horizontal fringes.

2.1.2.1 Radially sensitive in-plane interferometer
The conventional in-plane sensitive speckle pattern interferometer was found to be inadequate 

for use w ith  high speed rotating specimens (see section 1.3.1 or Preater [1985]; 

Nguyen [1986]). A redesign of the optical delivery system resulted in the radially sensitive 

in-plane speckle pattern interferometer, shown in Figure 17 (see also Chapter 1, Figure 11). 

A slice along any radius would look exactly like Figure 15 (w ith x  changed to  r). 

Mathematically, for any radial displacement, the phase changes are identical to those of a 

conventional in-plane sensitive interferometer. The differences arise when one considers what 

happens when a rigid body movement occurs. The conventional in-plane interferometer of 

section 2 .1 .2  is insensitive to small movements in both the y and z directions. The radially 

sensitive in-plane interferometer is insensitive to small movements in the z direction and 

in-plane rotations, but is affected by rigid body movements in both the x  and y directions. 

This can be explained w ith  reference to Figure 1 8. Consider a point P w ith  position vector r. 

A translation of is applied to the specimen, which moves from P to  P ', w ith  position vector r ' .
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Figure 18: In-plane translation

The magnitudes of r  and r ' are unequal, since equality would represent an in-plane rotation. 

The vector d  is small enough to prevent decorrelation of the speckle patterns. Suppose the 

in-plane translation is entirely in the positive x  direction (ie. d = xdi, where i is the unit vector 

along x). As r  is rotated from 0 = 0 to 9 = n i l ,  the radiai component o f the displacement 

reduces from x d to 0. A t any angle 9, all points suffer the same radial displacement. Hence, 

the radial component of displacement for a translation of the speckle patterns is proportional 

to the angle o f the position vector only, the distance from the origin has no effect. The same 

approach can be used for an in-plane translation along any vector. All points on a radial line 

at any angle 9 are subjected to the same path length change, and are thus contours of equal 

correlation. If the translation is small, such that the interferometer does not become 

decorrelated, the radially sensitive in-plane interferometer w ill generate a field of radial fringes. 

In Image 10, tw o  speckle patterns were captured from a disc rotating at constant speed, and 

subtracted. In theory, the result should be a 'null fie ld ' since no change in the speckle pattern 

should have occurred. However, radial fringes are clearly visible in the image.

2.1 .3  Decorrelation of speckle patterns
The fo llow ing sections are taken for the most part from Jones and Wykes [1983]. Only the 

major results are stated, the derivations can be found in the previous reference.

2.1.3.1 Out-of-plane translation
When the specimen under examination is displaced along the viewing direction (the z axis), 

it can be shown that decorrelation w ill result when the specimen has moved:

A Z = J2U \ t 16l

where u is the specimen-to-lens distance and A is the wavelength of the illum inating beam. 

The decorrelation depends only on u, and a typical result for a ruby laser {A = 694nm) w ith  the 

specimen-to-lens distance of 0.5m  is approx. 830//m. The speckle pattern interferometer is 

therefore relatively insensitive to this form of displacement.
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Image 10: Radial fringes

2 .1 .3 .2  In-plane translation
When the specimen suffers a rigid body in-plane translation, the speckle pattern in the image 

plane moves in the opposite direction, in proportion to the magnification of the imaging 

system. The speckle pattern will be decorrelated if the translation is equal to , or greater than 

the resolution diameter of the imaging system, as expressed in Equation [17]:

A x  A = — [17]
m a

where A is the numerical aperture of the imaging system ( f  is the focal length and a is the 

diameter of the lens aperture), A is the wavelength of the light, and m  is the magnification of 

the lens. Typically, for a ruby laser (/l = 694nm), w ith  a magnification of 0 .02  and numerical 

aperture of f 32, the resolution diameter is approx. 1.1mm.

2 .1 .3 .3  In-plane rotation

An in-plane rotation of the specimen causes a corresponding in-plane rotation of the speckle 

pattern in the image plane. A point at a distance R from the centre of rotation undergoes a 

sh ift along an arc of Ra, where a is the angle of rotation. To prevent speckle pattern 

decorrelation, the fo llow ing equation must be adhered to:

a ^ —  A = — [18]
Rm a

A typical result for a radius of 100mm, a ruby laser, f  32 and a magnification of 0 .02 , would 

be decorrelation occurring when the specimen is rotated by 0.01 rad (38min 1 1sec).
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2.1 .4  Tilt fringes
Tilt fringes, as the name implies, arise as a result of tilting one of the mirrors of the 

interferometer. They are sometimes referred to as carrier fringes, especially when used w ith  

Fourier transform  fringe analysis, since they are used to 'ca rry ' the phase information. Tilting 

one of the interferometer mirrors produces a phase change in one of the beams, which is 

proportional to the amount of tilt. W ith reference to Figure 15, tilting one (or both) of the 

beams in the xz  plane has the effect of producing a set of equally spaced vertical fringes 

(fringes perpendicular to the sensitivity direction). Similarly, tilting the w avefron t24 of a 

radially  sensitive in-plane interferometer has the effect of producing a set of sectored 

concentric fringes. Image 11 shows a set of such fringes. In this case, the w avefront was 

tilted by using a plane mirror prior to incidence on the cylindrical system (see Figure 45).

2.2 Strain measurement

The effect of an external force on a body is to deform and/or shift the object. Expressed 

mathematically, strain is a tensor quantity which can be represented by the matrix shown in 

Equation [19], The components of the displacement vector at point (x ,y ,z ) are Lx, Ly and Lz 

(W inther, 1988], The strain tensor contains six independent values because it has symmetry 

about the diagonal. According to W inther [1988], it is convenient to define a local coordinate 

system at each point on the surface. This system (x ',y ',z ') , has the z ' axis as the normal to 

the surface, and x 'y '  as the tangential plane. The displacement vectors Lx., Ly. and Lz. 

represent the displacements in the local coordinate system.

24ln th is  case, it is essential th a t the w ave fron t is tilted  before  it reaches the tw in  cylindrica l m irror optica l system. 
T ilting one o f the cylindrical m irrors causes severe m isalignment o f the interferom eter, as explained in section 3 .1 .3 .2 .

36 Chapter 2



0 L X
1

( à L x J L y )
1 i ô V ô M

ÔX 2 l  ô y ÔX 2 l  ô z ÔX J
1 ò L y ÒLX à L y 1 Ô L V. 6 L Z

2 . ÔX ô y ô y 2 { ÔZ ô y )

1 Í ô ^ i 1 ô L z ô Z .„ ' 6 L Z

2 . ÔX Ò Z ) 2 l  ô y ÔZ ô z

Since in-plane measurements are to be performed, this definition eliminates all terms in the 

strain tensor which contain either Lz or S!6z and it becomes:

ÔLX, 1Í ôLy/ Ô / y

Ô X 7 2 I ô y 7 ' Ô X 7

1Í ÔZy ÔLxl) ÔLyl
2[ôx7 ôy', ôy'

Computation of the tensor requires tw o  independent orthogonal measurements25.

[ 20 ]

Now, an in-plane speckle pattern interferometer measures changes in phase. For each point 

in the plane of the detector (x,y), the phase change is directly related to the displacement 

vector d(x,y) by Equation [21]:

= s fc r i  ■ d(x,y> [211

where s(x,y) is the sensitivity vector of the interferometer. The sensitivity vector is a function 

of the spatial coordinates, since in many cases it varies w ith  position [Pryputniew icz and 

Stetson, 1 980]. However, in the cases under consideration in this thesis (in-plane systems), 

the magnitude o f the sensitivity vector is fixed, and determined by the interferometer 

geometry. W ith reference to Figure 1 5 which shows a common in-plane sensitive system, the 

specimen lies in the xy  plane and is illuminated by plane wavefronts at equal angles to the z 

axis. When a small element is displaced by a distance dx (in the x  direction), the relative phase 

change of the tw o  beams is given by:

A(J) = —  c/ sine [22]
X x

which is Equation [1 5] rewritten w ith  the phase equated to 2 rrn (n is the fringe order number). 

The x  direction displacement can then be computed from the phase, as shown overleaf in 

Equation [23]:

25 The complete tensor would require three independent measurements.
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dx = A4» X
4rtsin0

[23]

In other words, the length of the sensitivity vector is constant at all pixel locations (x,y), and 

points in the x  direction (the sign of the vector does not matter since the computation of the 

phase results in a sign ambiguity). Multiplication by the sensitivity is simply a scaling 

constant. The strain in the x  direction is proportional to the firs t differential of the 

displacement w ith  respect to x:

eX
[24]

For a radially sensitive interferometer, the radial direction displacement, dr, is computed from 

the equation:

dr = A 4»---- -—  [25]
47tsin0

The radial strain is calculated from:

e = d' [26]
r dr r

Once the unwrapped phase has been computed from the fringe pattern, the determ ination of 

strain is relatively straightforward. Initially, the gauge length over which the strain is to be 

determined must be selected. This requires a knowledge of the real-space area of the image, 

which can be determined in several ways:

•  Select a feature in the image of known dimensions and compute the 'size' of each 
pixel using this. It is important to note that on some imaging systems, astigmatisms 
or other features may influence the measurement by d ifferent amounts in the 
horizontal and vertical directions. In this case, see below. •

•  Place a target in the object plane and store an image in the framestore. The horizontal 
and vertical mappings can be computed independently, as can the mapping in any 
arbitrary direction.

•  Compute the mapping from known system parameters.

The last point is the least favoured since it requires accurate determination of the parameters 

of the lens and imaging system. For a reasonable quality lens, imaging onto a high resolution 

CCD camera, the firs t tw o  options w ill almost always suffice. Typically, a steel rule can be 

placed in the object plane and imaged. Several measurements of the millimetre scale w ill often 

give a good estimate of the pixel-to-metre ratio (Equation [111] on Page 125), as explained 

in section 4 .5 .7 . Once this is determined, the gauge length can be selected, in terms of the
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number of pixels. An example of this is given on Page 132 (Image 40), where 1mm on the 

specimen corresponds to approximately 57 pixels in the VS100. It is often only possible to 

determine the distance to the nearest pixel.

2.3 Strain in rotating discs

2.3.1 General equations in polar coordinates
It is convenient to introduce a polar coordinate system to analyse the plane stress in a 

rotating disc (actually, the coordinate system should be cylindrical, but when considering 

plane stress problems, rrz = r te = 0 and the other stress components are functions of r  and 6 

only). The fo llow ing analysis is taken largely from Wang [1963].

Consider the equilibrium of a small element ABCD  as shown in Figure 19. The arc AD  is at 

a radius r, BC is a radius r+ 6 r.  The stresses J,K,L,M ,P,Q ,R  and S are given by:

J=ar K=oa L=o + ^ ^ d r  
r 6r

ôofl
M=or+— -dd 

6 60
[27]

Q = t*+ -
ÔT,,

àr
-dr R=r.t-ÔT,

Ô0
S=T„ [28]

where a, is the stress in the radial direction, ae is the stress in the tangential direction and r,e 

is the shear stress. The radial component of the forces due to J  and L is:

ôo. 
a +— -dr 

r br
(r+di)dd -  ofdd [29]

The radial component of the forces due to M, K, R and P is:

° 0 +-
ôçe

Ô0
-dd dr sin -aedr sin

v ^ /
dd ÔT

Trf3+-
Ô6

^ d d dr cos 'd e ' -Tftdr cos / d d )  [30]

Since d6 is small, this equation becomes:

5 q 6

Ô0
-dd T-.+-

Ô0
dd ¡dr-z^dr [31]

Let Fr and Fe be the components of the body force per unit volume in the radial and tangential 

directions respectively. Summing up the radial components of the forces (Equation [29] and 

Equation [31]), neglecting small quantities of higher order and dividing through by rdrdO, the 

equilibrium equation in the radial direction is given by Equation [32] overleaf:
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[32]

The equilibrium equation in the tangential direction can be obtained in a similar manner:

1 6qe 
r  60

5 t /6 
6 r

2x
-  + F* = 0 [33]

A solution to these partial differential equations is obtained by neglecting the body force and 

introducing the stress function y  defined by Equation [34]:

6 /1  6i|r'
6n r  60

1 6\|r + 1 62r]r
r  6r  r z 602

62i|r
6 r2

[34]

Now, let A 'B 'C 'D ' be the position of element ABCD  after strain, and let u ,v  be the 

displacements of the point A in the radial and tangential directions respectively. The 

displacements of B are u + (6u/6r)dr and v + (6v/6r)dr, and (A 'B ')2 is:

(A'B)2 6 u .dr+-^~dr\ + | — dr6 v , [35]

By defin ition, A 'B ' is equal to (1 + e,)dr, where e, is the radial strain. Neglecting high order 

terms, the expansion of Equation [35] gives er:

bu_ 
6 r

[36]
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A similar treatment for A 'D ' yields:

(A 'D )2 = [(1 +e0) rdQ]2 = (r+u)dQ 6 v 
rdQ

rdQ

Neglecting high order terms, the tangential strain is given by:

ee
u_ 1 6 v
r  r  66

The shear strain can be found by computation of the change in angle DAB :

bu  | bv v
ròQ ò r r

Elimination of u and v from er, eg and yre gives the compatibility equation:

6 %  + 62er + = + 1

h r2 r 26Q2 r  5 r r  b r rbrbQ r 2 60

[37]

[38]

[39]

[40]

For plane stress, the stress-strain relationships in polar coordinates are:

1 , \ 1 , \ 2(1 +v) TA1 1
= ^ ( ® r vae) 60 = -^ (a0 -va r) Yrt = E *16 141 j

where £  is the modulus of elasticity and v is Poisson's ratio [Wang, 1963].

2.3 .2  Thin rotating disc

Consider the case of a thin disc w ith  constant thickness rotating at an angular velocity of 

uj rad s'1. The disc has a central hole of radius a and the outer circumference is at radius b. 

The centrifugal body force acting is given by:

Fr = pai 2r  [42]

where p  is the density of the material and r  is the radius. Since the stress d istribution in the 

disc must be symmetrical w ith  respect to the axis of rotation, the equilibrium equation is:

dor or-o t 
dr r

+ patzr  = 0

The introduction of a stress function y  such that:

[43]

a r
JÜL
r a0 dr

+ pa)2/-2 [44]

satisfies Equation [43].

41 Chapter 2



In the case of rotational symmetry, u is a function of r  only and v = 0, so the tangential strain 

is given by ee = u /r and the compatibility equation reduces to:

j - ( r z e) ~ e r = 0 [45]

The combination of Equations [41], [44] and [45] (the application of Hooke's law and the 

stress function ip) transforms Equation [45]:

L + -  JlL + (3+v )p o 2/- = 0 K 6 ]
dr2 r  dr  r 2

Integrating this equation w ith  respect to r  produces:

where A and B are the constants of integration. Applying the boundary conditions that cr, = 0 

when r  =  a and r  = b, and substitution of <// into Equation [44] allows the constants to be 

computed, giving the radial and tangential stresses, Equations [48] and [49].

A plot of the above equations, shown in Graph 2, gives the typical shape of the radial and 

tangential stress distributions for a disc. This plot is for a disc w ith  the fo llow ing parameters:

It is clear tha t the peak stress is the tangential stress around the central hole at radius a. Also, 

it is simple to show that the peak radial stress is at a radius of \fab.

Several investigators have examined the stresses in rotating specimens. Stern [1965] presents 

a quasi-static analysis of the effect of angular acceleration on the stresses in a rotating disc. 

The calculation reveals the existence of a shearing stress proportional to the acceleration, and 

the square of the outer radius, but independent of the angular velocity. This shearing stress 

varies both directly and inversely as the square of the distance from the disc axis, and the

[47]

[48]

[49]

uj  = 2000rad s 1 (approximately 19,100rpm) 
p =  7861 Kg n r3 
v =  0.3 
a = 0.05m  
b = 0.15m
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normal stresses are unaffected by the acceleration. For a traction-free disc mounted on a 

shaft, the shearing stress was found to increase closer to the axis, reaching a peak value at 

the inner edge. Tang [1970] essentially confirms the findings of Stern. Philips and Schrock 

[1971] attempt to find an improved profile of disc in an e ffo rt to redistribute the shear. Using 

profiles of thickness which varied as a power of the radius, they find that inverse square and 

cube profiles minimise the variations of shear. Deresiewicz [1975] broadens this w ork by 

computing the shear stress distribution for arbitrary thickness profiles. Reddy et al. [1974] 

examine the stresses induced in an accelerating circular disc in which the fibres of a fibre 

reinforced material are aligned at a constant angle w ith  respect to the radial direction. They 

conclude that fibre reinforced materials have induced stresses in the radial and tangential 

directions, in contrast to isotropic materials. Amada [1984] presents an analysis of the 

dynamic stresses in a solid rotating disc subject to an arbitrarily varying angular speed. 

Another publication by Amada [1985], examines the circumferential displacements and shear 

stresses for a hollow disc fixed to a rigid shaft undergoing variable rotations using the Laplace 

transform  and Cauchy integral theorem. In addition, Amada [1 986] presents similar w ork for 

a solid disc subjected to cyclically varying rotations.

Radius (m )

Graph 2: Radial and hoop stress distributions
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3 EXPERIMENTAL
APPARATUS

3.0 Experimental methods

3.1 Prototype system
This section details the experimental system in existence at the commencement of this 

research programme. The prototype system was developed by Preater [1980-1990 ], but 

unfortunately the electronic control system lacked adequate documentation (the only available 

documentation was in the form of conference papers, which contained unsuitable diagrams, 

such as Figure 9 on Page 21). Therefore, a detailed description of the system operation is 

given here, in order to explain the design modifications which have taken place, to produce 

the system in operation today (which is discussed in section 3.2).

3.1.1 Electronic subsystem
The electronic subsystem lies at the heart of the entire experimental apparatus. The original 

control system, shown in Figure 9, was developed by Heaphy for the work of Preater 

[1980-1990 ], and enabled interference fringe patterns to be obtained on rotating components 

w ith  a maximum documented tip speed of 1 3 5 m s 1, as explained in section 1 .3 .126. 

However, the rapid development of modern electronics meant that the system lagged behind 

current technology, and was also unpredictable, not working at certain speeds, and unreliably 

at others. Furthermore, the output data was in a form at incompatible w ith  modern analysis 

systems. Figure 20 is more a detailed version of Figure 9, and shows a block diagram of the 

electronic system developed by Heaphy. The core of the system is an electronic control unit 

(ECU) which controls asynchronously the operation of the other components. The ECU was 

programmable via a bank of thumbwheel switches (keyboard), and enabled ESPI fringes of 

any section of the rotating component to be captured and stored on the video tape. The ECU 

had three basic inputs: the tim ing pulses from the shaft encoder, positional information from 

the keyboard, and video genlock27. A start signal was input to the system by the operator, 

to initiate a single fire operation. The ECU outputs were the fire and Q-switch pulses for the 

laser, a blanking pulse for the scanning electron beam of the camera, and relevant pulses to

26Preater actually obtained a single fringe pattern at a tip  speed o f 1 50m s'1, but the drive m otor failed during th is  test 
and it w as neither documented nor repeated.

27lt is noted th a t in addition to  firing  the laser, the ECU is required to  perform  supplementary functions; fo r example, 
the TV camera and fram estore need to  be synchronized so th a t correct image capture and registration can occur. 
These less im portant functions are not described in detail since many of them  are superseded in the new  con tro l unit.
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Figure 20: Electronic system

operate the Vinten frame capture system. A detailed description of the operation of the 

prototype ECU is given in section 3 .1 .1 .2 .

3.1.1.1 Specification of the laser firing problem
A t firs t, it may appear relatively straightforward to pulse a laser at a specific point on the 

rotation cycle of a component. However, problems arise from the fact that the laser is 

Q-switched. Q-switching [Smith and Thompson, 1988] takes its name from electrical circuit 

theory, where the quality of a resonator is measured as a factor Q. In laser technology, the 

resonator is the optical cavity of the device. When the laser medium is excited (optical 

pumping of the cavity by the flashtubes), one of the cavity mirrors is obscured by an optical 

sw itch (often a Pockel's or Kerr cell). A t the point of maximum  population inversion, the 

optical sw itch is opened, and a large energy pulse is emitted as soon as laser action restarts. 

In the case of the JK 2000 laser used for these experiments, tw o  pulses are required for it 

to  operate correctly. The firs t pulse is used to pump the oscillator cavity. This pulse is also 

passed through a delay unit and used to pump the amplifier cavity. The second pulse is used 

to Q-switch the Pockel's Cell fitted in the oscillator cavity28. The delivery of the laser 

illum ination occurs a short time after the Q-switch pulse is received. Since the laser 

illum ination is used like the high speed flash of a camera to freeze the motion of the rotating 

disc, the Q-switch pulse must be accurately synchronised to a specific point in the disc 

rotation cycle. This requires anticipating  where another point in the rotation cycle w ill be, so 

that the laser fire  pulse may be issued (1.31 ms in advance). The system developed by Heaphy 

addressed the problem in a novel way, which is described in the next section.

28 The m anufacturer o f the laser specifies a fixed separation of 1 ,31m s between the tw o  pulses.
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3 .1 .1 .2  Electronic Control Unit (ECU)
As already noted, the original control unit developed by Heaphy was not documented. The 

author investigated the electronic circuit, resulting in the fo llow ing description. A shaft 

encoder is used to generate tim ing information about the rotational position of the rotating 

disc. This information normally consists of tw o  signals, the firs t w ith  120 pulses per 

revolution, and the second w ith  a single reference pulse per revolution. This tim ing 

information is fed into the electronic control unit, which consists of three electronic counting 

circuits: designated counters 1, 2 and 3 (see Figure 21). Counter 1 is a three d ig it BCD up 

only  device used for counting the incoming tim ing pulses, counter 2 is a seven dig it BCD 

up/down  counter, coupled to a 10MHz square wave oscillator circuit. The third counter is a 

tw o  digit BCD up/down  counter used for generating the Q-switch pulse. This counter also 

counts the incoming tim ing pulses. The output of counter 1 is decoded tw ice, each decoder 

being variable over the entire count range (0-999), the variation produced by thumbwheel 

sw itch settings. The tw o  decoded pulses are designated A and B. Pulse A  is used as an 

activate signal for counters 2 and 3, pulse B is used to sw itch counters 2 and 3 from count 

up to  count down  mode. It is also used to reset counter 1 to zero. Counter 2 is decoded 

tw ice , both decoders being active only when the counter is in count down  mode. The firs t 

decoded value is designated C and is used to generate the laser fire pulse. This decoder is 

also variable by means of thumbwheel switches over the entire count range of counter 2 

(0-9999999). The second decoded value arises when counter 2 reaches zero (designated 

pulse D), and is used to initiate electron beam blanking in the TV camera. It is also used to 

reset counter 2. Counter 3 works just like counter 2, except that it counts the tim ing pulses. 

It is decoded at zero in count down  mode, and the decoded output (designated pulse E) is 

used to Q-switch the laser, and reset counter 3. The system operation is shown 

diagrammatically in Figure 22 and by flow chart in Figure 23. Operation is initiated w ith  a start 

signal supplied by the operator by means of a pushbutton. The control system waits fo r the 

reference pulse from the rotating disc (t = 0), then counter 1 starts counting the tim ing pulses 

from the disc. When counter 1 reaches the preprogrammed value A, counter 2 is started in 

up mode, counting the 10MHz clock signal. Pulse A also starts counter 3 in up mode counting 

the incoming tim ing pulses. In the meantime, counter 1 is still counting the incoming tim ing 

pulses. When counter 1 reaches the preprogrammed value B, counters 2 and 3 are switched 

into count down mode and counter 1 is reset and stopped. The decoder C is now enabled 

because counter 2 is operating in count down mode, and w ill activate when the count 

reaches the preprogrammed value set on the thumbwheel sw itches. The output of decoder 

C is amplified and used to generate the laser fire pulse29. When counter 2 reaches zero, an

29 A m plifica tion  is necessary because the input controls fo r the laser are not TTL compatible.
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C (La se r F ire)

D (B lan k ing )

• E (0 -S w itc h )

Figure 21: Block diagram of prototype ECU

output pulse is generated and used in conjunction w ith  a small control circuit to  blank the 

scanning electron beam of the TV camera (section 3 .1 .1 .4 ). Counter 3 reaches zero at 

approximately the same time as counter 2, since the profiles of the tw o  counts form  similar 

triangles. When counter 3 reaches zero, the zero decoder output (pulse E) is amplified and 

used to Q-switch the laser. The pulse E is used to Q-switch the laser in preference to the 

pulse D, since £  is generated physically by one of the shaft encoder pulses, and is therefore 

more likely to represent the exact position of the disc than the D pulse (which is generated 

by the 10MHz clock). Am plification of the laser fire and Q-switch pulses occurs via a DS3686 

chip, so that the pulses are in the range: 0-1 5V. The input Q-switch pulse is coupled directly 

into the high-voltage stage of the Pockel's Cell driver unit, enabling highly accurate control 

over Q-switch firing. The direct drive of the Pockel's Cell enables control over the high voltage

Figure 22: ECU counter operation
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Figure 23: ECU operation flow chart

feed to the Cell w ithou t the additional time delay caused by the low voltage electronics of the 

normal driver. Consider the example shown in Figure 24. Suppose the component is rotating 

at 5,000rpm . In this example, the thumbwheel settings would be programmed: /4 = 0 0 5 , 

B =  01 7 and C = 001 3100. The angular difference between A  and B is the same as the angular 

difference between B and E (and D since they almost overlap), which in this instance is 

1 ,256rad. It can be seen that the peak value of counter 2, which is counting real time, is the 

time taken for the disc to rotate from A  to B, and is therefore an accurate measure of the 

rotational speed of the disc. Using this measurement (in this example, counter 2 would peak 

at about 0024000 , which is 2.4ms), it is possible to produce the C pulse w ith  great 

accuracy30. The shape of the ESPI fringes and the degree of correlation is dependent on the 

accuracy of the Q-switch pulse only. It should be noted here that as the rotational speed 

increases, the separation of the A  and B pulses must be increased at certain critical points. 

This is because for a given separation, the time taken for the disc to rotate by that separation 

reduces as the speed increases. If the time reduces below the value programmed into the C 

decoder, then pulse C w ill never be produced, hence the laser will never receive the fire 

instruction.

30lncidentally, the accuracy to  w h ich  the C pulse is developed w ill not a ffec t the shape of the ESPI fringes, only the 
qua lity. This is because the tim e difference between the laser fire and Q -sw itch pulses only a ffects the ou tpu t power 
o f the beam. This in tu rn  may have an e ffec t on the temporal and spatial coherence, and possibly the w avelength.
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Figure 24: Timing example

3 .1 .1 .3  Shaft encoder and timing considerations
The electronic control system generates all the synchronisation pulses necessary to capture 

correlated speckle patterns from a disc in rotation. The quality of the tim ing pulses is crucial 

to the accuracy of the system. Early versions of the shaft encoder required cutting slots 

around the circumference of the specimen disc (normally 60 or 120), and making one of the 

slots deeper than the others giving the single reference pulse (see section 1.3.1). Image 12 

on Page 53 is a plan photograph of the early shaft encoder, and Image 13 (Page 54) shows 

a fron t view  photograph of the rig, revealing the slots around the circumference of the disc. 

The tw o  HeNe lasers that form the shaft encoder are to the left of the rotating disc. The slots 

form  an optical shaft encoder through which HeNe beams are passed into photodetectors. 

The photodetectors are mounted close to the rotating disc and the electrical waveform  is 

amplified locally and transm itted to the electronic control unit via coaxial cables. In this case, 

the disc forms both the encoder and specimen under test. The accuracy of the speckle 

registration is determined solely by the quality of the shaft encoder tim ing pulses, the 

reference pulse serving only to start the counting process31. In an e ffo rt to reduce the 

optical rise time of these pulses, a lens is used to focus the HeNe beam to a point, in order

Figure 25: Timing pulse improvement

31 •In itia lly, the deeper s lo t o f the reference pulse caused problems o f s tab ility  at the higher rotational speeds, since 
the specimen w as out o f dynam ic balance, and a ttem pts to  balance it proved d ifficu lt, since at very high rotational 
speeds, even s ligh t errors cause major vibrational problems.
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to  produce an almost instantaneous optical cu to ff, as shown in Figure 25. The local mounting 

of the diode photodetectors and amplifier electronics caused several problems, due to the 

electrical transmission of digital data pulses through several metres of coaxial cable. 

Transmission using voltage instead of current caused the link to be more susceptible to 

external electromagnetic interference. Also, the signal is 'spread' at the term ination, a 

common effect when square wave data is passed through long cables [Horow itz and 

Hill, 1980], causing the positional repeatability of the rising edges of the pulses to reduce, 

thereby reducing the accuracy to which speckle registration can be achieved. Additionally, 

the mechanical means by which the detector/amplifier and laser launching system is 

constructed made the whole setup susceptible to vibrations, resulting in random optical 

misalignment between the photodetector and HeNe beams. This added 'jit te r ' to the pulses, 

producing random rotational misalignment of the speckle patterns.

3 .1 .1 .4  Camera blanking
Before discussing blanking, it is necessary to explain some of the basics of interlaced video. 

The CCIR standard defines an interlaced raster scanning technique that eliminates flicker 

when the raster image is displayed. The horizontal scan lines which make up the frame are 

divided into tw o  fields. The even field consists of the all the even numbered lines, starting 

w ith  zero (the top line), and the odd field contains all the odd lines. Interlaced raster scanning 

results in the display of one field at a time. First, all the lines of the even field are displayed 

in succession, followed by all the lines of the odd field. The sequence repeats continuously, 

producing the raster image. Interlacing is not detected by the viewer, since the fields appear 

on the screen at a rate which exceeds average human perception.

Camera blanking was briefly mentioned in section 3 .1 .1 .2 , and is necessary because at the 

instant of laser Q-switching, the scanning electron beam of the video camera could be at any 

point in the scan cycle, and could be scanning either of the tw o  interlaces. If the beam were 

allowed to remain scanning, and the image were digitized by the framestore at the start of 

the next even interlace, a sharp reduction in brightness would be observed at the point in the 

image where the beam was at the instant of Q-switching. This is because the scanning beam 

effective ly deletes the information on the vidicon face plate as it scans. Switching o ff the 

beam at the instant of Q-switching results in a more uniform intensity d istribution across the 

image.

The signal generated when counter 2 reaches zero (section 3 .1 .1 .2) is fed to a latching circuit 

which sw itches o f f  the scanning beam until the start of the next even frame. When the laser 

illum ination is delivered, the phosphor coating of the TV cathode ray tube is used to store the
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speckle pattern until the next even frame pulse. One problem which occurs w ith  th is system 

Is an uneven Intensity distribution of the tw o  interlaces. The odd interlace is always scanned 

10ms after the even interlace. The resulting decay of the odd interlace results in an average 

intensity tha t is much lower than the even interlace (this problem was overcome w ith  the 

modified image capture system described in section 3 .2 .1 .4).

3 .1 .1 .5  Frame capture and subtraction

The original image processing system used by Preater [1984a] for the recording and 

subtraction of speckle images consisted of a KGM camera coupled to a video disc storage 

device. The output of the system was fed to a high resolution reel-to-reel video tape recorder 

for fringe image capture. The fringe pattern was stored as a single 'frame of in terest', and 

was viewed w ith  the video recorder in still frame mode. This system was later replaced by 

a Vinten FS4 framestore and Jackson Speckle Camera [Preater, 1986b]. The new system 

offered specialised picture processing for speckle type images, but, as previously, the output 

was stored on video tape, and viewed in much the same way as the video disc. The FS4 

system was a 512x512 framestore offering digitization to 4 bits/pixel (16 grey levels). The 

FS4 could process the images by high pass filtering prior to digitization, and full wave 

rectification prior to D/A conversion. Low pass filtering of the image before display was also 

possible (for an explanation of the electronic processing necessary for good quality ESPI 

fringes, refer to: Slettemoen [1977]; Wykes et al., [1981]; Jones and Wykes [1981]).

3 .1 .1 .6  Electromagnetic Interference
As mentioned earlier, the original system operated reliably at certain well defined speeds, but 

would not operate at all over a wide range of speeds. A fter an extensive investigation into 

w hy this occurred, it was found that the triggering of the JK 2000 laser was the cause. The 

firing sequence of the JK 2000 laser is shown in Figure 26. The JK 2000 laser used for these 

experiments is a tw in  cavity system. The oscillator cavity is fitted w ith  tw o  inter-cavity

Fire pulse

O sc i la to r  f la s h tu b e s

A m p l i f i e r  f la s h tu b e s 0 .2 m s

Q —sw itch  pulse 1.31 ms

Figure 26: JK 2000 firing sequence
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2 0 0 m s 2 0 0 m s
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t im ing
pulses

1 OOOOrpm

1 5 0 0 0 rp m
Ef fect ive
t im ing
pulses

2 0 0 0 0 rp m

Figure 27: Interference. Correct operation (left), Incorrect operation (right)

etalons, and an inter-cavity Pockel's cell for Q-switching. The fire pulse initiates the firing 

process. A short time after this pulse is received by the laser, the flashtubes of the oscillator 

cavity are energised. The same pulse is passed through a variable delay device, and is used 

to energise the flashtubes of the amplifier cavity. The variable delay unit is usually set to 

produce a delay of 200/zs, causing the amplifier cavity to be pumped 200/js  after the 

oscillator. The electrical process by which the flashtubes are energized consists of applying 

a 2.2kV potential across the ends of the tubes and then injecting a 1 5kV breakdown voltage. 

This breakdown voltage causes the electrical resistance of the tubes to reduce, quickly 

enabling the large current associated w ith  the 2.2kV potential to flow . The breakdown 

process causes a large amount of spurious electrical interference to be generated. The 

voltages measured in some parts of the enclosed ECU at a distance of several metres from 

the laser are of the order of 10V.

Since interference is prominent over the period of laser triggering, any count o f tim ing pulses 

would almost certainly be in error. Hence, counter 3, which produces the Q-switch pulse, 

cannot be relied upon to produce repeatable results. Interestingly, it is the repeatable 200ps 

delay which caused the electronic control system to operate correctly at some speeds but not 

at others. This is because at certain speeds, the incoming tim ing pulses overlapped w ith  the 

interference, as shown in Figure 27. A small range of speed variations close to the critical 

speeds could also be tolerated due to the fin ite w idth of the base of the tim ing pulses. 

Variations of about ±200 rpm  of the critical speed would normally enable repeatable fringe 

patterns to be obtained.
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3.1 .2  Mechanical subsystem
The prototype mechanical subsystem consists basically of the support for the drive motor, 

and the support for the speckle interferometer. A diagram of the mechanical support system 

is given in Figure 28. The drive motor is mounted on a large concrete block (approximately 

700kg). The block acts as a damper, absorbing the vibrations from the motor, which is rigidly 

coupled to it. The block is isolated from the floor on expanded polystyrene. Other isolation 

materials were tried, for example sorbathane rubber, but proved less effective than 

polystyrene. The optical components were mounted separately from the drive system, in an 

attem pt to prevent vibrations from the drive system affecting the interferometer. The 

constituents of the speckle interferometer were all mounted together on an optical table, 

which was isolated from the floor by sorbathane rubber mounts. The pulsed laser was 

mounted on a separate support, several feet from the concrete block and optical table. 

Image 1 2 shows a plan photograph of the concrete block and optical table. The shaft encoder 

lasers are shown on the left of the image. The tw o  HeNe laser beams are reflected o ff 

m irrors, and directed through slots cut in the perimeter of the disc. The shaft encoder cables 

can also be seen32. Image 13 shows a front view photograph of the optical system, original 

shaft encoder, and TV camera. The white test specimen is a perspex disc partially covered

In th is  image, fibre optic transm ission o f the shaft encoder pulses was used.32
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Figure 28: Mechanical support

ELEVATION

by a shroud. The curved mirror to the left is the outer cylindrical mirror. The large base 

partially covering the lower front of the specimen is the inner mirror mounted on a series of 

translation, rotation and tilt stages. The stand which obscures the top right section of the test 

specimen is the mount holding the optical fibres of the shaft encoder. The TV camera (left 

foreground) is situated so as to view the left hand side of the component. Image 14 on 

Page 57 shows a photograph of the laboratory operating area. The pulsed ruby laser is 

mounted on a trolley (right background). The periscope mirrors (section 3.1 .3 .1) can be seen 

in front of the exit aperture of the laser (see Figure 29). The white cabinet behind the laser 

is the power supply unit and the control boxes on top of the cabinet are the drivers for the 

amplifier and oscillator flashtubes, the etalons and Pockel's cell. The test rig can be seen in 

the foreground.

Image 13: Front view of test specimen
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3.1 .3  Optical subsystem
The optical subsystem developed by Preater was introduced in section 1 .3 .1 , and a discussion 

of the theory was presented in section 2 .1 .2 .1 . Figure 1 7 in Chapter 2 shows details of the 

illum ination delivery to the specimen surface. In addition, this section discussed the other 

constituents of the optical system, which interface w ith  the radially sensitive speckle 

interferometer of Figure 17.

The pulsed laser beam is expanded using a diverging lens, and is steered to the interferometer 

by means of a periscope (see Figure 29 and Image 14). The periscope is used because the 

laser mounting is physically higher than the optical table. The expanded, height adjusted beam 

is then aimed onto the cylindrical mirror optical system directly, as shown in Figure 30. The 

alignment of the optical components poses a serious problem, since slight misalignment would 

result in severe errors in the resultant fringe patterns. Also, to align the pulsed laser is 

inherently d ifficu lt, due to the fact that the beam is only visible for an extremely short period 

of time.

3.1.3.1 Alignment of the pulsed laser
To align the pulsed laser w ith  the speckle interferometer, Preater used a FleNe laser together 

w ith  tw o  adjustable mirrors. The mirrors were 'doglegged' in front of the diverging lens such 

that the FleNe beam appeared to be originating from the same point as the pulsed beam, as 

illustrated in Figure 31. By adjusting both mirrors, the spatial position of the beam could be 

altered. One problem w ith  this technique is that it is not easy to determine whether the vector 

defining the direction of the pulsed beam is the same as that defining the FleNe beam. 

Therefore, angular adjustment of the periscope mirrors is impossible, allowing scope for a 

potential error of the incident wavefront on the speckle interferometer (since it may be tilted 

w ith  respect to the interferometric horizon). Continuing w ith  the alignment procedure used 

by Preater, the spot for the HeNe is positioned at the extrapolated  intersection of the inner

Diverging
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Figure 30: Original optical delivery

E<

A l ig n m e n t
s ys te m

Figure 31 : Alignment of the pulsed laser

m irror, the horizontal radius through the axis and plane of the rotating specimen. It is then 

moved using the adjustable mirrors, to determine whether the incident and reflected spots 

fo llow  the same path. Adjustm ent of the various optical components allows this condition to 

be met, and the interferometer is then considered aligned.

3 .1 .3 .2  Addition of carrier fringes

The system used by Preater to add carrier fringes to the fringe pattern involved rotating the 

inner cylindrical mirror in the xz  plane. The inner mirror was mounted on a rotary stage which 

could be tilted in any plane, and rotated in the xz plane. Rotation required the operator to 

approach the rotating component, and turn the rotary knob of the t ilt  stage very s lightly. 

Thus, repeatable fringe patterns were almost impossible to obtain, since the degree of rotation 

could not be accurately estimated. Also, the design of the stage holding the inner mirror 

intrinsically had t ilt associated w ith  rotation. The rotation of this mirror led to additional 

errors, due to the fact that it was non-planar, causing the geometry of the cylindrical mirror
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Image 14: V iew of laboratory

optical system to be distorted. This is illustrated in Figure 32, where the position of the 

mirrors along the x  axis is scaled for clarity. Figure 32 (left) shows the position of the mirrors 

when in correct alignment, w ith  no rotation of the inner mirror. A fter rotation (right diagram), 

it is obvious that only a single plane through both mirrors remains geometrically correct. This 

has the effect of altering the radius o f curvature  of the fringe patterns, as shown in Image 1 5, 

which illustrates fringes generated by rotation of the inner mirror (the dark patch in the middle 

of the image is a hole drilled through the specimen). The white lines on the image are 

concentric circles, drawn using the computer, indicating the expected shape of the carrier 

fringes. The corrected carrier fringes, obtained using the modified optical interferometer 

described in section 3 .2 .3 .2 , is shown in Image 16. These tw o  images were taken using 

d ifferent specimens rotating at different speeds.
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Correct geometry

Figure 32: Cylindrical misalignment

3.2 Modified system

3.2.1 Electronic subsystem
The redesigned ECU is coupled to a PC compatible computer, and Imaging Technology VS100 

framestore, to produce a completely new electronic subsystem, as illustrated in Figure 33. 

The modified system is considerably more flexible than the previous system, primarily due to 

the incorporation of the computer. The main advantages of using the modified control system 

are listed below:

•  It is operated under full computer control. The experimental parameters can be 
programmed into the computer, which captures and stores the speckle images.

•  More repeatable results can be obtained, since the amount of t ilt  added is under 
computer control33.

•  The analysis procedure is far more efficient, since the computer captures, stores and 
processes all data, w ithout conversion from another storage form at (eg. video tape).

•  A centralised control provides a safer working environment for personnel operating 
the equipment. Personnel are no longer required to be in the v ic in ity  of the operating 
test rig.

3.2.1.1 Electronic Control Unit (ECU)
The original control unit was poorly constructed, and was not in a form which could be easily 

modified. Hence, a new control unit was designed and built, providing an ideal opportun ity 

for the electronics to be significantly improved. The main modifications were the incorporation 

of computer control, and immunity to electromagnetic interference. The operation of some 

parts of the system is fundamentally the same as in the previous unit, w ith  the exception of 

the method of generating and transm itting the fire and Q-switch pulses of the laser. A block

However, the system  used is by no means perfect, since positional feedback from  the m otor is unavailable.33
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Figure 33: Modified electronic system

diagram of the modified ECU is shown in Figure 34. The VS100, PC36AT and Adaptec 1 522 

are th ird party hardware cards, fitted  to the computer, and are therefore indicated as separate 

items in the diagram.

3.2 .1.1 .1 Theory of operation
The basic principle of the electronic control unit remains unchanged. Design modifications 

(see Appendix D for circuit block diagrams) have enabled the overall number of integrated 

circuits to be reduced, and those which remain are invariably faster, and consume less power. 

The new design generates and transm its the fire and Q-switch pulses using a method which 

suits the hostile electrical environment. A diagram illustrating the operation of the new control 

unit is shown in Figure 35, Figure 36 is a flow chart of its operation. The explanation of the 

operation should be compared w ith  section 3 .1 .1 .2 , which gives a detailed description of the 

operation of the ECU counting mechanism. Counter 3 (section 3 .1 .1.2) has been removed, 

since previously, the generation of the Q-switch pulse required counting disc tim ing pulses 

during  the period of laser firing and Q-switching. The new system tackles the problem of 

interference in a conventional way. The C pulse of Figure 35 causes all inputs to the 

electronic control unit to be connected directly to the OV rail until the D pulse is generated 

(see the enable/disable circuit in Figure 34), eliminating electrical interference during that 

period. When the D pulse is produced, a new circuit is enabled (see Figure 34 and Figure 37) 

which generates the Q-switch pulse on the next tim ing pulse. The D pulse also disconnects 

the input of the ECU from the OV rail, thereby sw itching the tim ing pulses back on. The 

inverted enable Q pulse is ANDed w ith  the inverted disc tim ing pulses34 to  produce the 

Q-switch pulse, which is shown in Figure 37.

34lncidently, the new  electronic control un it is capable o f handling any number o f tim ing pulses per revolution, but 
in practice, 60, 120 or 180 pulses are normally used.
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Figure 34: Diagram of modified ECU 

3 .2 .1 .1 .2  Laser pulse transmission
The TTL pulses generated w ith in the electronic control unit must be delivered to the laser, 

which is several meters away. The laser requires pulses in the voltage range 0-1 5V, rather 

than TTL, so the ECU pulses must be amplified. The previous system (section 3.1 .1 .2) used 

a DS3696 chip to convert the TTL pulses, and then transm it them via coaxial cables to the 

laser. The DS3696 is a relay driver chip, and is therefore unsuitable for high speed work. 

Also, the coupling signals between the ECU and laser require isolation in order to separate 

digital and analogue grounds. The latter no doubt added to the interference problems 

associated w ith  the laser, and as a result it was decided to redesign the method of pulse 

delivery to the laser. It was not thought necessary to use optical fibre transmission, but a 

current loop rather than voltage loop was considered essential, as was optical isolation 

between the ECU and laser. A Hewlett-Packard 6N137 dual opto-isolator was selected 

because it was the highest speed device available at the time. The diodes of the device were 

placed in a current loop, as shown in Figure 38. This had the effect of reducing the influence 

of airborne interference on the signal.
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Figure 36: Modified ECU flow chart

3 .2 .1 .1 .3  Computer control
The introduction of a computer interface was appropriate, since the frame capture system 

was incorporated into the computer (section 3 .2 .1 .4 ). Computer control was achieved by 

replacing the thumbwheel inputs of the ECU w ith  programmable latches. This enabled a 

'p lug-in ' replacement for the thumbwheels to be built. Each of the 13 thumbwheel 

sw itches35 stores a 4 bit BCD number, and was replaced by a 74HCT173 (quad D-type 

latch). The chip select of each 74HCT173 is generated by a 74HCT154 (4 to 16 decoder), 

which is connected to the PC36AT board in the computer. A diagram of one of the 13 

thumbwheel replacement circuits is shown in Figure 39. The 74HCT154 chip select and

nr Disc t im in g  pulses
(as seen by ECU)

Pulse C (Laser fire )  

Pulse D 

Enable Q

Q -S w itch

Figure 37: Enable pulse tim ing diagram

353 each fo r decoders A  and B, and 7 for decoder C.
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BCD address 
(Non Inverted) Decoder output destination

A B C D

0 0 0 0 Initiate image acquire process

0 0 0 1 Unused (used on Vinten FS4)

0 0 1 0 Decoder A - Units

0 0 1 1 Decoder A - Tens

0 1 0 0 Decoder A - Flundreds

0 1 0 1 Decoder B - Units

0 1 1 0 Decoder B - Tens

0 1 1 1 Decoder B - Hundreds

1 0 0 0 Decoder C - 0.1/vs

1 0 0 1 Decoder C - 1 , 0 / j s

1 0 1 0 Decoder C - 1 O j j s

1 0 1 1 Decoder C - 10O/ys

1 1 0 0 Decoder C - 1 ms

1 1 0 1 Decoder C - 10ms

1 1 1 0 Decoder C - 100ms

1 1 1 1 Unused

Table 1: ECU programming table

enable are held low, so the decoder is permanently decoding the address bus. The value of 

N in Figure 39 is between 2 and 14; function 0 is used to initiate the firing process 

(previously operated manually w ith  a pushbutton). The programming table is shown in 

Table 1. The computer software compiles the address and data information. This information, 

together w ith  the enable pulse are sent to the ECU via a 24 line I/O controller (Amplicon

- 8 - 15V

E C U TTL
r 1 o/
i ^ iV L A S E R

'H P  6 N 1 3 7

Figure 38: Laser pulse delivery
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Figure 39: Computer interface

Liveline PC36AT) fitted  in the computer. The complete table of data is sent prior to each fire 

operation because it was found that the electromagnetic interference sometimes corrupted 

the data in the latches. The data is sent in reverse logic36 BCD, to remain compatible w ith  

the data form at of the thumbwheel sw itches, which also uses this form at. The computer 

software acquires the speckle image using the VS100 framestore (section 3 .2 .1 .4 ). 

Complications caused by the operation of the framestore meant that hardware interrupts were 

needed to ensure the capture of the correct interlace (for an explanation of interrupts, see 

Tischer [1989]). The D pulse (section 3.2 .1 .1 .1 ) was used to supply the interrupt. A flow  

chart of the operation of the computer software is given in Figure 40. The capture program 

is initiated by the operator pressing one of the keys on the computer keyboard. Once started, 

the registers of the ECU are programmed w ith  the positional information (values A , B and C). 

A start instruction (function 0 from Table 1) is then issued, and external interrupts are 

enabled. When the ECU generates the interrupt, the program issues a modified snap 

instruction (section 3.2 .1 .4) to the VS100 (the modified snap instruction grabs the next 

frame, as opposed to field), and blanks the scanning beam of the camera. Maskable interrupts 

are disabled, so that the computer does not fail to  detect the frame pulse w h ils t executing 

a secondary interrupt routine. The computer then executes a 'tigh t loop', each pass of which 

examines the registers of the VS100, in order to determine when the next frame pulse is 

generated (the moment at which the image will s ta rt to be digitized by the VS100). When this 

pulse is detected, the scanning beam is unblanked, interrupts are enabled, and the computer 

executes a loop waiting for an interrupt to be generated by the VS100, indicating the end of 

the firs t field. When the interrupt is received, the input gain of the VS100 is boosted (see 

section 3 .2 .1 .4 ), and the operator is asked if the image should be stored37. A positive 

response w ill store the image under a unique name, on the designated file store device 

(usually the hard disk of the computer).

36For example: 9 is represented by 1001 in BCD, and 0110  in reverse logic BCD.

37The image is s t ill being digitized at th is  point, but th is operation is independent o f the com puter, and is completed 
in a fe w  m illiseconds.
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Figure 40: Image capture flowchart

3 .2 .1 .2  Shaft encoder
The shaft encoder has been modified several times over the duration of this research project. 

A lthough the original encoder produced highly accurate pulses w ith  well defined rising edges, 

it was not suitable for an industrial environment, since it required cutting slots in the 

perimeter of the specimen disc. Also, at higher drive speeds, the physical construction o f the 

encoder produced inferior tim ing information from the rotating specimen. Therefore, several 

improved designs were tested, some of which are discussed.

64 Chapter 3



The firs t modification concerned the method of signal transmission from the encoder to the 

electronic control system. In the previous system, this was accomplished by means of a 

voltage signal along coaxial cables (section 3 .1 .1 .3 ). The large electromagnetic interference 

in the laboratory (likely to be even larger in an industrial environment), advocated the use of 

optical transmission. In an optical fibre, the enormous bandwidth results in almost no 

spreading of the optical signal, and total insulation from El. The photodetectors and amplifiers 

were moved into the electronic control unit, resulting in a reduction of the physical distance 

travelled by the TTL pulses. Initially, the optical fibres were placed in the same position as the 

diode detector head, and the light from the HeNe lasers was launched into them. This system 

worked well for a period of time, but when the higher speed tests were performed, the 

vibrations of the rig caused the laser light to become decoupled from the fibres. The system 

was redesigned to compensate for this, and is shown diagrammatically in Figure 41, Figure 42 

and photographically in Image 1 7. An etched, optically coded disc is mounted on the rear end 

of the m otor shaft, through which laser beams are chopped, producing tim ing information. 

One advantage of this system is that the specimen no longer needs tim ing slots around the 

perimeter. The removal of the slots reduces the windage from the disc, and also simulates an 

actual spin test more realistically (obviously slots cannot be cut around the perimeter of an 

industrial test specimen). The tw o  FleNe lasers are replaced w ith  3.5m W  diode lasers, and are 

mounted into a single plastic holder. This holder also retains the focusing lenses and the 

terminated ends of the optical fibres. A section through plastic holder, showing one of the 

tw o  launching systems is illustrated in Figure 42. The diode laser and lens are held rigidly in 

position w ith in  the holder by means of an interference fit and grub screw. The position of the 

fibre optic can be adjusted to optimise the output pulses, and is then locked firm ly. 

Optim isation is performed by examining the direct output of the photodetectors prior to 

Schm itt triggering. The pulses are optimised for minimum rise time rather than peak value (the 

tw o  do not necessarily coincide). Once the system is optimised, it becomes insensitive to 

vibrations, since the lasers, lenses and fibres all move together.

3 .2 .1 .3  Camera blanking

Camera blanking was explained in section 3 .1 .1 .4 . The previous frame capture system 

(Vinten FS4 - section 3 .1 .1.5) provided interface signals which allowed a circuit to be 

constructed to blank the camera. The introduction of a new framestore resulted in the loss 

of these signals, hence a new scheme for camera blanking was needed. This was achieved 

by using one of the output lines of the PC36AT, connected to a voltage convertor circuit 

which changed the TTL signals into the range: 0 and -2.3V , which is the range necessary for 

use w ith  the beam blank input of the Jackson Camera. The computer code w ritten  to grab 

the images has a built-in routine to generate the blanking pulse. As can be seen from
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Figure 40, the software blanks the beam before issuing the modified snap instruction 

(Appendix B, section B.4) to the VS100, and unblanks the beam on detection of the next 

frame pulse. Once issued, the modified snap instruction, which puts the framestore into 

acquire mode, does not require any further action from the host computer, which is free to 

w a it for the frame pulse in a tigh t loop. Interrupts are disabled at this point, so the host 

computer does not fail to detect the frame pulse, since otherw ise it could be called upon to 

service a second  interrupt. The detection of the frame pulse occurs on the leading edge, but 

image digitization occurs on the trailing edge, which is almost 1ms later. Therefore, sufficient 

tim e is available for the unblanking operation.

3 .2 .1 .4  Frame capture system
Since the frame capture system used on the previous design provided no obvious interface 

w ith  a host computing system (section 3 .1 .1 .5), it was decided to replace it w ith  a computer 

based image processing unit. An Imaging Technology VS100 768/2 board was fitted  to the 

PC (see Imaging Technology [1987]). The VS100 was chosen for several reasons, the most 

im portant of which was to allow software interchange w ith  Rolls-Royce, who operate several
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ITEX38 based frame capture systems. The VS100 768/2  has 1 Mbyte of frame memory w ith  

12 bits per pixel. The memory is organised into tw o  pages, each w ith  a standard resolution 

of 768x512 pixels when used w ith  a CCIR compatible video source. Image digitization is to 

8 bits (256 grey scales), the remaining 4 bits per pixel used for image overlays. The 

framestore has a variety of synchronisation methods, using either the internal PLL, or direct 

TTL master/slave. The PLL provides the easiest method of interface w ith  a standard video 

source, since it strips the video synchronisation information from the signal, and locks to  it. 

However, for highly accurate work, this is inadequate, since PLLs have a tendency to 

'w ander' around the signal, and in some cases, do not lock onto the signal for some time 

[Horow itz and Hill, 1980]. Direct drive provides a superior method of synchronisation, 

although in the case of the VS100, an additional problem arises. The VS100 is fitted  w ith  a 

trigger input, which allows a TTL pulse to force the framestore to execute a 'snap-on-frame' 

command39. However, when the VS100 is configured for direct drive synchronisation, the 

trigger input cannot be used. This means that the instruction to acquire the frame at the 

instant of pulsed laser Q-switching m ust come from the PC (software), and not the ECU 

(hardware). The consequence is that the PC must operate in real time, which is d ifficu lt, since 

the DOS operating system is constantly issuing interrupts to the CPU. Also, the snap 

instruction of the VS100 is a snap-on-field  rather than a snap-on-frame.

Another problem encountered w ith  both the Vinten frame capture system and the VS100 is 

the in tensity decay of the odd interlace. When the laser illumination is generated, the 

scanning electron beam of the camera is switched o ff, and the system pauses until the start 

of the next even interlace before digitizing the image into memory. The odd interlace always 

suffers an additional 10ms delay before digitization begins, and therefore its average intensity 

is substantially lower than the even interlace40. This could be equalised by scanning the 

frame memory, and by multiplying the pixels on odd lines by a scaling factor until the average 

intensity of the tw o  interlaces is similar. However, this approach does not yield additional 

information, since the processing occurs after A/D conversion. The solution was found using 

the input amplifier of the VS100. The image capture software holds tw o  gain values, one for 

each interlace. Initially, the firs t gain value is programmed into the VS100. When image 

acquisition begins, the program waits until the next fie ld  pulse (the end of the acquisition of 

the even interlace), and instantly reprograms the input gain. This has the required matching

38ITEX is an image processing link library, optionally supplied by the m anufacturer o f the fram estore. The library links 
into the M icroso ft C compiler, and provides function  calls to  perform  many com m only used image processing tasks.
39

Snap is the ITEX function  w h ich  causes the VS 100 fram estore to  grab a single fram e (both interlaces), and store 
it in the currently selected page.

40Typically, the average in tensity o f the odd interlace is 80%  lower than the even interlace.
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effect. When image acquisition is complete, the input gain is reset to its initial level (refer to 

Figure 40).

3 .2 .1 .5  Data storage
Data storage is a problem when using a computer to acquire the speckle images. Typical Intel 

based computers come supplied w ith  a 180MB hard disk drive, which is wholly inadequate 

for storing the output data from the interferometric system. One 512x512 image requires 

256KB of disk storage, and a single fringe pattern requires tw o  speckle patterns (768KB 

total). The tw o  dimensional Fourier transform of a fringe pattern (explained in detail in section 

4.2) requires 4MB of disk space, the inverse transform also requires 4MB of disk space. Once 

the wrapped phasemap is generated, the real/imaginary data of the Fourier transform  can be 

deleted, as can the modulus part of the inverse transform, freeing 6MB of space. However, 

if the image is to be reanalysed, deletion of the real/imaginary data requires that the Fourier 

transform  be recalculated. The unwrapped phasemap requires a 2MB data file, which allows 

the wrapped phasemap data to be deleted, leaving the overall disk space the same. In spite 

of the various file deletions during the analysis procedure, the various image and data files 

fo r a single fringe pattern occupy over 3MB of space. A compression routine was w ritten to 

convert the double precision data files to single precision, freeing 1MB per fringe pattern. 

Therefore, a 1 80MB hard disk will only store the analysed data from 60 images, assuming no 

other programs are on the disk. Much larger hard disks are available, but can prove costly. 

Also, the relative unreliability of hard disks is sufficient to consider it irresponsible to place 

all valuable data on a single drive, which could easily be lost in a single incident. Therefore, 

a more intelligent data storage scheme was used. The computer was fitted w ith  an Adaptec 

SCSI card, and a 44MB removable hard disk device was connected to the SCSI interface. A 

250M B tape streamer was also coupled to the SCSI, providing a secure long term storage 

medium. The operation of both devices enables a sensible data storage regime to be 

implemented, providing both high speed access to data (on the 44MB cartridges) and secure 

long term archives (250MB tapes). One other very important point is that it is essential to 

keep track of data files on the disks and tapes, and to do this efficiently, a professional file 

tracking system (FTS) is required. The ARC/SOLO package was found to have one of the best 

FTS systems, and was used to archive all data.

3.2 .2  Mechanical subsystem

3.2.2.1 Reduction of windage effects
It is found that the windage from the rotating specimen causes the optical table to vibrate at 

the high rotational speeds, because the end of the table was Initially placed under the 

specimen disc. The table was moved away from the rotating specimen, and a baffle was
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Image 17: Plan view of updated rig

positioned to direct the flow  of air away from the surface of the table. This is shown 

diagrammatically in Figure 43, and photographically in Image 1 7. It should be noted tha t the 

baffle does not cover the face of the specimen, since this would block the surface to be 

measured. Also, the baffle does not extend to the floor, since this would prevent air from 

escaping below. A fron t view of the baffle that indicates direction of air flow  is shown in 

Figure 44. The base of the air baffle is below the level of the support for the optical table. 

This means that the exhaust air is prevented from causing the optical table to vibrate. It was 

established that the introduction of the baffle improved the repeatability of the measurement 

system at the high rotational speeds (up to approximately 14,000rpm )41. Image 17 shows 

the current rig system. The HeNe lasers forming the shaft encoder have been removed, 

together w ith  the fibre optic cables. The new shaft encoder can be seen on the lower edge 

of the image (at the rear of the electric motor).

3 .2 .2 .2  Increased rigidity of optical mounts

The relative movement between the optical components is a common cause of problems w ith 

interferom etric systems. The presence of an electric motor makes the requirement fo r rig id

41 It is w o rth  noting th a t in an industria l spin te s t fac ility , the operating environm ent is evacuated, so problems arising 
from  windage v ibration w ill not occur.
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Figure 44: Air baffle

optical mounts essential, since the large vibration amplitudes of the drive system cause 

corresponding vibrations in the immediate environment. To reduce the movement of the 

optical components, it was proposed to sacrifice adjustability of the components in favour of 

rig id ity. The inner mirror translation, rotation and t ilt  mounts were replaced by a so lid  mount, 

w ith  no means of adjustability (all the various adjustments could be achieved in other ways). 

The outer mirror was modified, so that once it was in position, it could be locked by 4 tie bars 

to the optical table. Image 18 shows a front view photograph of the current cylindrical mirror 

system. The solid mountings of the inner and outer mirrors can be seen.

3.2 .3  Optical subsystem
The basic modification to the optical subsystem is the insertion of tw o  plane mirrors in 

advance of the beam incidence on the tw in  cylindrical mirror system. This is shown in 

Figure 45. The inner mirror overhangs the optical table to allow air to flow  through the space 

between the table, and the support for the drive system. The pulsed laser is no longer 

directed straight onto the outer cylindrical mirror, but instead is firs t reflected from the plane
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Image 18: Front view of test specimen

mirrors prior to incidence on the cylindrical mirror system42. The second plane m irror (tilt 

m irror), is mounted on a high resolution rotatory stage which is driven by a DC motor. The 

motor is under computer control, and can be driven in both directions. The t ilt  mirror is used 

to add carrier fringes in preference to the inner mirror. Tilting the plane mirror preserves the 

geometry of the tw in  cylindrical mirror system, and generates carrier fringes w ith  the correct 

radius of curvature, as explained in section 3 .1 .3 .2 .

3.2.3.1 Alignment with the pulsed laser
The alignment method used by Preater suffered from one major drawback. To align the pulsed 

laser w ith  the rest of the speckle interferometer, an alignment system had to be placed in 

fron t of the exit aperture of the pulsed laser and itself aligned, as shown in Figure 31. It then 

had to be removed before the results of realignment could be established (because it blocked 

o ff the pulsed laser beam). A system was required which could be used w ithou t interfering 

w ith  the pulsed beam, and which needed to be aligned once only. Therefore, a HeNe laser 

was mounted in an adjustable holder and fitted to the rear of the pulsed laser on the amplifier 

cavity side, as shown in Figure 46. The HeNe beam passes through the semi-reflecting  m irror, 

and along the amplifier cavity, through the amplifier ruby rod, and out of the exit aperture. 

The HeNe laser is rotated in its holder to produce maximum  intensity at the output

In fac t, the firs t plane m irror has no e ffec t on the optical system , and is only Included so th a t the laser equipment 
can be located conveniently in the laboratory.
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aperture43. Initially, the HeNe beam is aligned so that it passes at a distance of 50mm from 

the base of the chassis, and 50mm from the side (the manufacturer's specification for the 

position of the pulsed beam). Then, more accurate alignment of the pulsed and HeNe beams 

is performed, by means of burn paper, using an iterative process, w ith  a target placed close 

to , and far from the exit aperture. Once the tw o  beams are suffic iently well aligned, the HeNe 

beam is used to align the remaining optical components of the speckle interferometer. A hinge 

w ith  a central hole is fitted to the exit aperture of the laser. A piece of burn paper is placed 

over the hole and the pulsed laser is fired, w ith  the power reduced, such that it barely marks 

the paper. Using a pin, a small hole is made in the centre of the burn. The HeNe alignment 

beam passes through the small hole form ing a spot that can be used for alignment. The firs t 

task in the alignment procedure is to ensure that the periscope mirrors (see Figure 29 on 

Page 55) are positioned correctly. This is achieved by placing a plane m irror marked w ith  a 

small spot at the height of the axis of the rotating component, onto the optical table. The face 

of the mirror is at a right angle to the surface of the optical table, which is levelled using a 

spirit level. By removing the diverging lens and arranging the alignment beam to be at normal 

incidence to the alignment mirror, a spot is seen on the front face of the pulsed laser. By

A B Description

0 0 Disabled (forward)

0 1 Disabled (reverse)

1 0 Enabled (forward)

1 1 Enabled (reverse)

Table 2: T ilt motor programming table

43This is because the cavity o f the laser is polarisation sensitive.
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altering the height of the low er periscope mirror and the angle of both  m irrors, the laser spot 

on the alignment mirror can be arranged to coincide w ith  the mark on the mirror, and the spot 

on the fron t face of the laser can be made to coincide w ith  the emergent beam. When this 

condition is realised, the periscope is correctly  aligned, and the remainder of the speckle 

interferometer can then be aligned. The centre of the inner mirror is aligned w ith  the axis of 

the disc by adjusting the height o f the optical table. Once this is correct, the table is shifted, 

such that the plane of the specimen is perpendicular to the plane of the surface of the table 

(w ith the table level). This is achieved using a square and spirit level. The outer cylindrical 

m irror is positioned so that the reflective surface is 254mm from the axis of the disc (the 

mirror has a radius of curvature of 508mm). This mirror can be tilted in the xy  and yz planes 

by micrometer adjustments44. The tilt in the yz plane is adjusted to zero, again using the 

spirit level. To adjust the t ilt  in the xy  plane, the HeNe alignment laser is used. The diverging 

lens at the exit aperture of the laser is replaced in position, and the hinge across the aperture 

is opened. This allows the full HeNe alignment beam to diverge and to be viewed on the 

stationary specimen. A circular stop is placed close to the diverging lens, on the exit side, 

such that only off-axis rays are allowed to pass. The outer cylindrical mirror can then be tilted 

in the xy  plane until the focus of the outer rays is coincident w ith  the axis of the specimen 

(refer to section 6.1.1 for more information). The distance between the m irror and the axis 

must be rechecked after this is performed, before the outer mirror is locked in position. The 

inner mirror is then replaced and adjusted, such that the fron t face is 52mm from the axis 

(52mm is the radius of curvature of the mirror). The inner mirror is mounted on a rigid base 

w ith  no adjustment facility. The base has slots for the locking bolts, and can therefore be 

moved in the x  direction only. The remainder of the alignment procedure simply ensures that 

the centre of the illumination beam arrives at the extrapolated intersection of the inner mirror, 

the horizontal radius of the specimen, and the specimen surface. This is achieved by removing 

the diverging lens, and closing the hinge across the exit aperture of the laser. The vertical 

position of the spot should be in the appropriate location if the alignment procedure is 

performed correctly. The horizontal position is adjusted by rotating either of the plane mirrors 

mounted on the optical table in the xz  plane.

3 .2 .3 .2  Correct addition of carrier fringes
It was indicated earlier that the method of t ilt  used in the early system led to errors in the 

shape o f the carrier fringes (section 3 .1 .3 .2). It was established that the destruction of the 

geometry of the tw in  cylindrical mirror system was to blame, as shown in Figure 32. To 

overcome this problem, a plane mirror, mounted on a high resolution rotary stage (Newport

44xy  is the plane o f the specimen.
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M 471), driven by a DC drive motor (Newport 860A), was incorporated into the 

interferometer. The plane mirror was mounted vertically on the rotary stage, as shown in 

Figure 47. This stage was incorporated into the interferometer as shown in Figure 45. The 

tilting  of the plane mirror results in a t ilt  of the wavefront in the xy  direction, the height of the 

beam remaining constant. The DC motor was used because it was considerably cheaper than 

a precision stepped drive. Two of the I/O lines of the PC36AT card in the PC are used to drive 

the DC motor. The lines control the direction45 and power of the motor. Table 2 is the 

programming table for the drive motor. The improvement to the shape of the carrier fringes 

can be seen in Figure 32.

45 Controlled w ith  a relay w hich reverses the polarity of the supply lines.
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4 FRINGE PATTERN 
A N A LY S IS

4.0  Fringe analysis
Fringe analysis is the interpretation of the fringe patterns generated by interferometric 

measurements. The result of an interferometric measurement is often a complex fringe field, 

contaminated by a large amount of noise. Computer algorithms have been devised to present 

the output data in a variety of formats which are easy to interpret. These algorithms are 

usually designed to be immune to noise contamination and to be operable by the 

non-specialist. A typical fringe analysis system comprises three main elements: (a) a detector 

which forms the interface between the interferometer and analyser, (b) an image acquisition 

system (framestore) and (c) a processor (normally a host computer). The detector is often a 

CCD or tube camera. The image acquisition system is basically a two-dimensional sampler, 

which converts the analogue video signal of the detector into binary numbers, to be analysed 

by the processor.

Equation [50] is a re-write of Equation [6] on Page 6, which is the basic equation for tw o  

beam interferometry, where the vector r  represents the spatial coordinates (x,y).

The intensity is the only data available from the detector, but as is clear, there are three 

unknown parameters, therefore the equation has no analytical solution. The basis of fringe 

analysis is to extract the phase information from the cosine function of Equation [50], Many 

fringe analysis schemes have been devised for d ifferent types of application, as presented in 

Figure 48. Table 3 on Page 82 is a summary of features for the different fringe processing 

techniques in common use.

4.1 Overview of fringe analysis techniques
Several reviews of automated fringe analysis have been published, those found to  be useful 

were Creath [1986], Reid [1986], Kreis [1987a], Kreis [1992] and Sirkis e ta i.  [1992 ]. An 

earlier reference [Fienup, 1982] compares the extraction of phase information from intensity 

data, w ith  the use of gradient search methods. Robinson [1987] details some of the 

developments in holographic and speckle interferometry in the UK, and includes a section 

describing the status of data analysis techniques up to 1987. Another recommended article

i(r) = A{r) + B(r) cos [d)(r)] [50]
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Figure 48: Fringe analysis techniques

that discusses phase measurement interferometry is Creath [1988], Schwider [1990] takes 

the reader through the various advanced fringe evaluation techniques, describing some 

applications of each.

4.1.1 Intensity based analysis
In intensity based analysis, the phase information of the fringe pattern is normally found by 

searching the image for positions of a certain intensity, normally selected as points of 

maximum  or minimum  intensity. A lthough Robinson [1983] has developed several interesting 

applications of intensity based fringe analysis, a more commonly used method is fringe 

tracking  [Reid, 1986], In fringe tracking [Funnell, 1981; Becker and Yu, 1985; Button et ai., 

1985], enhancement of the image is normally performed prio r to  analysis. Once enhanced, 

the general technique involves detecting and fo llow ing  intensity maxima (or minima) and then 

skeletonizing the pattern. Some of the more common problems encountered w ith  fringe 

tracking are considered by Hunter and Collins [1989], Binarization and thinning work by 

applying a running binary threshold or using an erosion thinning routine to narrow the fringes. 

Once thinned, fringe connectivity and numbering is carried out, fo llowed by polynomial fitting 

[Kujawinska, 1992b], Kujawinska [1992b] explains that the autocorrelation and data fitting  

techniques operate by matching a least-square curve or using non-linear regression to 

estimate the fringe function, based upon initial estimates for the coefficients. These routines
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are less sensitive to noise, but are computationally expensive. All the intensity based methods 

suffer from large inaccuracies when the images are contaminated by noise, and do not solve 

the sign ambiguity problem associated w ith  interferometers [Reid, 1986],

4 .1 .2  Phase measurement
Phase measurement methods [Creath, 1988; Takeda, 1990] operate by making a direct 

measurement of the optical path difference between tw o  interfering wavefronts, at points 

covering the interference pattern. It is necessary for the fringe pattern to be modified for this 

to occur, which can be done in various ways, for example, a mirror can be tilted, or a 

polariser rotated. The modified fringe patterns can be recorded sequentially (Temporal phase 

measurement) or simultaneously (Spatial phase measurement).

4.1.2.1 Temporal phase measurement
By far the most accurate phase measurement technique is heterodyne interferom etry  [Massie 

e ta !.,  1979; Massie, 1980; Reid, 1986]. Heterodyne interferometry is an electro-optic 

method w ith  an accuracy of up to one thousandth of a fringe. The wavelength of the 

reference beam is electronically altered w ith  respect to the object beam, using a Bragg cell 

or acousto-optic modulator. Mathematically, Equation [50] is modified and becomes:

i(r,t) = A(r) * B(r)cos[<\>(r) + 2ndvt] ts i ]

where <iv is the frequency sh ift between the interfering beams. Upon recombination in the 

image plane, a beat frequency occurs between the beams, w ith  a phase equal to the phase 

difference of the interfering beams. If the fringe field is subsequently scanned w ith  a square 

law detector, the required phase difference is extracted (see Figure 49 taken from Kujawinska 

[1992b]). The phase of a whole image is then generated by scanning the detector across the 

interference field, and measuring the phase relative to a reference. Heterodyne techniques can
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be applied to any kind of interferometry, for example dual reference beam holographic 

interferom etry [Dandliker and Thalmann, 1985]. However, the technique has several 

drawbacks, primarily the need for extreme experimental conditions (such as rigorous vibration 

isolation), a slow processing time, and sophisticated electronics [Kwon, 1987],

The Phase lock method requires the optical signal to be detected and processed by frequency 

multipliers and up/down counters [Johnson et a/., 1979], A phase modulator is placed in one 

arm of the interferometer, and is excited sinusoidally, w ith  an amplitude of less than M 2. A 

detector is scanned across the fringe pattern, and a complicated analysis process, using 

information about the scan position, the amplitude of the excitation, and the gain of the 

system, allows the two-dimensional unwrapped phase to be determined. It is claimed tha t the 

system has a phase resolution of /I/100, and requires optics of lower optical quality than 

those normally utilized in interferometry.

Temporal Phase sh ifting  is often referred to as quasi-heterodyne Interferom etry  [Brunning 

et a!., 1974; Creath, 1988] since it requires the successive recording of interference fringe 

patterns46, as shown in Figure 50 [Kujawihska, 1992b]. It may be applied to any 

interferometer which can adjust the phase of one of the interfering wavefronts [Dandliker and 

Thalmann, 1985; Robinson and Williams, 1986; Kerr and Tyrer, 1987]. Temporal phase 

shifting modifies Equation [50] in a similar way to heterodyning:

K n  = m B(f) cos m 2nk
N

/ r = 1 / V  N> 3 [52]

Figure 50: Temporal phase shift method

46 Phase sh ifting  is basically the discrete version of heterodyning.
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Since the equation has three unknown parameters, then three phase stepped images are 

required to determine the unknowns. The stepping of the reference beam is normally achieved 

using a mirror mounted on a piezoelectric translator (PZT). The phase steps are normally 

equal, but Greivenkamp [1984] obtained accurate results w ith  arbitrary phase steps. The 

equal phase step implementation generally involves recording three interferograms, each w ith 

the reference phase shifted by 2/7/3. Techniques have been developed where more than three 

interferograms are recorded [Creath, 1985; Nakadate and Saito, 1985], These techniques 

result in greater phase accuracy at the expense of computational e ffort. Kerr et at. [1989] 

describe a technique which requires only tw o  phase steps. The same group also describe a 

technique which requires only a single phase step [Santoyo e ta /., 1988].

An elegant solution to the problem of object instability w h ils t recording the interferograms in 

phase shifting interferometry is described by Vikhagen [1990]. The scanning phase sh ift 

algorithm  allows the specimen under examination to d rift s low ly  during the acquisition of 

between 10 and 20 images. A simple routine computes for each pixel the maximum and 

minimum values. When the drift has undergone a complete 2n  cycle, the phase angle of all 

valid pixels can be calculated. The accuracy of phase shifting interferom etry has been 

investigated by several authors, those found most useful are Kinnstaetter et al. [1988], 

Brophy et at. [1990] and Creath [1991],

Kujawinska [1992b] notes that these methods of phase extraction are less vulnerable to 

stationary noise, have the ability to define the interferogram boundary, and solve the sign 

ambiguity problem. They have a typical accuracy in the range of 1 0 0 1 - 1 0 0 0 1 of a fringe, 

and are relatively easy to apply. However, they cannot analyse dynamic events, and are very 

sensitive to phase shifting errors.

4 .1 .2 .2  Spatial phase measurement

Spatial phase measurement methods record simultaneously all the information necessary to 

produce a phasemap from the interferogram. The phase can be retrieved from a single fringe 

pattern w ith  a spatial carrier (spatial carrier phase measurement), or from three (or four) phase 

shifted interferograms, separated in space (spatial phase shift method).

The spatial phase sh ift method, illustrated in Figure 51, is described by Smythe and 

Moore [1984] and Kwon and Shough [1985], and has been employed in holographic 

interferom etry by Kujawiriska and Robinson [1988], In this example, three spatia lly separate 

wavefronts are produced by placing a diffraction grating in the path of the object wavefront. 

The d iffraction orders (0 and ± 1 ) interfere simultaneously w ith  the reference beam. The
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Figure 51: Spatial phase shift method

phase shifts are generated by shifting the d iffraction grating. A similar technique was used 

w ith  ESPI fringes, and is presented by Kujawinska et at. [1989a]. The technique has tw o  

major disadvantages: the firs t is the problem of alignment. Three spatially separate 

wavefronts must be aligned w ith  three cameras to subpixel accuracy (or three separate 

regions of the same camera's photosensitive surface). Additionally, the quality  of the 

wavefronts is relatively low  in comparison to other interferometric techniques, therefore, high 

quality imaging optics are required.

Spatial carrier phase methods operate by introducing a t ilt  or carrier frequency into the fringe 

field, and encoding the phase information into the carrier. The modulation of the carrier 

(which is often the deviation of the fringes from linear and equally spaced) can be removed 

by analysis of the pattern in the spatial domain [Womack, 1984], frequency domain [Takeda 

et al., 1981] or a combination of both [Shough et al., 1990].

The Fourier transform  method of fringe analysis is one frequency domain approach to the 

extraction of the phase data from a spatial carrier image. However, this method of analysis 

was also used to extract the phase data from the speckle correlation fringes described in this 

thesis, and is treated in greater depth in section 4.2. A close relative of the Fourier transform 

method, using the one-dimensional Hilbert transform , is presented by Zweig and 

Hufnagel [1990], It is claimed that this technique is highly accurate, and computationally 

efficient. A simplified version of the Fourier transform method is described by Macy [1983], 

Macy fits  three adjacent points in the image to the firs t three terms of the Fourier series. 

Computation of the Fourier coefficients enables the phase value at that point to be extracted. 

Mertz [1983] measures the phase in a similar way, using three adjacent data points, and 

applies a complex convolution filter to the time domain data, electronically, in real time.
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Womack [1984] considers three different methods of phase extraction by spatially processing 

a fringe pattern w ith  tilt. The Quadrature M ultip licative Moiré, Sinusoidal W indow  and 

Complex Exponential W indow  algorithms operate by separating the information of interest in 

the frequency domain, and convolving  w ith  a digital filter in the spatial domain. The type of 

digital filter, and the way it is used allows the three methods to be classified as double-

sideband low-pass, double-sideband high-pass and single-sideband high-pass respectively. 

Womack points out that the application of a digital filter tends to give rise to errors in the 

recovered phase, especially near the edges of the fringe pattern.

Shough et ai. [1 990] describe a technique which is similar in many respects to the procedure 

described by Ichioka and Inuiya [1972]. Carrier frequency phase sh ifting  can be thought of 

as a combination of the Fourier transform and the phase shifting algorithms. The application 

of a large amount of tilt, providing a spatial carrier frequency, allows the phase at all the 

detector points to be computed in real time, by taking the differences between three 

sequential pixels, and calculating the arctangent. This technique can be applied to dynamic 

phenomena, and employs the principal advantages of both phase shifting and Fourier 

transform  analysis.
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Number 
of fringe 
patterns 
per frame

Real
tim e

method

Inherent
image

enhancing

Inherent
phase
in te r-

polation

Sign
detection

(auto)

Domain
detection

(auto)

A ccuracy
achievable

Experi-
mental

requirement

Detector
resolution
required

Complexity
of

processing

Dynamic
event

analysis

Intensity
methods

1/1 NO NO NO NO NO LOW LOW R„a MEDIUM NO

Heterodyne
methods

SINGLE
DETECTOR6

NO NO YES YES YES VERY HIGH HIGH
SINGLE

DETECTOR
HARD-
WARE

NO

Phase shifting 
•  Temporal

min
3/3 PARTLY YES YES YES YES HIGH HIGH Ro LOW NO

•  Spatial 3/1
YES PARTLY YES YES YES LOW MEDIUM 3R0 LOW YES

Fourier transform  
m ethod

1/1 PARTLY YES YES YES PARTLY HIGH LOW
min
2R0

HIGH YES

Carrier frequency 
phase sh ifting  method 1/1 YES YES YES YES YES HIGH LOW

min
2R„

LOW YES

Table 3: Comparison of fringe pattern analysis methods (Kujawinska [1992al)

a - R0 is the detector resolution required for fringe pattern detection. 

b - The possibility of using an image dissector camera is not considered here.
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4.2  Fourier transform fringe analysis
The Fourier transform is one of the most w idely used transforms in the science of image 

processing. Some other transforms that exist are the Walsh, Hadamard, Hartley, Discrete 

Cosine and Hotelling. To begin the introduction to Fourier transform fringe analysis, a 

discussion of the one-dimensional continuous Fourier transform is presented.

The Fourier transform represents a mapping from one domain to another. Essentially, the 

Fourier transform  generates an additional representation of the function under consideration. 

To move back and forth  between the domains, the forward Fourier transform and inverse 

Fourier transform  equations are used. In the context of fringe analysis, the Fourier transform 

is simply an effic ient computational tool for accomplishing certain manipulations of data, since 

the same result could be generated in the spatial domain47.

Let f(x ) be a continuous function of a real variable x. The Fourier transform of f(x) is denoted 

by 3 r{ f(x )}  and is defined by the equation:

$ r{ /(x)} = F(u) = I  f{)i)e2nixudx i = f A [53]

The inverse Fourier transform can regenerate f(x) from F(u):

{ F(u) } = /[*) = ¡F (u ) e 2niuxdu [54]

Although f(x ) is defined as real, the Fourier transform of f(x) w ill generally be complex:

F[u) = R(d) + il(u ) [55]

where R(u) and l(u) are the real and imaginary parts respectively. Equation [55] can be 

expressed as shown in Equation [56]:

F[u) = |F (iv )|eW  [56]

where

|F(i7)| = \ jR 2(u) + l 2(u) <$>(u) = tan-1 l ( u )

R(u)
[57]

The magnitude function | F(u) | is called the Fourier spectrum of f(x ), and <p(u) is the phase 

angle. The square of the spectrum is often called the power spectrum or spectral density. The

47 Com putation in the spatial domain w ould increase considerably  the processing power required.
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variable u is referred to as the frequency variable. The Fourier transform is linear, so scaling 

is the same in both domains, and the transform of the sum of the functions is equal to the 

sum of the individual transforms:

■ n m  + e w )  = n m )  *  n o w )  [58]
^ { a h W }  = aH(u)

In the spatial domain, the function h(x) may have several symmetries which can lead to 

relationships between H(u) and H(-u). Table 4 gives a summary of such relationships [Press 

et al., 1988], These symmetries can in many cases increase the efficiency of computational 

routines, and often reduce the amount of memory space necessary for data storage. The firs t 

entry in the table is employed in Fourier transform fringe analysis since the fringe data is 

purely real (it is taken from a frame capture system), and generally neither even nor odd. 

When h(x) is real, the Fourier transform is a special type of complex sequence called 

conjugate sym m etric  or Hermitian. This means that for every point in the positive frequency 

space, a conjugate point exists in the negative frequency space that bears exactly the same 

information. Destruction of the Hermitian property by selective filtering in the Fourier 

transform  domain allows the extraction of phase information from real data. Some further 

properties of the Fourier transform are now discussed.

If... then...

h(x) is purely real H(-u) = H'(u)

h(x) is imaginary H(-u) = -H'(u)

h(x) is even H(-u) = H(u) (even)

h(x) is odd H[-u) = -H(u) (odd)

h(x) is real and even H(u) is real and even

h(x) is real and odd H(u) is imaginary and odd

h(x) is imaginary and even H(u) is imaginary and even

h(x) is imaginary and odd H(u) is real and odd

Table 4: Fourier transform symmetries
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The symbol is used to indicate transform pairs. If

/7(x) -  H{u) t59 l

is a transform  pair, then the follow ing relationships exist:

'Spatial scaling' h(ax) **
M i l

[60]

'Frequency scaling' \b\ [ b j
«  H(bu) [61]

'Spatial sh ifting ' h (x -x 0) ~ H(u) e 2nlux° [62]

'Frequency sh ifting ' h (x )e~ 2nlUoX -  H (u -u 0) [63]

Consider tw o  functions h(x) and g(x ) and their corresponding Fourier transforms H(u) and 

G(u). The convolution of h and g, denoted by g * h is defined by:

+oo

g * h = ^  g(y) h ( x - i )  dx [64]

It can be shown that the convolution of g and h (g * h = h * g) can be computed from the 

convolution theorem-.

g * h ~ G ( u ) H ( u )  [65]

The Fourier transform of the convolution is the product of the individual Fourier transforms. 

The correlation of tw o  functions, denoted as Corr[g,h), is defined by:

+ oo

Corr{g,h) = J g(z +x) h(-c) d t [ 6 6 ]

It can be shown that the correlation of g and h (a function of x  often referred to as the lag) 

can be computed from the correlation theorem-.

Corr(g,h) ~  G(u)H(-u) [67]
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If the tw o  functions g and h are the same, the correlation becomes the autocorrelation. The 

autocorrelation of a function g can be computed from the Wiener-Khinchin theorem, so 

Equation [67] becomes:

Corr(g,g) ~  |G(iy)|2 [681

Finally, the total power contained in a signal is the same, whether it is computed in the spatial 

or Fourier transform domain. This is known as Parseval's theorem :

+ 00 +00

Total Power = J \h (rf\2dx = j\H (u )\2du t69 l

4.2.1 The sampling process and the DFT

Sampled data signals are defined only at discrete instants in time, and arise whenever a 

continuous  function is recorded in term ittently**. It is impossible to im port a continuous 

signal into a digital computer, therefore any input data must firs t be converted into a stream 

of numerical values (this process is referred to as sampling). In the majority of cases, the 

sampling instants are equally spaced, the time difference between successive samples being 

a measure of the sampling frequency. If the sampling frequency is too low , information about 

the detailed fluctuations of the continuous waveform w ill be lost; if it is too high, an 

unnecessarily large number of samples w ill have to be stored and processed. The required 

sampling rate is given by the 'sampling theory' or Nyquist rate [Bracewell, 1985], which 

states:

"A  continuous signal which contains no significant frequency components 
above f  hertz may in principle be recovered from its sampled version, if the 
sampling interval is less than 1/2 f  seconds."

This is stated mathematically as fo llows:

If a continuous function h(x) is sampled at an interval of A and the function 
is bandlimited to frequencies smaller in magnitude than uc (in other words 
H(u) = 0  for | u | > u c), then the function h(x) is completely determined by its 
samples hn. The function h(x) is given explicitly by the formula:

H A  = 4  Y ,  h n
n=-oo

s\n[2nuc(x -n A )] 
n (x -n A )

[70]

D ifficulties arise if the continuous function is no t bandlimited to less than the Nyquist critical 

frequency. In this case, the spectral power which is outside the range -uc< u < u c is spuriously

48 Such signals have achieved greater popularity fo llow ing  the increased use of computers and digita l e lectronics.
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moved into that region. This is known as aliasing. Any frequency component outside the 

range [-uc,uc] is falsely translated into that region by the very act of sampling [Bracewell, 

1 985; Press et at., 1988]. The implications of sampling for Fourier transform  fringe analysis 

are basically that the components of the carrier frequency resolved in the directions of the 

detector elements must be such that there are at least tw o samples per fringe  in both 

directions. If this condition is not met, aliasing occurs. This point w ill be discussed in greater 

detail later in the chapter.

4.2.1.1 One-dimensional DFT

The discrete Fourier transform gives an estimate o f the continuous Fourier transform  for a 

given number of points. Suppose an array of real data has N  consecutive sampled values;

hk = h(tk) tk = kA /r=0,1,2.... AM  [71]

W ith N  input numbers, only N  output numbers can be evaluated, so it fo llow s that the Fourier 

transform  should be evaluated only at the discrete values:

n
A/A

[72]

The extreme values of n correspond to the upper and lower lim its of the Nyquist critical 

frequency. The Fourier transform integral is approximated by a discrete summation:

+”  /v-1 2 nikn

H(un) = fh ( r fe 2niu"*dx » A T  hke N [73]
A=0

From Equation [73], the discrete Fourier transform of the N  points hk is:

/V-1 2nikn

" n - E M  "
*= 0

[74]

The discrete Fourier transform maps the N  complex numbers of the input sequence (the hk's) 

to N  complex numbers in the Fourier transform domain (the Hn's) and is independent of any 

dimensionless parameter, such as the time scale A. The one-dimensional discrete inverse 

Fourier transform  is given by:

/V-1 -2-n.ikn

hk = ± Y H ne N [75]
* N h  n

Similarities between this equation and the forward Fourier transform equation indicate that 

w ith  a slight modification to the input sequence, the same computer code can be used to
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compute both the forward and inverse transforms. Often, all that is required is to invert the 

sign of the imaginary component of the complex sequence, transform , scale by N, and invert 

the output sequence.

4 .2 .1 .2  Two-dimensional DFT
Many of the techniques used in one-dimensional analysis have a direct equivalent in 

two-dimensions. Assuming a square array of samples are to be transformed, the 

two-dimensional discrete Fourier transform pair is given by [Gonzalez and W intz, 1987]:

1 AM AM

= y . E  E  to > )e
'* *= 0  y=0

\2nHux+vri] 
{ N \ [76]

for t/,v  = 0,1 ,2 ,..,/V -1 , and

i  AM AM r -2iuKux+vj/l

to y )  = y . E  E  F iu r fe t  N
N u-0 v=o

[77]

fo rx ,y  = 0 ,1 ,2 ,..,/V -1 . The discrete Fourier transform pair given in Equations [76] and [77] can 

be expressed as:

a m  r 2n/oxl W-1 [ 2nivy 1

f \ u r f  = " j Eto.y)eL N \ [78]
N x= 0 y-0

for t/,v  = 0,1 ,2 ,..,A /-1 , and

A/-1 r - 2 ti /u x ] a / 1 f -2x/vyl

to y )  = 4 - , E eL w J E ^ . ^ L w J [79]
/* u=0 i/=0

for x ,y  = 0,1 ,2 ,..,/V -1 . This property is called separability, the principle advantage of this 

property is that F(u,v) or f(x ,y) can be obtained in tw o  steps by successive application of the 

one-dimensional Fourier transform or its inverse. The two-dimensional function F(x,v) is 

produced by taking a transform of each row of f (x,y)  and by multiplying the result by N. The 

desired function F(u,v) is then generated by taking a transform along each column of 

F(x,v)49. Computation of the one-dimensional transform is simplified by using a Fast Fourier 

Transform  (FFT) algorithm [Bracewell, 1985; Press et at., 1988]. The FFT algorithm drastically 

reduces the number of floating point computations, by storing commonly used results. The 

algorithm has a greater impact as the size of the array to be transformed increases. Typical 

savings in computational e ffo rt for a one-dimensional FFT of length N  are shown in Table 5

49 The same result w ould be obtained if the transform  order were reversed.
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[Gonzalez and W intz, 1987]. Since the one-dimensional FFT is also used for computation of 

the two-dimensional Fourier transform (applied to rows then columns, or visa-versa), an even 

greater impact is obtained from its usage.

4 .2 .1 .3  Sequence reordering

When the Fourier transform of a linear sequence of data is computed, the zero frequency falls 

on the firs t data point in the array. The array contains one period of the Fourier transform , but 

compared w ith  conventional representations, it is shifted by A//2 (N is the length of the array). 

In order to design filters in the Fourier domain, it is useful to display the magnitude of the 

Fourier transform w ith  the zero frequency in the centre of the array (shift the origin by N/2),  

since the spectrum is then easier to visualise. Consider the one-dimensional example shown 

in Graph 3. The top diagram shows a typical result of a 128 point Fourier transform  of a 

sequence of data, the reordered sequence is shown in Graph 4. The transform ation o f the 

origin is easily accomplished by the multiplication of the data f (x) prior to transform ation by 

(-1)*. For a two-dimensional sequence, the function f (x,y)  is multiplied by (-1)x+y [Gonzalez 

and W intz, 1987]. The origin shift does not affect the magnitude of the Fourier transform .

N N2 Nlog2N Computational
(Direct FT) (FFT) Advantage

2 4 2 2.00

4 16 8 2.00

8 64 24 2.67

16 256 64 4 .00

32 1,024 160 6.40

64 4,096 384 10.67

128 16,384 896 18.29

256 65,536 2,048 32 .00

512 262,144 4,608 56.89

1,024 1,048,576 10,240 102.40

2,048 4 ,194 ,304 22,528 186.18

4,096 16,777,216 49,152 341.33

8,192 67,108 ,864 106,496 630.15

Table 5: Computational advantage of using the FFT
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4 .2 .1 .4  W indowing in the spatial domain

The application of a w indow  in the spatial domain is often referred to as data weighting. A 

weighting w indow  is applied to the spatial domain because the Fourier transform  is a periodic  

transform ation. The one or two-dimensional section under consideration is simply one period  

of an infinite sequence of data [Bracewell, 1985], The two-dimensional case is shown 

diagrammatically in Figure 52, w ith  the hatched region at the centre of the figure representing 

the array under consideration (the 51 2x51 2 image or similar). The Fourier transform  perceives 

this as replicating infinitely in all directions, so the array represents a single 't ile ' in an infinite 

grid. In other words, the tile on the right of the array is a replication of the array itself, and 

therefore the le ft side of the array must equal the righ t side for there to be no edge mismatch. 

Similarly, the upper edge o f the array must equal the low er edge. It is not suffic ient simply
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Graph 5: One dimensional data weighting functions

to copy the edge values, since this would result in errors occurring further inside the array 

when transform ation takes place. The normal technique which is used to make the array 

periodic is to multiply the data by a window ing function, which gradually reduces the values 

to zero towards the edges. Once the values at the perimeter are zero, no mismatch occurs 

and the Fourier transform is then considered to be a single period. Some one-dimensional data 

weighting functions are shown in Graph 5.

A rectangular w indow  (no w indow) has the value 1 for all bin numbers. The triangular shaped 

w indow  is called a 'Parzen w indow ' w ith  the defin ition50:

Wk = 1 -
/r-0.5(A/-1)

0.5(/V+1)
[80]

where N  is the length of the array (in this case 255) and k  is an integer 0 < /r< 2 5 5 . The 

steeper w indow  w ith  rounded ends at the bottom is called a 'Hanning w indow ' w ith  the 

definition:

cos 2 tik '

AM
[81]

The 'Hamming w indow ' is similar to the Hanning, but does not reach zero at the array ends. 

The third w indow  from Graph 5 is the 'Welch w indow ' w ith  the definition:

W* = 1 -
í /¡--0 .5 (A M ))2
[ 0 .5(A M ) J [82]

The applied w indow  w ill modify the Fourier transform of the data, since it is multiplied in the

50 A 'B a rle tt w in d o w ' has a sim ilar defin ition to  the Parzen w indow .
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Figure 52: Periodic nature of 2D DFT

spatial domain. Multiplication in the spatial domain is equivalent to convolution  in the Fourier 

domain (Equation [65]). This is another reason why the data should be weighted prior to 

Fourier transformation. Since the w indow  function is convolved w ith  the data, no weighting 

function51 convolves the data w ith  a function which has sharp discontinuities at the edges. 

The Fourier transform  of the rectangular function has substantial components at high 

frequencies. Other w indows which offer d ifferent characteristics are discussed by 

Nuttall [1981]. The construction of two-dimensional w indows is relatively stra ightforward. 

Huang [1972] shows that if w(x) is a 'well-behaved', symmetrical one-dimensional w indow , 

then W(x,y) w ill be a 'well-behaved' two-dimensional w indow , where:

= iv(a) six2 + y2 8̂3]

4 .2 .1 .5  Filtering in the Fourier transform domain

The application of a filter in the transform domain can be rather complex. It must be 

appreciated that a multiplication applied to the transform  domain (the application of a filter 

w indow ), is equivalent to a convolution  in the spatial domain (this duality was presented 

w ithou t proof in section 4.2). The most common types of filter to be applied in the Fourier 

transform  domain are the 'ideal' filters. These filters are zero everywhere except in the

H

1

H

1

D, Du u

Figure 53: Ideal filters

51
'No weighting func tion ' is actually a rectangular w indow , since th is  is 1.0 fo r all values inside the range, and 0 .0  

fo r all values outside the range.
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passband, where they are unity. Figure 53 shows three 'ideal' filters; the left is a lo w  pass 

filte r w ith  cu to ff Dol the centre is a bandpass w ith  upper and lower cutoffs Du and D, 

respectively, and the right is a highpass filter. The lowpass filter has the definition:

The bandpass filter is defined:

and finally the highpass filter is defined:

Although these filters are simple to program, they suffer from the fact that the edges have 

sharp transitions. These sharp cutoffs cannot be realised in practice, and this type of filter is 

often referred to as 'noncausal'. The necessary and sufficient conditions that a frequency 

response characteristic H(u) must satisfy in order that the resulting filter w ill be causal 

(realisable) are given by the Paley-Wiener theorem [Wiener and Paley, 1934]:

If h(n) has a fin ite energy and h(n) ~ 0 for n < 0, then:

It
y | In | H(u) 11 du < °°

\u\<D0
otherwise

D,< u< Du 
otherwise

\u\>-D0
otherwise

[84]

[85]

[86 ]

Conversely, if | H(u) | is square integrable and if the integral in Equation [87] 
is fin ite, then we can associate w ith  | H(u) | a phase response 0(c/), so that 
the resulting filter w ith  frequency response:

H{u) = \H{u)\eBM [88]

is causal.

An im portant conclusion drawn from the Paley-Wiener theorem is that the magnitude function 

| H(u) | may be zero at some frequencies, but cannot be zero over any fin ite band of 

frequencies, since this would make the integral infinite. Consequently, any ideal filte r cannot 

be causal. However, in digital electronics, such filters can be applied to stored data. The 

application of an ideal filter characteristically causes 'ring ing ' in the spatial domain. This is 

because the Fourier transform of the filter function has severe sidelobe leakage, which is 

convolved w ith  the recovered spatial data. To reduce the ripples in the spatial domain, a filter
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w ith  a sm oother characteristic is required. An example of a smooth filter is the Butterworth 

lowpass filter:

m
1

1 + 0.414 m .
D0

2 n [89]

Unlike the ideal lowpass filter, the Butterworth lowpass filter does not have a sharp transition 

which establishes a clear cu to ff between the passband and the stopband. This filte r has a 

defined  cu to ff (H(u) = M \  2 when D{ u ) =D0) which is not zero. Depending upon the order of 

the filter (which is given by n), it can allow a fairly large amount of high frequency information 

to pass.

4 .2 .1 .6  Spectral leakage

One of the problems associated w ith  filtering in the Fourier transform domain is the spectral 

leakage. Spectral leakage occurs when a 's trong ' harmonic occurs between  the discrete 'b in ' 

points in the DFT space. The follow ing example illustrates the leakage problem. Consider the 

equation:

y M = 0.8 + 0.2sin 2nx
n

[90]

Suppose the equation is evaluated at 128 equally spaced points ( 0 < x <  1 27), and the Fourier 

transform  of the equation is calculated for different values of n. If n is a multiple of 2, then 

an integer number of cycles w ill occur in the record length, and no leakage w ill occur from 

the spectral point corresponding to the sine wave. This is shown in Graph 6, which is a 128 

point DFT w ith  /? = 8. If the value of n is not a power of 2, then leakage occurs, as shown in 

Graph 7, which has n = 5. Graph 6 corresponds to 16 fringes, hence the spectral peaks appear 

at locations 48 and 80 in the 128 point transformation. Graph 7 corresponds to 25.6  fringes, 

so the spectral peak would be at locations 38.4  and 89.6 respectively. The energy of the 

spectral lines corresponding to the sine wave has been reduced and spread across several 

frequency components in Graph 7, so the peak amplitude is reduced from 0.2  to 0.1501 at 

locations 38 and 90 (the closest locations to the actual peak). Notice the 'sk irts ' o f the 

spectral information, which extend relatively far from the actual peak. Truncation of the small 

components of the skirt at the edge of the transform region causes additional errors, and is 

considered in more detail in Chapter 6.
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Graph 7: DFT of Equation [901 w ith  n =  5

4 .2 .1 .7  Noise and the DFT

Noise is defined as the difference between the actual and detected signal. It can be either 

additive or multiplicative, wideband or narrowband. The degree of noise contamination will 

lim it the overall accuracy to which useful information can be extracted from a signal 

spectrum. The discrete Fourier transform handles relatively large amounts of noise before 

becoming ineffective, as pointed out by Green [1990]. It is beyond the scope of this thesis 

to conduct an in-depth investigation into the noise characteristics of the Fourier transform , 

and any further references to this topic w ill be in the context of error analysis (Chapter 6).

4 .2 .2  Fourier transform analysis with a linear carrier

The Fourier transform method of fringe analysis was firs t reported by Takeda et ai. [1982]. 

The paper proposed considering a two-dimensional fringe field to be made up of slices, any

O)cd
E
<D>

<Dcc

95 Chapter 4



of which could be independently analysed using a one-dimensional Fourier transform 52. 

Macy [1983] extended the method to two-dimensions by considering the entire fringe field 

as made up of slices, each slice being processed again using a one-dimensional Fourier 

transform . The method was advanced further by Bone et at. [1986] to enable two-dimensional 

processing in the true sense, w ith  the use of a two-dimensional Fourier transform , which is 

the method under consideration in this section. Several reviews of the Fourier transform 

techniques have been published, the most useful of which were found to be Kreis [1986], 

Kreis [1987b ], Kreis [1988], Choudry and Kujawmska [1989], Kujawinska et at. [1989b ], and 

Kujawiñska and Wójciak [1991].

Spik [1 987] modified the method to allow non-square and non-rectangular fringe fields to be 

examined, by supplementing the fringe pattern w ith  a matched sinusoidal function. This 

routine was suitable for good quality fringes, but deteriorates when the signal-to-noise ratio 

is decreased. A superior algorithm, proposed by Roddier and Roddier [1987], uses an existing 

method of extrapolation53 for fringe data, to reduce the phase errors at the edges of the 

recovered phasemaps. However, the improved algorithm still operates well in low  noise 

conditions. Kreis [1986] describes a technique of sign determination using tw o  orthogonal 

filtering schemes, w ith  each filter passband occupying half of the data array space54. The 

tw o  resulting phasemaps are unwrapped together and used to determine the sign. A lthough 

this technique appears extremely useful, it can only be applied to low  noise fringes, due to 

the use of a wideband Fourier filter. This is pointed out by Huntley and Benckert [1992a,b] 

who use the filtering method w ith  speckle correlation fringes, which have been 'cleaned up' 

w ith  a correlation fringe averaging algorithm. Green et at. [1988] and Green [1990] have 

studied the effects of increasing levels of random additive noise, and increasingly complicated 

phase function, to images analysed w ith  the Fourier transform method. They conclude that 

the Fourier transform method of fringe analysis is robust in the presence of signal-independent 

additive noise, provided that the phase function is slow ly varying55. Under conditions of no 

noise, the phase function could vary at up to 30%  of the carrier w ithou t any problem.

Malcom et al. [1989] and Burton and Lalor [1989] consider some of the problems linked w ith 

using the discrete Fourier transform (DFT), sampling and w indow ing in the Fourier domain. 

The implications of sampling are basically that the components of the carrier frequency

52The m athem atical theory is presented later in th is  chapter.

-53A Fourier transfo rm  based iterative algorithm  developed by Gerchberg and Saxton [1972 ].

54So, the firs t filte r is the + u  half-plane (right hand half o f the array), the second filte r is the + v  half-plane (lower 
half o f the array).
55

For example, when the variations o f the phase function  are about 5%  o f those introduced by the spatial carrier, 
then the Fourier transform  method gives good reconstructions w ith  a signal-to-noise ratio as low  as 2 .0 .
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resolved in the directions of the detector elements must be such that there are at least two  

samples per fringe in both directions. If this condition is not met, aliasing occurs. However, 

Bone et al. [1986] and Greivenkamp [1987] have shown that in some cases, the carrier 

frequency may exceed the Nyquist frequency w ithout any serious problems. A prior 

knowledge of the experiment allows the aliased frequencies to be mapped into unused areas 

of the frequency domain.

Huntley [1986] compares the use of the two-dimensional Fourier transform  w ith  the 

two-dimensional Walsh transform for the analysis of double exposure speckle photographs. 

It is found that the Walsh transform is much faster to compute than the Fourier transform , 

but that it tends to be less reliable when the modulation of the fringes reduces. However, for 

high modulation, the accuracy of the tw o  techniques is similar. Huntley [1989a] compares 

the two-dimensional Fourier and Walsh transforms w ith  the one-dimensional integration and 

autocorrelation methods, using computer generated speckle photography fringes. Kreis and 

Juptner [1989] consider some of the effects of filtering in the spatial frequency domain. The 

consequence of filter orientation and cu to ff frequencies is considered, and experimental 

results used in illustration. The accuracy of the Fourier transform method of fringe analysis 

is discussed thoroughly in section 6.3.

Returning to the theory, consider a general fringe pattern imaged by a suitable image-sensing 

device. Assume the device has a linear transfer function and that all pixels respond in the 

same way. If the optical stage is free from abberations, the spatial intensity d istribution may 

be w ritten (ignoring noise) [Roddier and Roddier, 1987]:

g(f) = a(f) + tip) cos (#/■)) t91l

The vector r  reflects the spatial coordinates (x ,y ). The functions a ( r ) and b( r )  are the 

background and modulation terms respectively, and g( r )  is the spatial intensity distribution 

imaged by the sensor. The information of interest is the function cp(r), which is the phase 

distribution. If one of the interferometer mirrors is tilted slightly, Equation [91] becomes:

g(T) = a(r) + b(r) cos (2n f Q.r  + 4>(r)) [92]

where the vector f 0 is called the spatial carrier frequency. This is in fact nothing more than 

a two-dimensional adaptation of a standard one-dimensional wave processing technique. An 

analogy would be the modulation of a radio wave signal. The information of interest 

(eg. audio) is made to modulate a carrier wave signal. Modulation of the amplitude of the 

carrier (AM), frequency (FM) or phase (PM) allows the signal of interest to be positioned at 

a specific region of the frequency spectrum. Demodulation of the carrier allows the
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information to be retrieved. The fringe pattern  represents an amplitude and phase modulated 

sinusoid, the recovery of the function <p(r) being a demodulation process. Simple 

trigonom etric identities allow Equation [92] to be w ritten in the form :

g(f) = a(r) + c(r)e2' ^  + c*(r)e"2,t/V [93]

where the function c( r )  is given by:

c(f) = ~ b ( f ) e im  [94]

and c ' ( r )  is the complex conjugate of c[ r ) .

If the rate of variation of the phase function is 's lo w ' compared to the spatial carrier56, then 

the Fourier transform technique can be used to extract it. Denoting the two-dimensional 

Fourier transform  of a function w ith  a capital letter, the Fourier transform of Equation [93] is 

given by:

G (fl)  = A {ft)  + C {ff-P 0) + C ' { - R - F j  [95]

where the vectors R and F0 represent the spatial frequency coordinates (u,v) and the 

coordinates of the carrier frequency respectively. The function g( r )  consists of real positive 

numbers if the fringe field is stored in a digital image processing device. The Fourier transform 

of a real positive sequence is a particular type of complex sequence called conjugate 

symmetric or Flermitian (see Table 4) w ith  the basic property:

G(fl) = G'( -f i )  [g6]

It can be seen from Equation [95] that in the Fourier domain, the spatial frequency information 

w ill consist of three d istinct regions, the function A(R)  centred on the origin and containing 

the background and low frequency information. The functions C(R-F0) and C '(-R -F0), are 

offse t from the frequency origin by | F0 | , and contain the phase information. If c{ r )  is a 

bandlimited function w ith  cu to ff frequency f c, and | F0 | >  f c, then c(7) may be determined 

unambiguously. The application of a suitable filter in the Fourier domain allows either C(R-F0) 

or C'(-R -F0) to be removed, thereby destroying the Hermitian nature of the data. It is 

unim portant which of the tw o  functions is filtered out, since they contain the same 

information. Conventionally, the conjugate function is always filtered out, together w ith  the 

function A(R).  The filtering process is discussed in more detail later in the chapter.

56See Green [1990 ] fo r details of the ratio o f required phase to  spatial carrier.
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As an example, consider the fringe pattern shown in Image 19. This example is of a linear 

carrier fringe field w ith  a large discontinuity in the centre of the image. The fringes were 

generated by tilting one of the mirrors of an in-plane ESPI system. The central 64x64 points 

of the two-dimensional Fourier transform modulus are shown in Figure 54 (the DC peak has 

been scaled in this diagram). The application of a filter in the Fourier domain, as explained 

earlier, allows one of the 'fringe peaks' to remain, as shown in Figure 55. The computation 

of the inverse two-dimensional Fourier transform of the data remaining in Figure 55 results 

in the 'wrapped phasemap' shown in Image 2 057. The greyscale representation of the 

wrapped phasemap58 indicates principle phase (0 to 2tt), where black represents 0, and 

white 2 t t . A binary mask, shown in Image 21, is applied to the image, to distinguish the valid 

and invalid data regions. This mask was generated using a standard image thresholding 

technique, and was 'tidied up' using the PC mouse. The wrapped phasemap w ith  the invalid 

data masked is shown in Image 22. As stated, Image 19 was generated by tilting one of the 

mirrors of an in-plane electronic speckle pattern interferometer. These fringes therefore 

contain no useful information, and are the two-dimensional spatial carrier represented 

mathematically in Equation [92], The application of a load to the specimen would modulate 

(distort) these fringes, and can be measured by comparing the t ilt  fringes w ith  the modulated 

t ilt  fringes. * 5

57Note the 'f illin g ' o f the discontinuous region w ith  phase data. The reason fo r th is  is explained in section 4 .2 .4 .

5SRefer to  section 4 .3  fo r a discussion of wrapped and unwrapped phase data.
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Figure 55: Filtered spectrum
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After filtering, the function C(R-F0) remains. This function contains both the phase and the 

spatial carrier term ~F0. The carrier term must be removed to yield correct phase information. 

Removal can take place in either the spatial or spatial frequency domains, which is dealt w ith 

in the fo llow ing tw o  sections.

4.2.2.1 Tilt removal in the spatial frequency domain
Takeda et al. [1982] removed the carrier phase by translating the function C(R-F0) to the 

frequency origin, yielding C(R), and then by computing the inverse Fourier transform , as 

illustrated in Figure 56. This method suffers from three main problems which lim it the 

accuracy to which the phase may be determined:

•  the fringes must be linear and equally spaced for the translation to be possible.

•  an integral number of fringes must be added by the tilting process in order for the 
spatial carrier frequency to equal an integer.

•  the amount of t ilt  must be determined accurately.

Fringe 
pattern 

(w ith tilt)
2D FFT Filter

Translate 
fringe  data

Figure 56: T ilt removal in the Fourier domain

Since the method proposed by Takeda et at. was one-dimensional, only one component of the 

heterodyning frequency could be removed. Also, the carrier frequency and scan direction had 

to be chosen so that the other component was zero. The mathematical reasoning behind this 

idea is relatively straightforward. From Equation [95], the application of a filter in the 

frequency domain can remove the low frequency background variation A(R)  and the function 

C'(-R -F0). The remaining function after filtering, G'(R) is given by:

G'(ft) = C{R-P0) [97]

W hilst still in the Fourier domain, the bundle of information containing the function C[R-F0) 

can be translated by F0 to the frequency origin, yielding the new function G"(R):

G"(/?) = C{R) [Q8i

Computation of the inverse two-dimensional Fourier transform of Equation [98] gives:

g"(r) = 0(0 [ " J
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Equation [94] shows that the modulation and phase terms are now available. It fo llow s:

4>(T) = tan 1 lm[c(r)]
Re[c(r)]

[100]

Where Re and lm are the real and imaginary operators respectively. The modulation may also 

be extracted:

b i n  = 2 1 c ( n [ 101 ]

4 .2 .2 .2  Tilt removal in the spatial domain

Bone et al. [1986] arranged the interferogram so that some region was free from fringe 

information, and computed the amount of t ilt  in this region using a least-squares f it  to an 

inclined plane. The t ilt  was then removed by direct subtraction of the plane (see the upper 

diagram of Figure 57). One of the drawbacks of this method is that the carrier fringe field may 

not be uniform over the entire frame. This could be the case if the response of the imaging 

device was not uniform throughout the active area. Another method of t ilt  removal, discussed 

by Green [1990], is the multiplication of the unwrapped phase data by a conjugate 

exponential function59. However, this method requires a highly accurate measure of the 

amount of tilt, which can be both d ifficu lt, and prone to error. One method used to overcome 

this problem is examined by Huntley and Field [1989], The tilt is removed in essentially the 

same way as Bone et a!., except that instead of calculating the t ilt  from an unused area of 

the interferogram, it is measured by recording the carrier field prior to deformation. This 

means tha t the carrier fringe pattern need not contain an integral number of fringes across 

the field, nor must they be equally spaced. This method involves tw ice the number of forward

Figure 57: Three methods of t ilt  removal in the spatial domain

59Refer to  Equation [63],
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and reverse Fourier transform operations, since the process must be applied to tw o  images 

instead of one, for each test. However, a tilt value for each pixel location is computed 

uniquely. This process is illustrated in Figure 57 (lower diagram). The analysis is similar to the 

previous section, except that the data is no t translated in the Fourier transform  domain. The 

filter applied in the spatial frequency domain yields the function G'{R) (Equation [97]). The 

function g ' ( r )  is computed by application of the inverse two-dimensional Fourier transform 

to function G’(R) form ing (again, refer to Equation [63]):

g \T )  = c { r )e Znlf°rT [ 102 ]

As stated, if the carrier frequency term f 0 can be measured or calculated (for example by 

measuring the t ilt  angle of the mirror), then multiplication of the function g'Cr) by the 

conjugate exponential would give the function g " ( r ) = c [ r ) ,  (the same as result as obtained 

in Equation [99]), and the modulation and phase terms would be available. However, in many 

cases it is either not possible or extremely d ifficu lt to obtain a reliable estimate for ~f0. 

Therefore, using the carrier pattern  alone to compute the t ilt  phase is the most versatile 

algorithm, although it is computationally inefficient. The carrier phase, once computed, is 

subtracted from the modulated phase, resulting in the final phasemap (Figure 57). Once the 

function c ( r ) is obtained, extraction of the phase information is identical to tha t used in 

section 4.2.2.1 (Equations [99] - [101]).

4.2 .3  Fourier transform analysis with a sectored concentric carrier
The experimental system used in this research programme generates curved, instead of linear 

fringes. The mathematical treatment of the Fourier transform method of fringe analysis is 

basically the same as described in section 4 .2 .2 . The main difference however, is that the 

spatial carrier frequency is no t constant when various directions through the fringe pattern 

are considered (when working in a cartesian coordinate system). A simple change of 

coordinate system is not easy to effect, since this would require the computation of the 

two-dimensional Fourier transform in cylindrical coordinates.

Consider Equation [92], if the t ilt added to the interferogram is generated using a non-plane 

m irror, then the spatial carrier frequency vector f D w ill vary w ith  position. If the unit vectors 

along the x  and y axis are denoted by 7 and ~f respectively (Figure 58), then:

f0 = p T + q f  [103]
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P X
Figure 58: Radial carrier

where:

p = /7.cos0  q = h.s\nQ h = \Jp2+q2 [104]

Suppose that the added t ilt  generates fringes which are concentric circles (or sections of 

concentric circles). Then as the angle 6 is altered, the value of h remains constant if the origin 

of the coordinate system is aligned w ith  the centre or extrapolated centre of the concentric 

fringes. This means that the magnitude of the t ilt  remains the same as d ifferent angles 

through the fringe pattern are considered. Introducing polar coordinates into the Fourier 

transform  pair and defining the two-dimensional discrete Fourier transform of f (x,y)  as F(u,v), 

we have:

x  = /7.cos0 y  = /?.sin0 u = co.cos4> v = w. sin<J> [105]

So, the transform pair f (x,y)  and F(u,v) are transformed to f (h,6) and F(cu,<p) respectively 

[Gonzalez and W intz, 1987]. It can be shown by direct substitution in the discrete 

two-dimensional Fourier transform that as the angle 9 is varied, a corresponding variation in 

the angle <p occurs, but uj  remains unchanged. Flence, a concentric or sectored concentric 

carrier fringe field generates a circle or 'crescent' around the zero frequency origin, the radius 

of which is proportional to the amount of tilt, as shown in Figure 59. In Figure 59, the upper 

diagram is an example of a fringe pattern that could no t be analysed using the Fourier 

transform  method of fringe analysis. This is because the method relies on destroying  the 

Hermitian nature of the data, which is impossible here, since any point in the Fourier domain 

cannot be said to be part of C or C" (see section 4 .2 .2). Also, had the fringes in the lower 

example been of a higher radius of curvature, such that the right hand side of the image 

would form  a diameter through the fringes, then this image also could not be analysed using 

Fourier transform  methods for the same reason as the upper image. This is stated as:

"The centre of sectored concentric fringes must fall beyond the lim its of the 
fringe field in order to adequately separate the Flermitian data in the Fourier 
domain."

Ru et al. [1988, 1989] have used both the two-dimensional Fresnel transform  and the 

two-dimensional Fourier transform to analyse circular fringe patterns. Their use of the Fourier
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Image 2D DFT

transform  [Ru e ta !., 1989] appears somewhat ambiguous, since it is unclear whether the 

computations were performed in cartesian or polar coordinates. Also, they appear to have 

made the assumption that the fringe field is perfectly symmetrical about the vertical, and have 

reconstructed only one ha lf o f the phase map. This would mean that tw o  d ifferent phasemaps 

would be obtained depending upon which of the functions C or C* is filtered out (see section 

4 .2 .2 ), which obviously cannot be correct for the most part. The application of this method 

of analysis to ESPI type fringes would almost certainly fail, due to the large amount of 

background noise (speckle) and the use of an extremely tigh t Fourier filtering w indow . 

Computation of the two-dimensional Fourier transform of sectored concentric fringes using 

cartesian coordinates means almost inevitably that the removal of the spatial carrier must be 

performed in the spatial domain. Removal in the Fourier domain would require 'shrinking ' of 

the fringe information towards the zero frequency, a problem fraught w ith  practical d ifficulties 

when applied to the discrete Fourier transform case.

4 .2 .4  Incomplete fringe fields

One of the major problems w ith the Fourier transform method of fringe analysis arises when 

there is a discontinu ity  w ith in  the fringe field. A discontinuity is a region w ith in  the fringe field 

which contains no fringe information, or a region w ith  a sudden change of fringe frequency. 

Examples of these are shadows, shock waves in flow  patterns, and physical surface features 

which result in 'dead' zones. A discontinuity represents a rapid change in conditions, and will 

therefore be 'rich ' in high frequency components [Lynn, 1973]. The Fourier transform  of a 

d iscontinu ity w ill cause 'ripples' to occur in the frequency domain, the amplitude of which will 

increase towards the edge of the discontinuity. In one-dimension, this is illustrated by 

Graph 8, which shows the ripples occurring in the Fourier transform domain after computing 

a 128 point transform of the pulse function:

y M
16<x<112
otherwise

[106]
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Graph 8: Ripples from a discontinuity

In order to reconstruct accurately the pulse function from its Fourier transform , the high 

frequency  information would be required in to shape the rapidly rising edge of the pulse. 

Hence, a wideband Fourier filter would be employed to retain such information. In relation to 

fringe analysis, the data close to a discontinuity w ill be less reliable than the rest of the data. 

It is w orth  noting that the boundaries of the field also form a d iscontinuity, as explained in 

section 4 .2 .1 .4 . Furthermore, the method employed to reduce the errors at the edges of the 

field cannot be applied to regions inside the field. The fo llow ing diagrams illustrate the ringing 

effect of a discontinuity w ith in the fringe field. Image 23 shows a field of 12 vertical cosine 

fringes. Image 24 shows the two-dimensional Fourier transform of Image 23 (logarithmically 

scaled). Image 25 shows the same data as Image 23, but w ith  a large circular d iscontinuity 

(radius of 100 pixels) at the centre. Image 26 represents the Fourier transform of Image 25, 

showing the 'ripples' in the Fourier domain. Image 27 shows the same data w ith  a medium 

discontinu ity (radius 50 pixels). Image 28 shows the Fourier transform of Image 27.
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Discontinuities which are very small in comparison to the array size can also generate large 

amounts of ringing. This is shown in Image 29, which has a small d iscontinu ity (pixel radius 

of 10) at the centre. Image 30 is the two-dimensional Fourier transform of Image 29. Several 

methods have been proposed to overcome this problem, but none appear successful in dealing 

w ith  noisy speckle fringes. The most straightforward method involves copying the data from 

the edges of the discontinuity into the 'bad' region. A more sophisticated method is based 

upon the technique of error energy reduction [Gerchberg and Saxton, 1972]. The Gerchberg 

Saxton iterative algorithm for analytical function extrapolation has been employed by Roddier 

and Roddier [1987] to replace the data lost by shadows in a telescope (the iterative nature

Figure 60: Gerchberq Saxton algorithm

of the algorithm is shown in Figure 60). It consists of moving back and forth  between the 

Fourier transform and spatial domains. On each pass of the algorithm, the original fringe data 

is replaced in the image, but the erroneous data is unaltered. The difference between the 

actual data and the extrapolated regions (the error energy) reduces on each iteration. 

Typically, three or four iterations result in a reasonable extrapolation for low  noise fringes. 

Image 31 shows the extrapolation of a simulated fringe pattern w ith  a large d iscontinuity 

(Image 25) after only a single iteration of the algorithm. Three iterations of the algorithm 

result in the reconstruction displayed in Image 32. The reconstruction is good providing the 

fringes have a low noise content.

Image 31: Image 25 + 1 iteration Image 32: Image 25 4 3 iterations
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4.2.4.1 Domain detection
A general fringe field w ith  a carrier frequency, but w ithou t noise, was represented by 

Equation [92] on Page 97. The term b( r )  is a measure of the local contrast of the fringes, and 

can be used to determine if valid fringe information exists at a particular pixel location. To 

measure the local fringe modulation, a thresholding technique could be applied, such as:

if Hr) > T Valid
K '  [107]

if b(r) < T Invalid

The Fourier transform  method automatically generates the fringe modulation data as a 

by-product of the phase extraction process, as indicated in Equation [101]. A lthough this 

technique seems useful, in the case of electronic speckle pattern interferometry, the use of 

very tigh t Fourier transform filters causes edges to be 'smeared' due to the loss of high 

frequency information. Another interesting method, described by Paler and Bowler [19 8 6 ]60, 

uses Gabor filters for determining the fringe pattern carrier frequencies. Fringes are detected 

by a convolution of the Gabor sine and cosine filters w ith  the image. A variation in the filter 

frequency and orientation is required before the convolution, and results in a peak in the graph 

of Gabor energy for valid fringe data. The presence on this peak indicates valid fringe 

information, the fringe direction and frequency are the same as the filter. This type of fringe 

detection scheme works on the actual image data of the fringes, unlike the previous 

technique.

4 .2 .5  Subpixel manipulations

The degree of correlation between tw o  speckle patterns is reduced if one of the patterns 

undergoes a rigid body shift w ith  respect to the other. In this case, the correlation can be 

increased by performing a subpixel shift [Tian and Huhns, 1986; Slud, 1988] of one o f the 

patterns, prior to correlation. The follow ing example shows the result of a subpixel 

translation. Image 33 shows a fringe pattern formed from tw o  speckle patterns, one 

physically shifted w ith  respect to the other. The Fourier transform of Image 33 is shown in 

Figure 61. The tw o  'lobes' corresponding to the fringe information can barely be resolved. A 

linear subpixel interpolation and shift applied to one of the speckle patterns, results in the 

fringe pattern shown in Image 34, w ith  the Fourier transform shown in Figure 62. In this case, 

the speckle pattern was shifted by 1.53 pixels to the left, since the physical shift was to the 

right.

60See also Bowler and Paler [1986 ].
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4.3  Phase Extraction

The extract of the phase data from a fringe field is the ultimate aim of the Fourier transform 

method of fringe analysis (as explained in section 4 .2 .2). Equation [100] describes the basis 

for the phase retrieval. The use of an arctangent function in this computation results in a 

'w rapped' phasemap, in which all the phase values are in the principal range ( - t t  to n ) .

4.3.1 Wrapped phase

As stated, the problem of wrapped phase arises from the use of an arctangent function in the 

computation of the phase. Any value of the phase outside the principal range (- t t  to  + rr) w ill 

be mapped by the arctangent function, back into the principal range. For example, consider 

Figure 63, which shows the wrapped phase (lower) for the function <p(x) = 8nx over the range 

0 ^ x < 1  (upper). The wrapped phase is o ffset by rr, so the principal range is transformed
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(0 to 2/7). Discontinuities can be seen in the phase when it approaches 2/7. The problem of 

phase unwrapping (section 4.3.2) involves the construction of a function which allows the 

discontinuities to be removed. For example, the function shown in the middle of Figure 63 is 

known as the offset phase function [Takeda et a/., 1982],

All fringe analysis phase extraction methods, and several 'apparently' unrelated technologies, 

generate wrapped phase. Several authors have reported ways of unwrapping the phase for 

many d ifferent applications, since it is not limited to interference fringe analysis. The problem 

is common when a phase modulated sinusoid w ith  a large degree of modulation, is analysed.

4.3 .2  Phase unwrapping

A typical approach which is often used to unwrap phase (Shafer's a lgorithm ) is to compute 

the principal values using an arctangent routine, and then to unwrap by adding or subtracting 

multiples of 2/7 to the principal values, until all the discontinuities are removed 

[Tribolet, 1977]. The algorithm relies upon detecting the discontinuities, which is 

accomplished by comparing adjacent values. Whenever the difference is greater than a 

specified threshold, a discontinuity is present. It is pointed out that correct phase unwrapping 

can only be achieved if the sampling rate is suffic iently high, such that any rapid changes in 

the phase are not confused w ith  discontinuities. In other words, the Nyquist sampling lim it
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must apply to the phase in order for it to be recoverable. If the fringes are sampled w ith  less 

than tw o  samples per fringe, the phase cannot be unambiguously recovered. Tribolet [1977] 

proposed an algorithm for use w ith  speech, seismic and lunar data. This 1D homomorphic 

signal processing technique arose from the need to compute the complex cepstrum61, which 

used information from both the derivative of the phase and principal phase value. This 

adaptive numerical integration technique worked by selecting the best phase value from a 

selection of several possibilities at each point. The selection is performed by using an estimate 

of the phase from numerical integration of the phase derivative. Osten and Hofling [1990] 

review some of the basic methods of phase unwrapping, in addition to discussing some of 

the problems associated w ith  the sampling theorem, object discontinuities, noise and 

unsteady phase fields.

Itoh [1982] discusses the phase unwrapping problem w ith  reference to fast implementation 

on a digital processor. He concludes that the phase tracking algorithm  [Mertz, 1979,1981] 

can be implemented using three simple operations; differentiating, wrapping and integrating, 

and that realization and execution on a digital processor is possible in almost real time. The 

technique used by Takeda et ai. [1982] is based on a standard method of unwrapping. It 

involves scanning along each row in turn. When the phase difference between a pixel and its 

predecessor is greater than t t , 2n \s either added or subtracted from all pixels in the remainder 

of the row. A lthough this method is computationally very efficient, the im m unity to noise is 

extremely poor. If a single pixel in the row is invalid (erroneous), then all the remaining pixels 

in tha t row are also affected.

The Cellular-Automata method of phase unwrapping was proposed by Ghiglia et al. [1987], 

and is more robust than Shafer's algorithm, but computationally prohibitive. Cellular automata 

are simple, discrete mathematical systems that can exhibit complex behaviour resulting from 

the collective effects of a large number of cells, each of which evolves in discrete time steps 

according to simple local rules [Wolfram, 1983]. The algorithm typically requires hundreds of 

iterations, each iteration involving the entire image. The paper includes an example showing 

512 principal valued samples, which is finally unwrapped after 3468 iterations involving the 

entire data set. The increased computer power available to small computer users may 

eventually make this algorithm viable.

Another robust algorithm, proposed by Gierloff [1987], subdivided the array into small 

regions, each of which contained no phase ambiguities. These regions were then phase

61 The inverse Fourier transform  of the log of the Fourier transform  of a sampled data signal.
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shifted w ith  respect to one another to minimise the number of inconsistent boundaries. This 

is the basis of one of the most popular methods of phase unwrapping, developed by Towers 

et al. [1989 ], which is a path independent technique called the tile unwrapping algorithm . In 

this technique, the domain of the fringe field is subdivided into tiles62, each of the same size. 

Each tile is processed independently, and if the consistency of the phase is suffic ient across 

the tile, then it is accepted for further processing, otherwise it is discarded. A 'm inimum 

weight spanning tree' is then used to connect the tiles together.

Another algorithm, proposed by Huntley [1989b], overcomes many of the error spread 

problems associated w ith  conventional row/column unwrapping techniques, and is also 

computationally efficient. Huntley argues that the unwrapped phasemap of a two-dimensional 

phase field should be unique. In other words, whichever unwrapping route is chosen through 

the phase field, the resultant phasemap should always be the same. Error propagation in 

conventional row/colum n techniques is dependant upon the order in which the map is 

unwrapped. The algorithm developed by Huntley computes barriers across which unwrapping 

is prohibited, and is therefore compatible w ith  any unwrapping strategy. Brown [1991] 

presents a similar phase unwrapping system developed for complicated automotive structures, 

which contain many sheared phase fringes. The rectilinear path phase unwrapping algorithm  

is similar in some respects to the noise immune algorithm of Huntley, since it performs a 

consistency check around very small segments in the phase map (typically 2x2 regions) and 

then unwraps along a path based upon the results of the check. It therefore decides the route 

through the data based upon 'm icro rules' rather than 'macro rules'.

The flood unwrapping algorithm  developed by Vrooman and Maas [1989] relies on invalid 

pixels being marked prior to unwrapping. The unwrapping system then 'floods ' from  a start 

point, around the invalid regions until the entire field is unwrapped. This algorithm is 

discussed in the next section.

4.3.2.1 Flood unwrapping algorithm
The flood unwrapping algorithm is presented by Vrooman and Maas [1 989]. It receives special 

attention here because it is the technique used to unwrap the phase maps in this thesis. A 

more detailed explanation of this algorithm is given in the thesis of Maas [1991a], from  which 

Figure 64, and the basis of the fo llow ing description are taken.

62Tow ers e t at. explain th a t since the m ost d istorting e ffects are localised, a regional based approach o ffers many 
advantages over a global based unwrapping system.
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Figure 64: Flood unwrapping algorithm

Figure 65: Flood unwrapping algorithm flow chart
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The flood unwrapping algorithm is built upon a one-dimensional queue structure. A start pixel 

is located w ith in  the field to be unwrapped, the areas of invalid (bad) data having been 

previously flagged. All other pixels are unwrapped w ith  reference to this pixel. The 

coordinates of the four adjacent neighbours of the start pixel are placed in the queue if they 

are not flagged as invalid (Figure 64a). The firs t of these four pixels is taken from the queue 

and unwrapped by comparing it w ith  the average of all its valid neighbours (up to four pixels 

if all are valid). If the pixel needs adjusting, I n  is either added to or subtracted from  the pixel 

until the average phase value of all the unwrapped pixels in a 3x3 neighbourhood is less than 

n, in which case the current pixel is marked as unwrapped. The next pixel at the output side 

of the queue is taken as the 'current pixel'. The pixel coordinates of new valid pixels 

surrounding the current pixel are placed at the input end of the queue, and all data is moved 

to the output side by one location. The process continues until the queue is of zero length, 

in which case the entire field is unwrapped (Figure 64d). Any regions which do not have at 

least one pixel w idth route into them will be excluded from the unwrapping. Any such regions 

must either be marked as invalid or unwrapped independently. A flow chart of the flood 

unwrapping algorithm is shown in Figure 65. Continuing w ith  the example initiated on 

Page 100, the application of the flood unwrapping algorithm to the wrapped phasemap shown 

in Image 22 produces the unwrapped phasemap shown in Image 35, w ith  a 3D representation 

of the greyscale phase displayed in Figure 66 (the data has been 'flipped ' le ft-to-right for 

display purposes. This is the case for all the 3D unwrapped plots included in this thesis).

4.4  Displacement data extraction
The extraction of strain data from the phase data was discussed in section 2.2. It must be 

noted that the fringe analysis system described here w ill only provide the radial strain, the 

tangential (or hoop) strain cannot be measured. The radial displacement is proportional to the
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phase in a radially sensitive in-plane interferometer (section 2 .1 .2 .1 ). Once the relative phase 

has been extracted, multiplication by the sensitivity vector converts the phase to 

displacement. In the case of the rotating specimen tests, the magnitude of the sensitivity 

vector is constant at all pixel locations (since it is given by the wavelength and incidence 

angle only). The direction of the vector is found by referencing the centre location of the 

specimen disc. The gauge length over which the strain is to be measured is translated to a 

pixel count (using the ratio of the number of pixels per metre), and the displacement data 

from those pixels, starting from a desired location, and in the direction of the sensitivity 

vector, is recorded. A linear least-squares fit is applied to the data, to obtain the best f it  line, 

and the gradient of the line is measured. The physical change in the displacement between 

the ends of the line is divided by the distance between the ends of the line, giving a direct 

measure of the strain.

4.5  Computer software
The computer software developed for this research project was w ritten using the M icrosoft 

C compiler (version 6.0), and later the M icrosoft C + +  compiler (version 7.0). The software 

was developed to run under the M icrosoft DOS (MS-DOS) operating system (version 5.0), and 

to interface specifically w ith  the Imaging Technology VS100 768/2 frame store. An image 

processing link library (ITEX version 2.0) was used to interface w ith  the frame store. The 

hardware interface instructions to the electronic control unit were issued via an Amplicon 

Liveline PC36AT card. The software is not compatible w ith  either ANSI or UNIX standards, 

since specific DOS calls are used extensively. Also, the large amount of data generated in the 

computation of a two-dimensional Fourier transform requires the use of extended memory 

(see Appendix A, section A .3), which is unique to DOS based machines. Additionally, the 

software is incompatible w ith  the WINDOWS operating system.

The software philosophy used is that of the parent/child  approach. Each application is w ritten 

as a separate 'stand alone' program, to which parameters are transferred using the DOS 

command line interpreter. For example, to read an image from the disk into the framestore, 

the program 'READIMG' is used, which requires tw o  parameters: the image name and the 

image page, to load into. The program is unloaded from the memory upon completion of its 

task. This approach allows a 'parent' program to 'spaw n' other programs in much the same 

way as a main program calls subroutines or functions, and has many advantages over the use 

o f a large program w ith  many subroutines: •

•  A t any one time, there are only tw o  relatively small programs in the computer 
memory. Thus, each application can allocate more memory.
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•  The modification of a child program does not require the recompilation of the 
rest of the suite (crude object orientated programming).

•  The child program can be run alone, which is useful for debugging.

•  Simple DOS batch files can be created to perform repetitive tasks.

In the fo llow ing few  sections, only the most important computer programs are discussed, 

since over 300 programs were w ritten for the project, but most performed rather triv ia l tasks. 

A detailed knowledge of the IBM AT type computers is required to understand the 

term inology, the fundamentals of which are described in Appendix A.

4.5.1 Computation of forward 2D DFT
No software existed to compute large two-dimensional Fourier transforms on a PC at the time 

this software was developed, thus a routine was w ritten explicitly to perform the task, the 

flow chart of which is shown in Figure 67. To make the routine viable, RAM memory rather 

than disk had to be used to store intermediate variables63. A simple calculation for a 512

Figure 67: Forward Fourier transform program flow chart

63A single fo rw ard  512 square tw o  dimensional Fourier transform  w ould require over one half m illion disk I/O 
operations. Random access memory is at least 10 ,000  tim es faster than disk.
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square two-dimensional Fourier transform yields the amount of RAM memory required for 

storage. A 51 2 square array is 262 ,144 points, and at each point, the Fourier transform  yields 

a real and imaginary floating point number. For M icrosoft C, 8 bytes are required per double 

precision floating point number. So, the total memory required to store the data is 

262 ,144  x 8 x 2 = 4 ,194 ,3 04  (exactly 4MB). Single precision floating point was initially 

used, but it was found to give slight errors64, the actual significance of which was not 

determined. Section 4 .2 .1 .2  explains how the two-dimensional Fourier transform  can be 

computed by using a one-dimensional fast Fourier transform algorithm. The one-dimensional 

algorithm is presented in Appendix B, section B.1. Appendix A, section A .3 explains the 

extended memory addressing used on 80x86 computers.

Data storage in extended memory causes the execution speed of the program to reduce (as 

compared w ith  data storage in conventional memory). Also, the computation of the rows of 

the Fourier transform is considerably faster than the computation of the columns, because 

the extended memory is treated like a linear data array. Two 2MB blocks of extended memory 

are opened, referred to as REAL and IMAGinary in Figure 67. The 512x51 2 data array for one 

of the extended memory blocks is shown in Figure 68; each square represents 8 bytes. To 

read one row of data, tw o  calls to the extended memory driver w ith  the length set to 4 ,096  

bytes (since 512 x 8 = 4,096) are all that is required (one for real and one for imaginary). 

However, to get a column of data, 1,024 calls to the extended memory driver w ith  the length 

set to 8 bytes are required (since the vertical data points are separated by 512 values). Each 

call o f the extended memory driver causes the processor to be mode sw itched, which is time 

consuming.

1 2 3 4 5 6 7 8 505 506 507 508 509 510 511 512

Figure 68: Extended Memory structure

64When an image is transform ed then inverted, it should result in exactly the same image. However, w hen the 
recovered image w as subtracted from  the original, a null fie ld did not remain.
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The offset pointer for any double precision data point in the extended memory is:

Offset pointer = (long)x*8L  + (long)y*4096L  [108]

where 0 <  x ,y  < 5 1 1 ,  and are the coordinates of the required double precision data point 

value. The offset pointer points to the start byte in extended memory of a single data point 

or row of data points. The 'L ' after the numbers is standard C term inology for a number 

stored in long format.

Returning to the description of the program (flowcharted in Figure 67), the initialization 

process checks the available memory on the computer. If there is less than 4MB of extended 

memory available, or more specifically less than tw o  2MB blocks available66, the program 

terminates. If the test passes, it then converts the image in the VS100 into double precision 

and stores this in the REAL block in the XRAM. The IMAGinary block is zeroed. The firs t pass 

of the program reads the row data sequentially from the XRAM. Alternate points are negated 

to give half period reordering (see section 4 .2 .1 .3 ). The one-dimensional fast Fourier 

transform  algorithm is applied to the data. The transformed data (which is now complex) is 

copied to the extended memory, overwriting the row under consideration. When all rows of 

the image have been transformed, the program transforms the columns. The complex column 

data is read from the extended memory, transformed, and overwrites the same memory space 

in extended memory. Once the complete transform is computed, the spectral density is 

computed and displayed on the VS100. Many image spectra decrease rapidly as a function 

of increasing frequency and their high frequency terms have a tendency to become rather 

obscured when displayed in image form. For this reason, tw o  spectra are computed and 

displayed in pages 0 and 1 of the VS100. The firs t is the standard spectrum scaled to f it  the 

dynamic range of the framestore (this spectrum is | F(u,v) \ ). The other is called the 

logarithm ic spectrum, and compensates for the display d ifficulties. The logarithm ic spectrum 

is defined as:

D{u,v) = log(1 + |F(i/,v^|) [109]

Equation [109] preserves zero values in the frequency plane since D (u ,v)=  0 when 

| F(u,v) | = 0 . It should be stressed that the Fourier transform data is in no way altered, only 

the method of displaying the data is changed. All o f the Fourier spectra shown in th is thesis 

were processed using Equation [109] unless otherwise stated. Once the spectral density is 

displayed, the operator can manually apply a frequency space filter using the system mouse. 65

65Some advanced memory management systems w ill allocate 'fragm ented ' memory as a single block. However, th is 
type o f m em ory is not recommended for th is application. Therefore, the program checks fo r the largest b locks rather 
than absolute available RAM.
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4.5 .2  Filtering in the Fourier domain
The VS100 framestore has four overlay planes, thus every pixel in the frame memory can be 

marked w ith  sixteen different 'flags '. The overlay planes of the VS100 are used to flag points 

to be included in the passband of the Fourier domain filter. The points in the REAL and 

IMAGinary arrays, which correspond to points inside that passband, remain unchanged, those 

outside are multiplied by zero. A lthough complex filters were described earlier in the chapter 

(section 4 .2 .1 .5 ), it was found that for the very tigh t Fourier filters used in speckle type 

images, the difference between an ideal passband filter and some of the more complex filters 

was insignificant. The extent of the w indow  is determined by the operator, using the PC 

mouse and a library of standard shapes. The w indow  is constructed around  the required 

frequency space information, as shown in the typical Fourier domain filter of Figure 69.

Figure 69: Typical Fourier w indow

An example of loose filtering is shown in the fo llow ing diagrams. Image 36 shows a typical 

fringe pattern from a rotating disc. The 3D plot of the modulus of the Fourier transform  is 

shown in Figure 70. The application of a 't ig h t' Fourier filter produces the spectrum shown 

in Figure 71. The wrapped phasemap, computed from the filtered spectrum, is shown in 

Image 37. It is worth noting that since the filter removes high frequency information, then the 

d iscontinu ity (hole) in the fringe field is almost completely smoothed out. A less tigh t filter, 

producing the spectrum shown in Figure 72, allows a greater proportion of the high 

frequencies to pass. The resultant wrapped phasemap is shown in Image 38. Notice that the 

hole is now starting to reappear, due to the introduction of higher frequencies in the 

passband.
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4.5 .3  Computation of inverse 2D DFT
The computation of the inverse 2D DFT is substantially faster than the computation of the 

forward transform , because the Fourier filtering process reduces considerably the number of 

columns which need to be transformed, and therefore increases the execution speed of the 

program. The process of inverse transformation uses the same one-dimensional fast Fourier 

transform  algorithm as the forward transformation (see section 4 .2 .1 .1 ). A flow chart of the 

program is shown in Figure 73. Initially, the program ensures that the data in the extended 

memory blocks is valid, and that a Fourier transform filter has been applied to it. Once this

Figure 73: Inverse Fourier transform program flow chart

is complete it checks all the columns, and those which do no t have a filter overlay 'fla g ' in 

them are zeroed. The program determines the upper (U) and lower (L) lim its of the horizontal 

extent of the filter, since only the columns between L and U need to be processed. The 

complex column data is read sequentially from the extended memory for all the columns 

which do have a filter overlay 'flag ' in them (between L and U). The imaginary component of 

each column is negated and the inverse fast Fourier transform algorithm applied, after which 

sequence reordering is then applied. The transformed data overwrites the columns in the 

extended memory. The second pass of the inverse routine reads all the rows sequentially and
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transforms them (again negating the imaginary component of each number). Finally, the 

real/imaginary data of the inverse transformation is converted to modulus/argument data using 

normal complex number theory. It is noted here that the argument data is computed from the 

ratio of the imaginary to real components:

Arg = tan-1 S
St

[ 110 ]

which is the same as Equation [100], hence the origin of the wrapped phasemap. The 

wrapped phase data is scaled and displayed on the VS100 screen.

4 .5 .4  Phase unwrapping
The basic flow chart for the flood unwrapping program is shown in Figure 65. Initially, the 

program checks the extended memory for the ARGument data generated by the inverse 

Fourier transform  program. If this data is unavailable, the program term inates, otherwise it 

asks the operator for the threshold value to be used for determining if a phase discontinuity 

exists, which is normally n. It then performs a raster search of the data field to discover if any 

regions of invalid data have been previously 'flagged'. If it fails to find any, it prompts the 

operator for any invalid regions to be marked. The PC mouse is used to 'pa in t' erroneous 

regions, which w ill be excluded from the unwrapping procedure. An advanced 'pa in t' program 

was w ritten which allows various 'brush' sizes, fills and shapes to be used. Once this is 

complete the program asks the operator for the start pixel location. This can be entered either 

as pixel coordinates in the VS100 coordinate system, or by using the computer mouse to 

point to a location on the screen. If the start location is unsatisfactory66, the program asks 

the operator to select another point. Once under way, it performs a double precision floating 

point unwrap of the data in approximately 6 minutes67. The unwrapped phase data is scaled 

and displayed on the VS100 monitor, the double precision data being saved on hard disk.

4.5 .5  Speckle image quality determination
The main program which captures the speckle patterns from the rotating disc has a routine 

to give the operator an indication of the 'qua lity ' o f the speckle pattern image for each fire. 

This is necessary because the JK 2000 pulsed laser is notoriously inconsistent, suffering from 

large energy fluctuations from fire to fire, resulting in large intensity variations in the speckle 

patterns. The correlation of tw o  speckle patterns is higher if the images are of close average 

intensity [Jones and Wykes, 1977; Wykes, 1977], Various attempts were made to define a

66lt could be tha t the s ta rt point is too close to some invalid data, or inside an invalid region.

67This is fo r a 512 x51 2  data fie ld w ith  no bad data, running on a 33M Hz 8 0 4 86  w ith  128K cache and 16MB of 
RAM.
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parameter which gave the best correlation fringes, which was finally found to be the 

percentage of the image which contained black pixels. Originally, the percentage of black 

pixels on the even lines only was used, since the odd interlace was much darker than the 

even interlace (section 3 .1 .1 .4 ). However, when the software to equalise both interlaces was 

implemented (section 3 .2 .1 .4 ), the image quality parameter was altered to compute the 

percentage of the black pixels in both interlaces. Care is taken to avoid 'dead' lines at the top 

and bottom of the screen, since these are always black. Also, the parameter is ignored if large 

'dead zones' are in the field of view, since these tend to desensitise the measurement.

The reason w hy the parameter is a good measurement of 'qua lity ' is introduced on Page 28. 

The speckle patterns obey negative exponential statistics (Graph 1), therefore, the largest 

number of values in any given greyscale w ill be black (greyscale 0 in the VS100), which will 

make it the most sensitive measure of brightness fluctuations.

4.5 .6  Disc centre coordinates

The coordinates of the centre of the rotating disc must be computed in the coordinate system 

of the framestore, in order to differentiate the phase data radially. To enable th is, a fine line 

was drawn along the radius of the disc. Illumination w ith  ordinary light allows several images 

of the line in different angular positions to be taken. Once the required number of images are 

stored, the user is asked to mark tw o  points on the line in each frame, using the computer 

mouse. For each line, the program generates an equation and then solves all possible 

combinations of intersection (2 lines have 1 solution, 5 lines have 10 solutions, and so on). 

The average value of the solutions is computed to give the coordinates of the disc centre. The 

coordinates w ill be outside the numerical range of the framestore axis (0 <  x,y <  1023). This 

does not cause a problem, since the centre coordinates are only used to compute the 

direction  o f the radial vector w ith in the framestore range.

4.5 .7  Camera calibration
Calibration of the camera and framestore is achieved by establishing a relationship between 

the object under examination and the discrete image stored in the VS100. It is im portant to 

be able to map between the tw o  domains w ith  relative ease. It should be realised tha t a 3D 

to 2D transformation (object space to image plane), is a many-to-one mapping, and as such, 

the reverse mapping is not possible. Imaging an object in the plane of examination and 

computing the number of pixels that the object occupies provides a good estimate of the 

magnification.
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If an object of length L metres occupies N  pixels in the frame memory, then for a 512x512 

image array w ith  square pixels, the imaging area w ill be:

Imaging area = 512/-12
N

m ‘ [ 111 ]

Of course, the accuracy to which an object can be measured by the computer is often lim ited, 

so many measurements of different known features in an image are necessary.
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5 RESULTS

5.0 Results
Simulated test data was used for the detection of software errors. The test data, which often 

consisted of computer generated 'ideal' cosine fringes, w ith  various amounts of random 

noise, was useful in the detection of a considerable number of coding 'bugs '. However, some 

of the more subtle coding errors, which remained undetected in the simulations, necessitated 

the use of real interferometric data. It is for this reason that the static tests of section 5.1 

(and many more unpublished tests) were conducted, in order to ascertain the existence of 

additional problems w ith  the acquisition system, correlation or Fourier transform  software.

As stated, in order to determine the effectiveness of the computer processing system for the 

measurement of radial in-plane strain from a rotating specimen, a series of static tests was 

conducted. In these tests, many of the experimental parameters could be controlled w ith 

great precision, and alternative methods of measurement could easily be incorporated, for 

comparison purposes. The Fourier transform method of fringe analysis has no 'in -bu ilt' rules 

about the type of fringe pattern it is required to analyse, and consequently the use of a plane 

m irror electronic speckle pattern interferometer is a realistic simulation test. The 

signal-to-noise ratio, fringe density and sensitivity are all similar to the radially sensitive 

in-plane system68. The use of a simple flat plate tensile specimen, equipped w ith  strain 

gauges, and subjected to axial loading, is considered sufficient to determine the worthiness 

of the software.

Section 5.2 contains results from a rotating specimen, at d ifferent rotational speeds, and 

subjected to various accelerations. Previous specimens were used w ith  the experimental rig, 

but at the time of testing, no reliable data storage medium existed, and the numerical image 

data was deleted to provide storage space on the PC disk69. The incorporation of a SCSI 

interface, w ith  a removable hard disk and tape backup now overcomes this shortcom ing.

680 n ly  the shape of the fringes, and therefore the shape of the Fourier filte r, is s ign ifican tly  d iffe rent.

69The results are stored in photographic form at, w h ich cannot be analysed w ith  the com puter so ftw are , and are 
there fore  not included in th is thesis. A ttem pts  were made, w ith o u t success, to  rescan the images in to the com puter.
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5.1 Results from static specimens

5.1.1 Experimental apparatus
The schematic diagram of the static in-plane measurement system is shown in Figure 74. The 

video camera is a COHU type 4990 HAD interline transfer CCD w ith  a resolution of 752x582 

pixels70. It is mounted on a linear translation stage to permit increased correlation of the 

images to be obtained when the specimen is strained. The laser illum ination, provided by a 

30m W  HeNe, is spatially filtered from a distance of approximately 0.8m , prior to incidence 

on the specimen surface, causing it to diverge slightly71. A diagram of the firs t specimen 

(w ithou t a central hole) is shown in Figure 75, and the second specimen (w ith a hole) in 

Figure 76. The material used for both specimens was 99.1%  aluminium alloy (material code 

S1C). Both specimens were fitted w ith  tw o  strain gauges, one on each side (Figure 77), and 

a pair of dummy gauges were fitted to a piece of similar material, to  eliminate thermal effects. 

The active gauges were calibrated by hanging the specimen vertically, and applying known 

loads. The initial w iring configuration is shown in Figure 78 (left), which is setup to measure 

bending72. The gauges were of type FLA-1 A S -11, w ith  a gauge length of 1 mm, a resistance 

of 120 + 0.3Q, and a factor of 2.17. The Wheatstone bridge measuring device was a 

Measurements Group 3800 Wide Range Strain Indicator. The output voltage of the strain 

indicator was set to 4V in order to prevent thermal heating of the gauges. Once it was 

established that bending and thermal effects were not a problem73, calibration of the gauges 

was performed, using the configuration shown in Figure 78 (right).

A Vickers hardness test was performed on the material to ascertain the mechanical properties 

more accurately. The Vickers hardness (HV5) was found to be approximately 45, which 

inferred that the material was fu lly  hardened S1C, w ith a 0 .2%  proof stress of approx.

Figure 74: Optical measurement system

70Pixel cell size is 8 .6x8.3 //m .

71The error introduced by divergence is discussed in Chapter 6.

72The active gauges fitted  to the specimen are designated A , the dum m y gauges D.

73The m aximum  measured strain due to  bending, over the experimental m easurement range, was ±5;ustrain.
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Figure 75: Specimen w ithout hole

C D o C D

Figure 76: Specimen w ith  central hole

135MPa, and an ultimate tensile strength of 150MPa. The modulus of elasticity, found from 

standard tables, is 68 .2x109N m'2. One of the surfaces of the specimen was painted w ith  a 

m att white paint to maximise the amount of scattered laser illumination. The paint used was 

manufactured by Autom otive Chemical Ltd, and was paint number UN 1950.

The specimens were placed in a purpose built loading rig, which is shown in Image 39. The 

rig could only apply tension to the specimen, by tightening the bolt at the bottom  of the 

loading system. The specimens are held in the loading jaws by means of 'p ins ' through the

_40_

C D

Figure 77: Strain gauge configuration
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Image 39: Static loading rig

slots. During interferometric testing, the entire system is fixed to an optical table, so that 

vibrational movements do not disturb the fringe patterns. The optical table is fixed to a 

concrete mounting. The interferometric system is located in a small room, isolated from 

external air currents and ambient light.

5 .1 .2  Experimental procedure

The fo llow ing description is applicable to the test of both specimens. A fter gauge calibration, 

the specimen was mounted in the tensile test rig and a small load applied to remove any 

slackness in the grips. A larger load was then cycled onto the specimen to ensure tha t all pins
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'bed in '. The specimen load was then adjusted so that it remained in a state of tension74. 

The camera was located close enough to the specimen to ensure that the image filled the 

entire image space of the VS100. The image was precisely focused using white light and a 

large aperture. The HeNe beam was then aligned onto the specimen, w ith  the spatial filter 

removed. An accurate assessment of the incidence angle was obtained by 'g lancing' the fine 

HeNe beam along a rule, and using a protractor to measure the angle between the rule and 

the specimen normal. The spatial filter was replaced and aligned. An image of the speckle 

pattern was obtained on the monitor, and the input gain of the VS100 set to 1.0. Real time 

carrier subtraction fringes from the specimen were obtained by tilting  one of the 

interferometer mirrors. The gain of the camera was adjusted to optimise the contrast of the 

fringes. A t this stage, the system was ready for use.

W ith the operator and computer located in a separate room, the rig was left for several 

seconds to allow the air surrounding the specimen to settle75. A reference speckle pattern 

was captured and stored on the PC hard disk. The VS100 was then sw itched into real time 

subtraction mode, and one of the interferometer mirrors tilted. The real time subtraction 

fringes on the monitor enabled the operator to select a precise carrier fringe pattern. The 

VS100 was then reset and a second speckle image captured. A load was applied to the 

loading frame, taking great care not to disturb any of the interferometric components. The 

reading from the strain gauge indicator was noted down, and after allowing the surrounding 

air to settle, an image of the speckle pattern was recorded. This procedure was repeated for 

further loads applied to the specimen.

The strain gauge readings were recorded for increasing load, and compared w ith  the 

decreasing load, to establish if the specimen was subjected to excess load during the tests. 

In both of the tests described, the specimen was not subjected to excess load.

Since these tests were to determine the suitability of the Fourier transform software, the 

overall range of the measurements, and the fringe sensitivities were chosen to be similar to 

those expected from the rotating system.

74The reference speckle pattern m ust be recorded w ith  the specimen in a state o f tension, since in a relaxed state, 
rigid body m otions are likely to  occur when the load is applied.

75This procedure o f leaving the air to  settle was adopted prior to  capturing all images.
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5 .1 .3  Tensile tests

5 .1 .3 .1  Flat plate tensile specimen w ithout hole

Image 40 shows a steel rule placed in the object plane of the test specimen, and imaged 

using the camera. Several measurements from this image established that the inspection area 

was approximately 80 .64m m 2, a single pixel was found to be equal to approx. 17.5/um 

(1mm =  57 pixels). The angle of illumination, measured from the surface normal, was 

determined to be approx. 5 8 °. Using Equation [15] from Page 31, the fringe sensitivity, for 

a HeNe laser M = 628nm) was calculated to be 0.38//m  fringe '1. A carrier fringe pattern, 

shown in Image 41, was recorded by tilting one of the interferometer m irrors, then the applied 

load increased in three increments, of 57jt/strain, 110//strain and 1 56//strain, measured using 

the strain gauges76. The camera was operated w ith  a numerical aperture of f  8, and the gain 

was adjusted to produce an optimum video signal.

The fringe patterns, wrapped and unwrapped phasemaps77, and loading phase fields for the 

tests are shown on Pages 132 to 135. An array of 'optical strain gauges' was used to 

determine the plane strain at 56 locations covering the image. The program 'STRAIN.EXE', 

which was w ritten for this work, was employed to compute the strains. The gauge lengths 

were approximately 1mm (57 pixels), and the distance between them was 1mm vertically, 

as shown in Figure 86 (drawn to the same scale as the images). The plane strains for the 

various optical gauges, under the measured load increase of 57/vstrain, are shown in Table 6. 

Table 7 and Table 8 contain the results for the higher load tests.

It can be seen from the fringe patterns that 't ilt in g ' of the specimen occurred during the tests. 

This was due to the loading rig, which was designed for non-metallic specimens, requiring 

smaller loads than aluminium, was found to be slightly flim sy for this application. It was 

practically impossible to obtain correct axial loading of the specimen. It is for this reason that 

higher loads were not applied to the specimen, since the fringe patterns skewed by an 

unacceptable amount. Also, the expected loads from the rotating system were of this order, 

and it was considered satisfactory to restrict the range to less than 200//strain.

76The gauges are on the right hand side o f the images.

77lt should be stressed tha t the 3D representations of the unwrapped phasemaps are 'flipped ' horizonta lly (w ith  
respect to  the vertica l scan lines), fo r presentation purposes. A lso, they are scaled to the same vertica l scale.
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Image 41: Carrier fringes (A)

Image 42: Carrier + 57x/strain (B) Image 43: Carrier + 110/vstrain (C)

”
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Image 45: Wrapped phase A
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Image 46: Wrapped phase B Image 47: Wrapped phase C

Figure 79: Unwrapped phase A

Figure 80: Unwrapped phase B Figure 81: Unwrapped phase C
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Image 50: Phase C - Phase A Figure 85: Phase D - Phase A
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Optical strain gauge (reading in //strain)

A B C D E F G

1 34.1 31.4 37.8 45.1 55.2 25.3 30.1

2 24.5 43.6 46.1 57.2 56.6 48.7 46.4

3 42.7 46.3 51.1 57.6 56.6 61.3 57.7

4 52.3 46.1 51.9 52.7 59.5 57.6 53.5

5 68.2 28.3 54.8 53.2 57.3 51.5 52.9

6 75.2 41.1 63.8 52.5 62.0 57.7 55.9

7 72.2 59.5 86.2 56.7 70.1 65.8 58.4

8 71.2 60.5 86.2 61.8 68.4 79.1 60.2

Table 6: Strain measurements for 57/ystrain load increase
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Optical strain gauge (reading in ¿/strain)

A B C D E F G

1 66.2 76.9 71.6 79.3 97.4 92.2 90.8

2 84.1 71.7 90.8 102.5 108.3 108.1 102.4

3 84.6 68.8 93.7 101.7 108.2 104.5 105.9

4 97.7 81.4 95.7 112.9 106.2 106.5 107.5

5 118.1 72.5 90.9 117.0 105.3 109.2 100.1

6 119.9 88.9 92.7 111.0 109.8 112.4 105.3

7 118.9 103.1 125.0 123.9 108.2 110.1 113.2

8 104.9 108.5 145.4 123.2 101.8 126.4 115.2

Table 7: Strain measurements for 110//strain load increase

Optical strain gauge (reading in //strain)

A B C D E F G

1 115.5 105.9 114.5 129.9 138.0 97.1 103.7

2 116.3 101.4 148.1 152.6 162.3 159.6 148.5

3 123.6 122.4 143.5 157.7 146.4 147.1 148.1

4 133.0 129.8 153.5 162.3 157.2 151.7 149.2

5 157.4 130.6 149.5 144.9 154.6 151.4 149.3

6 166.4 132.8 150.8 156.8 145.5 149.9 145.2

7 175.6 155.5 162.5 150.6 149.6 174.9 165.3

8 164.2 149.2 177.5 151.9 139.8 189.5 175.3

Table 8: Strain measurements for 156//strain load increase

To look at the results in a little more detail, consider the situation of perfect plane axial 

loading of the specimen. In this case, w ith  a gauge length of 1mm, a load of 57//strain, the 

resulting extension over the gauge length would be 57nm. If the Fourier transform  software 

determined the plane strain exactly, then for a fringe sensitivity of 0.38//m  fringe '1, the 

measurement accuracy would be approximately 7 1 of a fringe. This figure is more than 

reasonable, and in fact the accuracy is expected to be at least 2 0 1 of a fringe (Chapter 6). 

However, it can be seen that if the Fourier transform accuracy is 20 '1 of a fringe, then the 

smallest strain which can be determined is 18//strain (for a fringe sensitiv ity of 

0.38//m  fringe'1). Therefore, for the 57//strain test, the system is operating quite close to the
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measurement floor, and the results w ill be subject to higher errors (since the errors are quoted 

as a percentage of the load). The expected error on these measurements would be 

approximately 33%  (if it is assumed that the Fourier transform software is operating at 20 1 

of a fringe). W ith reference to Table 6, the 25 optical gauges in the rectangular range C2 to 

G6 have an average of 55.4//strain, and a standard deviation of 4.4/vstrain, and a peak error 

of 19%, indicating that for the region of gauges under consideration, the Fourier transform 

analysis software is operating w ith  a accuracy of approximately 35 1 fringe. When considering 

the whole of Table 6, the average is 54.6/ystrain, standard deviation of 13.3/vstrain, and peak 

error of 51% . The large error is due to edge effects of phase data, resulting from abnormal 

truncation of the fringe field prior to Fourier transformation. Also, the error is quoted w ith 

reference to the strain gauge reading, which w ill itself be subject to errors. In some cases, 

the error on a strain gauge can be as high as ±5/;s tra in , which would almost completely 

encompass all the errors in the range C2 to G6 of Table 6. Table 7 shows results for an 

applied load of 110/ystrain78. When considering the data for this test, it is noted tha t the 

degree of fringe skewing is higher than the previous test, and therefore the errors in the skew 

region can be expected to be high (this is not to say that the specimen was not subjected to 

a high load in that region). W ith reference to Table 7, the region of 24 gauges in the 

rectangular range D2 to G7 have an average measurement of 108.3//strain , a standard 

deviation of 5.1/vstrain, and a peak error of 12%. The data for the entire range has an average 

value of 101 .8//strain, standard deviation of 16.0/ystrain, and a peak error of 40% . The plane 

strain results for the applied load of 156//strain are shown in Table 8. The 25 optical gauges 

in the rectangular range C2 to G6 have an average value of 151 ,4/ystrain, a standard 

deviation of 5.2yustrain, and a peak error of 8%. The complete data set has an average of 

146.2/i/strain, standard deviation of 19.6/vstrain, and a peak error of 37% .

In the determination of the optical measurements, the program 'STRAIN.EXE' uses linear 

regressional analysis to determine a best fit line to the data. In all the measurements 

presented in this section, the accuracy of the data f it (measured by r2), was better than 0.96. 

The closer r2 is to 1.0, the closer and more predictable the relationship between the variables.

Therefore, in summary, it can be seen that for relatively small loads, and in regions of 

reasonable fringe spacing, and w ithout discontinuities in the image, the electronic speckle 

pattern interferometer, and Fourier transform fringe analysis software demonstrate 

measurements which are very close to the strain gauge. The situation for a fringe field w ith 

a central d iscontinuity is examined in the next section.

78A s  measured by the strain gauges.
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5 .1 .3 .2  Flat plate tensile specimen w ith hole

The specimen for this test had a central hole, which was half the w idth of the specimen (see 

Figure 76). Such a configuration, in a plane state of stress, has an exact analytical solution 

[Howland, 1930], which can be used for comparison purposes. A white light image of the 

area under investigation is shown in Image 52. The hole is 5mm in diameter, which when 

measured by eye using the framestore, has a diameter of approximately 273 pixels. 

Therefore, each pixel is approximately 18.3//m, and the area of the image is approximately 

87 .80m m 2. The angle of illumination, measured from the surface normal, was found to be 

approx. 5 8 ° , producing a fringe sensitivity, for a HeNe laser (A = 628nm), of 0.38/t/m fringe '1. 

The camera was operated w ith  a numerical aperture of 78, and as in the previous test, the 

gain was adjusted to produce an optimum video signal. A carrier fringe pattern, shown in 

Image 53, was recorded by tilting one of the interferometer m irrors, then the applied load 

increased in four increments, of 54yt/strain, 102//strain, 153/;strain and 212//strain, measured 

using the strain gauges79. The fringe patterns, wrapped and unwrapped phasemaps80, and 

loading phase fields for the tests are shown on Pages 139 to 142.

An array of 'optical strain gauges' was used to determine the plane strain at 46 locations 

covering the image (excluding the central area). As in the previous section, the program 

'STRAIN.EXE', was employed to compute the strains. The gauge lengths were approximately 

1mm (55 pixels), and the distance between them was 1mm vertically, as shown in Figure 96 

(drawn to the same scale as the images).

Image 67 is a representation of the discontinuity in the fringe field (the mask used to mark 

invalid data in the phasemaps). The modulus of the two-dimensional Fourier transform  of 

Image 67 is shown in Image 68, and indicates the magnitude of the 'h igh frequency' ripples 

which are convolved w ith  the phase data. The plane strain results for three of the tests are 

presented (Table 9 to Table 11), the final test was not analysed.

79 The gauges are on the right hand side o f the images.

80lt  should be stressed th a t the 3D representations of the unwrapped phasemaps are 'flipped ' horizonta lly (w ith  
respect to  the vertica l scan lines), fo r presentation purposes. A lso, they are scaled to the same vertica l scale.
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Image 57: Carrier + 200i/strain (I)
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Image 61: Wrapped phase H
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Figure 88: Unwrapped phase F Figure 89: Unwrapped phase G

Figure 90: Unwrapped phase H Figure 91: Unwrapped phase I

Figure 92: Phase F - Phase E
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Image 68: FFT of discontinuity

Table 9 indicates the results of the 54/zstrain test. It is clear that along the rows (1, 2, 8 

and 9), no symmetry or consistency of readings is evident. For example, row 2 has a 

fluctuation of results from 0.3/vstrain to 56.5//strain. Similar fluctuations are evident fo r the 

other rows, and the columns. The higher load test results, shown in Table 10, and also those 

of Table 11, indicate similar errors. However, the greyscale images of the phase due to the 

increasing load (Image 63 to Image 66) appear to indicate the expected shape of the in-plane 

horizontal displacement [Howland, 1930]. What is not evident from these images, and can 

only be visualised when examining the phase data at a much closer level, is the 'ripp les' in 

the phase, due to the hole (see section 4 .2 .4  for more information of the cause o f the 

ripples). Image 68 shows the ripples in the Fourier domain resulting from the discontinuity. 

These ripples are convolved w ith  the real/imaginary data of the 'complete fringe fie ld ' in the 

Fourier domain, therefore altering the magnitudes of the various frequency components of the
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Table 9: Strain measurements for 54/vstrain load increase

Optical strain gauge (reading in ¿/strain)

A B C D E F G H

1 73.3 32.8 59.3 36.9 41.4 64.7 46 .4 56.5

2 71.3 53.1 59.1 73.4 106.8 57.1 45.2 42.8

3 47.5 45.9 26.7 41.7

4 23.7 42.7

5 52.4 44.7

6 4.0 61.8

7 4.5 57.7 29.6 62.2

8 67.9 48.4 106.2 81.8 116.2 65.2 78.6 65.5

9 61.3 66.2 82.7 57.4 68.0 39.1 92.9 68.8

Table 10: Strain measurements for 102/vstrain load increase

data. Those alterations of the magnitudes which are included in the passband of the Fourier 

filter are transferred back into the spatial domain, causing ripples in the phase. The 

extrapolation of data over the discontinuous region, using the Gerchberg/Saxton iterative 

algorithm, was tried, but appeared to make the phase information slightly worse. The ripples 

cause major problems when the linear regression algorithm of the program 'STRAIN.EXE' is 

used, and in many of the measurements presented, the value of r2 is typically 0.5 or less, 

indicating a very poor f it  to  the data. When the value of r2 is less than about 0 .7 , it can be
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Table 11: Strain measurements for 153/ystrain load increase

assumed that the resulting measurements are meaningless. A change of the gauge length over 

which the measurements are made w ill affect the value of r2, but may not affect the 

'meaning' of the resultant information, since the errors in the phase are the same, irrespective 

of the number of data points used to make the measurements. Smoothing of the phase data, 

which was used successfully by Maas [1991a], is a technique which was not tried, but could 

be used to yield accurate data from the phase information. However, at locations very close 

to the discontinu ity, the errors w ill be very large (of similar magnitude to the edge errors), and 

no amount of smoothing w ill yield useful information in this range.

It is concluded that the Fourier transform method of fringe analysis is not suitable for the 

measurement of phase data from fringe patterns w ith  large discontinuities. However, during 

simulation tests, smaller discontinuities had a much smaller effect, assuming the measurement 

was made at a reasonable distance.
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5.2 Results from rotating specimens

5.2.1 Experimental apparatus
Figure 97 shows the test specimen used for the fo llow ing tests, which is mounted on a high 

speed three phase synchronous electric motor (Perske KNS 61.13-2 5kW, 380V, 1 8,000rpm  

@ 300Hz). The electric motor is driven by an invertor controller (Haynau FU4-11F), the 

combination of motor and controller enabling rotational speeds in excess of 20,000rpm  to be 

attained. The FU4 employs a variable frequency PWM technique to generate the three-phase 

output, which allows a variation of the rotational speed of standard three-phase induction 

motors, w h ils t providing constant torque. The controller is fu lly  programmable, and allows 

variable acceleration rates to be selected. Numerous acceleration ramp profiles are possible, 

but in all tests, a linear ramp was used. The controller is capable of holding a specified 

rotational speed to w ith in  ±10 rpm , using a slip compensation facility . Also, the FU4 allows 

the magnetic fields of the motor to be energised w ith  the motor stationary, thereby 

elim inating any slip during the initial period of the acceleration.

The cooling of conventional self-cooled three phase motors fluctuates w ith  speed, and 

significantly affects the thermal loading of the motor at slow speeds. On the test rig, external 

cooling of the motor is achieved by placing fans on either side of the cooling fins, thereby 

rendering the cooling efficiency independent of the motor speed. Under these conditions, the 

motor can produce its nominal torque from 0 .5A  up to the nominal frequency.

Figure 97: Test specimen
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Figure 98: Region of interest

The aircraft alloy specimen of Figure 97, which has international material designation 7075 

(BS specification 2L95, DTD 5124), was dynamically balanced by Rolls-Royce to w ith in 

1gmm, and is capable of w ithstanding the extreme forces of high speed rotation. The material 

has the fo llow ing properties81:

The specimen has several holes drilled through it, which are not indicated on the diagram. In 

all the test results presented in this thesis, one of the holes is in the field of view  of the 

imaging system, so that during image acquisition, the operator can detect any errors in the 

counting electronics of the ECU. However, the hole is normally positioned away from the 

central region, so that errors in the Fourier transform analysis are less likely. The imaging 

region of the optical measurement system is shown in Figure 98, where the shaded area 

(which is not a critical parameter) represents the 512x512 array of the VS100. The exact 

position of the imaging area varies from test-to-test. It is possible to compute the real space 

location of any pixel in the image from the pixel-to-millimetre ratio and the centre coordinates 

of the disc.

The interferometric system is initially aligned w ith  the test specimen, as described in section 

3 .2 .3 .1 . This is a 'one-o ff' procedure which needs checking at weekly intervals82. To 

perform a typical test, the fo llow ing start up procedure is used. The assorted pulsed laser 

sections are powered up, and the coolant is supplied to bring the operating temperature of

81 Source: Aerospace Structura l Metals Handbook, 1968.

82Various heavy components 'se ttle ' s low ly, and need inspecting regularly.

Modulus of Elasticity 
Poisson's Ratio 
Density
Coefficient of linear expansion 
Thermal Conductivity 
Melting range

70 .0x109 N m 2 
0.34
2 .8x103 Kg rrv3 

2 3 .5 x 1 0 6 /°C  (20-100°C)
130.0 W /m °C  (0-100°C) 
475-630°C
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the closed loop flow  to approximately 13°C  (10-20°C  is acceptable). The coolant flo w  is 

interlocked to the laser, and must be under pressure before the laser can be operated. The 

full energy of the laser is not required for testing, so the output is selected to be 

approximately 400m J, corresponding to 2.1 OkV excitation of the oscillator cavity and 1.75kV 

excitation of the amplifier. It is found that a high voltage selection on the amplifier causes 

irregularities in the coherence of the wavefront, which may be related to the age of the laser. 

The camera, ECU, opto-isolators, and computer are all powered up. The computer 

automatically executes an initialization program, 'INITESPI.EXE', the execution command is 

stored in the 'AUTOEXEC.BAT' file. Finally, the shaft encoder lasers are supplied w ith  power, 

and the motor invertor is switched on. The entrances to the laboratory are closed, and the 

safety interlock for the laser is energised83. The system can now be operated, but as a final 

safety precaution, a shroud is moved into position around the rotating specimen. The motor 

is rotated at a speed of about 4,000rpm , and the quality of the tim ing pulses is maximised, 

using the procedure described in section 3 .2 .1 .2 . This can also be termed a 'one o ff ’ 

operation, which must be checked weekly.

5.2 .2 Speed variation tests

5.2.2.1 Experimental procedure
In order to capture images from the rotating specimen, the DOS program 'MAINPROG.EXE' 

is executed. This program performs all the control tasks necessary to capture, classify and 

store the speckle images on the disk. The program logs each image sequentially under a 

header name, and stores the time, date, position, gain, offset, speed and t ilt  m irror position 

w ith  each image. Once the complete test capture is concluded, the program is terminated, 

and the program 'AUTOSUB.EXE' is used to effect all possible combinations of subtractions. 

The operator is requested to select those fringe patterns for analysis, which are stored under 

a new header (the original data set is unchanged). The selected images are passed on to  the 

Fourier transform  analysis programs for phase extraction. The forward transform  program 

'FFT2D.EXE' is used to compute the double precision 2D Fourier transform of the image, 

leaving the real and imaginary spectrum data in the extended memory of the computer. The 

program 'WINFILL.EXE' is then used to apply a Fourier filter to the data, to be used by the 

program 'IFFT2D.EXE', which computes the inverse 2D Fourier transform of the filtered data. 

Finally, the program 'BADPIX.EXE' is used to manually mark bad data region of the wrapped 

phasemap generated by 'IFFT2D.EXE', and the program 'FLOODUWP.EXE' is employed to 

unwrapped the double precision wrapped phasemap. The entire process is coded into a DOS

83 This is a legal requirement for the operation of class 4  laser systems.
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batch file (FFT.BAT) and takes approximately 8 minutes per image84. The program 

'STRAIN.EXE' is utilised to compute the in-plane radial strain from the unwrapped phasemap. 

The program assumes that the centre coordinates of the disc have previously been computed 

using the program 'DISCCENT.EXE' (section 3.3.2), which stores them on disk. Also, the 

pixel-to-m illimetre ratio is required for the computation of strain, and is determined using the 

procedure described in section 3 .3.1. The 'STRAIN.EXE' program allows the user to specify 

a gauge length, and position a cursor on the screen w ith  the mouse, producing the average 

radial strain at that point.

For a variable speed test, the specimen is accelerated to the reference speed and allowed to 

run at this speed for several minutes. This allows the specimen temperature, rig and the 

surrounding environment to settle into an equilibrium state. A fter a suitable period of time has 

elapsed, a series of speckle images are recorded at intervals of approximately 10s. It is 

necessary to record a series of reference speckle patterns, since the output power of the 

pulsed laser cannot be determined prior to firing, hence a series of images w ith  several 

average intensity levels is preferable (data set A ). In the case when the strain levels are likely 

to be relatively low 85, the tilt mirror is rotated slightly, and a further series of speckle images 

are recorded, w ith  the specimen still rotating at the reference speed (data set B). The motor 

is then accelerated to the higher speed, and a set of speckle images is recorded at

Figure 99: Flowchart of image acquisition procedure

84Using a 33M Hz 8 0486  w ith  16M bytes of RAM.

85Producing less than about five fringes across the image.
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approximately 10s intervals (data set C). This process is shown diagrammatically in Figure 99. 

Further loads can be added in the same test (data sets D, £ ,..), and if the strain levels are 

high, they may be referenced to the tilted images directly, thereby eliminating the need for 

subtraction of a carrier pattern. In either case, the displacement phase is computed from:

-  Q b - a  W ith  c a r r ie r

<bd!sp = $ c -a Without carrier
[ 112 ]

where C is replaced by D, £,.. for the different data sets.

5.2 .2 .2  Results (low speed)

The firs t set of results is a speed change from 5,156rpm  to 7,046rpm . The disc was 

accelerated to  5,156rpm  (reference speed) in 12s, and after 289s, was accelerated to 

7,046rpm . A series of reference and load images were recorded, at the times indicated in 

Table 12, and Figure 100. The fringe patterns, wrapped phasemaps and unwrapped 

phasemaps are shown on Pages 151 and 152. It is seen from the images that some skewing 

of the fringe patterns has occurred. This skew would render strain results measured remote 

from the horizontal axis less accurate, but has no effect on the accuracy close to the axis, 

since the phase gradient along this line is unchanged by the skew. The fringe sensitiv ity is 

0.40/ym fringe 1 (incidence angle of 6 0 ° to the normal, w ith  A = 694nm). The acceleration rate 

used for this test was 42rad s 2.

Reference speckle 
pattern time

Loaded speckle 
pattern time

Fringe pattern A A1 (13s) A2 (459s)

Fringe pattern B B1 (128s) B2 (309s)

Fringe pattern C C1 (248s) C2 (299s)

Fringe pattern D D1 (277s) D2 (530s)

Table 12: Capture times of the reference and load speckle patterns (A to D)

Figure 100: Diagrammatic representation of test schedule

150 Chapter 5



Image 73: Wrapped phase A
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Image 75: Wrapped phase C

Figure 101: Unwrapped phase A Figure 102: Unwrapped phase B

Figure 103: Unwrapped phase C Figure 104: Unwrapped phase D
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The fringe patterns show a time related change in the radial strain of the specimen. The 

numerical results for the radial strains at the 'optical strain gauge' locations shown in 

Figure 105 (which is drawn to the same scale as the images), are presented in Appendix C. 

Graph 9 is a plot of the measured radial strains for each fringe pattern against the radius, and 

also indicates the expected theoretical value (calculated from the equations presented in 

Chapter 2). Interestingly, all results are higher than those predicted by theory, w ith  fringe 

pattern C representing the closest measurement. The 'fa ll-o ff' gradient o f the measured 

strains is not as great as the theoretical calculations predict, indicating that the effect causing 

the deviation from the theory is greater at the outer edge of the specimen. The reference 

speckle pattern of fringe pattern C was taken over four minutes after the specimen reached 

the reference speed, and the load speckle pattern was recorded almost immediately after the 

specimen finished accelerating to the load speed. The reference and load speckle patterns of 

fringe pattern A are separated by a considerable time, and generate a fringe pattern which 

represents the largest deviation from the theory. Fringe patterns B and D are in between these 

extremes, both in terms of the measurement values and the speckle capture times.

These facts are consistent w ith  windage heating of the specimen surface, since this would 

produce measured results which would always be greater than the theory. Windage heating 

is proportional to the fourth power of the radius, and would therefore cause a greater 

deviation from the theory at larger radii. Initially, creep was considered as a candidate for the 

effect, but the creep properties of the material are not consistent w ith  these results. In order 

to ascertain if the effect under observation was windage heating, a speed change test w ith  

a much greater acceleration was performed, in order to minimise the heating of the specimen 

during the acceleration period.

Figure 105: Optical gauge locations
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Graph 9: Comparison of measured and theoretical radial strains

In the fo llow ing high acceleration test, the acceleration rate of the disc was substantially 

increased in order to minimise the heating occurring during the acceleration period. Image 77 

is a fringe pattern for a speed increase from 5,402rpm  to 7,298rpm , after leaving the disc 

rotating at the lower speed for several minutes. The rapid acceleration from the lower speed 

(1 70rad s'2) took less than a second, at which point the second speckle image was recorded. 

Image 78 is a fringe pattern for a similar test, w ith  a speed variation from 7,298rpm  to 

9 ,764rpm . In both cases, the sensitivity and imaging region are the same as the previous test 

(sensitivity of 0.40//m  fringe '1).

A comparison between the theoretical prediction (ignoring windage) and the measured data 

for Image 77 (taken from the relevant table in Appendix C) is presented in Graph 10, which 

is plotted to the same scale as Graph 9. Graph 11 is a plot of the data computed from 

Image 78, and compared w ith  theoretical data.
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Image 77: Fringe pattern E Image 78: Fringe pattern F

Image 80: Wrapped phase F

Figure 106: Unwrapped phase E Figure 107: Unwrapped phase F
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Graph 11: Radial strain for high acceleration rate (Fringe pattern F)

One o f the problems w ith  the prototype ESPI system developed by Preater, was that it was 

unable to correlate the images recorded at large differences in the speed o f the specimen. The 

fo llow ing test indicates that this problem is no longer of major significance. Image 81 is a 

fringe pattern generated by the correlation of a reference speckle pattern at 2,055rpm , and 

a load speckle pattern at 7,069rpm  (a difference of 5 ,014rpm, at an acceleration rate of 

42rad s'2, w ith  a fringe sensitivity of 0.40//m  fringe'1). The wrapped and unwrapped 

phasemaps are shown on Page 157, indicating that even very poor fringe images can be 

successfully analysed w ith  the Fourier transform software. The optical strain gauge results 

at the locations indicated in Figure 105 are presented in Appendix C, and a comparison 

between the theoretical and measured results is shown in Graph 12.
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Graph 12: Comparison of measured and theoretical radial strains
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5 .2 .2 .3  Results {medium speed)
For the firs t test in this section, the specimen was accelerated to 10,180rpm  at a rate of 

42rad s'2, and a series of four reference speckle patterns was recorded at the times indicated 

in Table 1 3. A fter 338 seconds, the specimen was accelerated to 1 2 ,192rpm, using the same 

rate of acceleration, and a speckle pattern was recorded at 342 seconds. Each of the speckle 

patterns at the reference speed was correlated w ith  the speckle pattern at the higher speed, 

producing fringe patterns H to K shown on Page 1 59. The fringe sensitivity is OAO/jm  fringe'1. 

A diagrammatic representation of the test schedule is shown in Figure 109. The wrapped and 

unwrapped phasemaps are shown on Pages 159 and 160. The numerical results from the 

array of optical strain gauges shown in Figure 105 are indicated in Appendix C. Graph 1 3 is 

a comparison between the theoretical and measured radial strains. This graph clearly indicates 

that the differential strain between the tw o  rotational speeds appears to  be reducing as the 

time of the reference speckle pattern increases. This is consistent w ith  the surface 

temperature of the specimen increasing w ith  time, since the reference speckle patterns 

recorded at the higher speeds will 'conta in ' less of the strain due to heating.

Reference speckle 
pattern time

Loaded speckle 
pattern time

Fringe pattern H H1 (87s) 2 (342s)

Fringe pattern I 11 (158s) 2 (342s)

Fringe pattern J J1 (233s) 2 (342s)

Fringe pattern K K1 (323s) 2 (342s)

Table 13: Capture times of the reference and load speckle patterns (H to K)

Figure 109: Diagrammatic representation of test schedule
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Image 87: Wrapped phase H Image 88: Wrapped phase I
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Graph 13: Comparison of measured and theoretical radial strains

In a similar test, the fringe patterns of which are shown on Page 162 (L to N), the speckle 

pattern capture schedule shown in Figure 114 was followed. The specimen was accelerated 

very rapidly (170rad s 2) to the operating speed of 9,764rpm , and allowed to run for some 

time. A reference speckle pattern (marked 1 in Figure 114) was captured, and the specimen 

was accelerated at the same rate to a speed of 12,164rpm . It was allowed to run at this 

speed for 30 seconds, after which time 3 speckle patterns were recorded at 10 second 

intervals. As stated, the fringe patterns (L to N) are shown on Page 162, and the phasemaps 

on Pages 162 and 163. Numerical results from these images are contained in Appendix C. 

Graph 14 shows a comparison between the theoretical and measured radial strains from the 

fringe patterns. Clearly, the radial strain is still increasing, even 50 seconds after the 

acceleration is complete.

■Ö(D
CD
CL(f)

Time

Figure 114: Diagrammatic representation of test schedule
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Image 91: Fringe pattern L Image 92: Fringe pattern M
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Figure 117: Unwrapped phase N
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Graph 14: Comparison of measured and theoretical radial strains
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In the final test described in this section, the sensitivity vector of the interferometer was 

altered from 0.40/ym fringe '1 to 0.47//m  fringe'1 (by varying the incidence angle of incidence 

from 6 0 ° to 4 8 °). Image 97 is a fringe pattern generated by the correlation of a speckle 

pattern w ith  the disc rotating at 10,200rpm , and a speckle pattern at 12,026rpm . The disc 

was driven at the reference speed for several minutes before the reference speckle pattern 

was recorded, then accelerated to the higher speed at a rate of 46rad s'2. The load speckle 

pattern was recorded at the instant the specimen attained the higher speed. Image 98 is the 

wrapped phasemap computed from Image 97, the unwrapped map is shown in Figure 118. 

Appendix C contains the computed radial strain for the gauge location shown in Figure 105. 

Graph 1 5 is a comparison between the measured and theoretical values.

Figure 118: Unwrapped phase O
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Graph 15: Comparison of measured and theoretical radial strains

5 .2 .2 .4  Results (high speed)
Figure 119 indicates the test schedule of the firs t test in this section86. The specimen was 

accelerated at 42rad s'2 to 1 5,098rpm , and allowed to run at that speed for several minutes. 

A speckle pattern was recorded at the reference speed (referred to as 1 in the figure). The 

disc was then accelerated to 16,550rpm  at the same acceleration rate, and 4 more speckle 

patterns were recorded at 10 second intervals. The correlation of the reference speckle 

pattern w ith  the load speckle patterns produces fringe patterns P to S shown on Page 166. 

The wrapped and unwrapped phasemaps are shown on Pages 166 and 167. The computed 

radial strains, using the gauge locations shown in Figure 105, are presented in Appendix C. 

Graph 16 compares the theoretical and measured radial strains for fringe patterns P to S. As 

would be expected, a time related strain increase is clearly observed on the measurements, 

consistent w ith  windage heating of the surface.

Figure 119: Diagrammatic representation of test schedule

86Note: The image for th is te s t is of a d iffe ren t rotational position o f the specimen, but the physical position of the 
image is the same as the previous tests.
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Image 100: Fringe pattern Q

Image 102: Fringe pattern S
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Figure 120: Unwrapped phase P Figure 121: Unwrapped phase Q

Figure 122: Unwrapped phase R Figure 123: Unwrapped phase S
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Graph 16: Comparison of measured and theoretical radial strains

5 .2 .2 .5  Results (very high speed)
A t very high speeds (greater than about 16,000rpm  - a tip  speed of 245m s'1), the vibration 

of the drive rig causes significant problems for the interferometric system. For example, fringe 

patterns T and U on Page 169 are for a rotational speed increase from 18,047rpm  to 

19,054rpm  (tip speed of 291m s '1). The 'skew ' of the fringes is now unacceptable, and no 

useful engineering information could be extracted from them. Fringes V and W on Page 169 

were generated from speckle images recorded w ith  the specimen rotating at a constant speed 

of 20,749rpm  (tip speed of 317m s'1). The correlation of speckle images recorded at a 

constant rotational speed should produce a 'nu ll' image, but it can be seen that vibrational 

effects are now too large, and the fringes are no longer repeatable.

Fringes X and Y on Page 169 represent a couple of high contrast fringe patterns obtained 

from a test conducted at the fastest speed reported in this thesis. The specimen was 

accelerated to a rotational speed of 23,842rpm  (tip speed of 364m s '1) and a series of speckle 

images were captured. Fringe pattern X shown in Image 111 is a radial fringe pattern at the 

test speed, and fringe pattern Y is an image of a d ifferent rotational region of the specimen, 

again at 23,842rpm . No useful results were obtained at any speed over 16,550rpm  

(Page 166), but high contrast speckle correlation fringes are clearly achieved.
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Image 107: Fringe pattern T Image 108: Fringe pattern U
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5.2 .3 Windage tests
The specimen disc is subject to surface heating, due to the friction (windage) of the 

surrounding air. Additional heating arises from the front bearing of the drive m otor, which 

transm its heat to the specimen via the drive shaft. A t rotational speeds below about 

2,000rpm , the windage and bearing heat is small, even when running the specimen for 

extended periods of time, and does not cause any problems. A t higher speeds, and test runs 

of longer duration, the heating effect becomes a factor which cannot be ignored.

The windage, which is not taken into consideration in the theoretical calculations of the radial 

strain described in section 2.3, w ill cause the disc to expand w ith  tim e87, and w ill result in 

the strain measurements calculated from the specimen being higher than those predicted by 

the theory. Absolute windage data from the speckle pattern interferometer is impossible to 

obtain, and therefore cannot be separated from the differential strain measurements presented 

in the previous section, for the fo llow ing reasons:

•  A stationary reference speckle pattern is unavailable to correlate w ith  time delayed 
speckle patterns, recorded at the loading speed. Therefore, absolute levels of windage 
heating cannot be determined88.

•  It is impossible to separate the temperature rise resulting from the windage, from the 
transm itted heat from the drive bearing, so computer models cannot be used.

5.2.3.1 Experimental procedure

To observe the effects of windage heating, the specimen disc was accelerated from 

stationary to a fixed rotational speed. Upon attaining the required test speed, a reference 

speckle pattern was immediately recorded, and subsequent speckle images recorded at

Image  num ber

0 1 2 3 4 5 6 7 8

Figure 124: Windage test schedule

87Until an equilibrium  state is attained.

88A Is o , speckle patterns recorded at s low  rotational speeds (eg. 600rpm ), w h ich  exhibit ins ign ificant w indage heating, 
do not appear to  correlate w ith  images taken at the high speeds.
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approximate 10s intervals, as shown in Figure 124. For sim plicity and comparison purposes, 

the time at which the specimen achieves the test run speed is referred to as zero.

To establish the genuine heating of the specimen, at tw o  different radial positions, and tw o  

acceleration levels, an infra-red (IR) sensor was placed close to the fron t surface (the same 

surface imaged by the interferometer), and the temperature recorded as a function of time. 

The IR sensor had a fixed emissivity of 0 .85, which corresponds to the general emissions of 

everyday materials. The emissivity of white paint is approximately 0 .78, and so the absolute 

measurement of the temperature is probably subject to an error. However, the error is 

constant, and since the profile of the temperature curve is the primary interest here, the 

sensor was considered satisfactory for this purpose.

In each test, the specimen was allowed to settle at an ambient temperature of 27°C . It was 

then accelerated to the operational speed, using an acceleration rate of either 46rad s'2 or 

82rad s'2. Upon attaining the test speed, the temperature was recorded at 10s intervals, for 

a 140s duration. The IR measurement device indicated the temperature to the nearest °C, 

w ith  an accuracy of ± 0 .5 °C .

5.2 .3 .2  Results

The measured rise in surface temperature, at radii of 60mm and 120mm, and rotational 

speeds of approximately 1 2,000rpm , 1 5,000rpm , and 1 7,000rpm  is shown in Graph 1 7. As 

would be expected, the temperature is higher at the larger radius, since the tangential

Graph 17: Measured temperature change at 60mm and 120mm
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velocity, and therefore the air fric tion, is greater. Also, the rate of temperature rise is greater 

for the higher acceleration rate. This is an expected result, since a higher rate of acceleration 

leads to less heating incurred during the acceleration period89, and therefore a greater 

temperature rise is required, to attain the equilibrium temperature, which is independent of 

acceleration.

Returning to the interferometric results, the correlation of various combinations of the speckle 

images allows the changing behaviour of the heating to be followed. The average deformation 

across the image was obtained by counting the number of fringes crossing a horizontal line 

through the specimen axis. Obviously, the Fourier transform fringe analysis software could 

have been used to determine the point strains at d ifferent radii, at d ifferent times, but the 

number of images which would require processing, for a single test run, is prohib itive90. 

Speckle correlation fringes, acquired from the specimen rotating at various speeds are 

presented on Pages 173 to 179. The tests speeds were:

Test 1 4,991 rpm 42rad s 2
Test 2 10,080rpm 42rad s 2
Test 3 10 ,012rpm 21 rad s 2
Test 4 14,822rpm 42rad s'2
Test 5 14,884rpm 86rad s'2
Test 6 14,931 rpm 21 rad s 2
Test 7 1 7,394rpm 42rad s'2

The 'C orr' in the image captions indicates which speckle images in the sequence were 

correlated. For example, Corr{0,4) represents the subtraction of images 0 and 4. The caption 

also contains the time differences of the images, a single number if the reference speckle 

pattern is image 0, otherwise the time of both images. The sensitivity is 0.40//m  fr in g e 1.

Graph 18 on Page 180 indicates the number of fringes across the image for various rotational 

test speeds, showing a definite increase in the average strain w ith  time and speed. The initial 

reference speckle pattern is correlated w ith  itself, producing a 'zero' fringe number fo r the 

firs t data point. The total number of fringes is a direct indication of the average strain across 

the 'gauge length' of the image. An equilibrium state is clearly reached by the specimen. 

Graph 19 indicates a similar results, but for a roughly constant speed (approx. 10,000rpm ), 

attained at d ifferent acceleration rates. Graph 20 is similar to Graph 19, but for a speed of 

approx. 15,000rpm .

89This is evident by examining the y axis in tersection of Graphs A and C. The 's ta rtin g ' tem perature, measured from  
when the specimen attains the te s t speed, is higher for the lower acceleration rate.
90

A single te s t run may consist o f 150 images, each requiring about 13 m inutes to analyse com plete ly. Therefore, 
continuous processing fo r 1.4 days w ould be required.
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Image 113: Corr(O.I) - 10s
(Windage test 1 )

Image 114: Corr(0,2) - 31s
(Windage test 1 )

Image 115: Corr(0,3) - 4 1 s  
(Windage test 1 )

Image 11 6: Corr(0,4) - 5 1 s  
(Windage test 1 )

Image 117: Corr(0,8) - 95s
(Windage test 1 )

Image 11 8: Corr(0,1 3) - 1 50s
(Windage test 1 )

173 Chapter 5



Image 119: Corr(0,2) - 19s
(Windage test 2)

Image 120: Corr(0,3) - 29s
(Windage test 2)

Image 121: Corr(0,4) - 38s 
(Windage test 2)

Image 122: Corr(0,5) - 48s 
(Windage test 2)

Image 123: Corr(2,3) - 19s. 29s
(Windage test 2)

Image 124: Corr(2,5) - 19s, 37s
(Windage test 2)
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Image 125: Corr(0,1) - 10s
(Windage test 3)

Image 126: Corr(0,2) - 20s
(Windage test 3)

Image 127: Corr(0,4) - 39s 
(Windage test 3)

Image 128: Cgrr(1,3) - 10s, 29s 
(Windage test 3)

Image 129: Cgrr(1,4) - 10s, 39s
(Windage test 3)

175 Chapter 5



Image 130: Corr(0,1) - 10s
(Windage test 4)

Image 131: Corr(0,2) - 19s
(Windage test 4)

Image 132: Corr(0,3) - 29s 
(Windage test 4)

Image 133: Corr(1.2) - 10s, 19s 
(Windage test 4)

Image 134: Corr(1,3) - 10s, 29s
(Windage test 4)

Image 135: Corr(2,3) - 19s. 29s
(Windage test 4)
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Image 136: Corr(0,1) - 10s
(Windage test 5)

Image 137: Corr(0,2) - 20s
(Windage test 5)

Image 138: Corr(1,2) - 10s, 20s 
(Windage test 5)

Image 140: C o rr(l,4 ) - 10s, 39s
(Windage test 5)

Image 141: Corr(3,5) - 29s, 49s
(Windage test 5)
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Image 146: Corr(1,5) - 9s, 48s
(Windage test 6)

Image 147: Corr(3,4) - 28s, 38s
(Windage test 6)
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Image 148: Corr(0,1) - 9s 
(Windage test 7)

Image 149: Corr( 1.2) - 9s. 18s 
(Windage test 7)

Image 150: Corr(1,3) - 9s, 31s 
(Windage test 7)

Image 151: Corr(2,4) - 18s. 41s 
(Windage test 7)
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Graph 18: Average expansion of dise w ith  speed and time

Graph 19: Average expansion of disc w ith  acceleration and time

Graph 20: Average expansion pf dise w ith  accélération and time
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5.2 .3 .3  Computed windage expansion
To determine if the windage tests are a reasonable estimate of the windage heating, the 

average temperature rise of the specimen is calculated from the windage test fringe patterns. 

The coefficient on linear expansion of the material is 23.5x1 O'6 /°C , which translates to a 

linear expansion91 of 1//m for a temperature rise of 0 .57°C . W ith reference to Graph 18, It 

can be seen that for a rotational speed of 12,122rpm , the u ltim ate92 number of fringes seen 

across the gauge length of the screen is 36, which for a sensitivity of 0.40//m  fr in g e 1, 

represents an average temperature rise of 8 .2°C . However, it can be seen from Graph 17(b) 

tha t the ultimate measured temperature change attained at 60mm radius is 5°C . A t 

14,822rpm  (again refer to Graph 18), the ultimate number of fringes obtained is 48, 

representing an average temperature rise of 10 .9 °C . Graph 1 7(b) indicates a temperature rise 

of approximately 8°C . The computed temperature change is greater than the measured 

temperature change, since the majority of the measurement average is taken at a radius of 

greater than 60mm, which is at a higher temperature.

This method of comparing the data is approximate, and is only useful to determine if the 

agreement is w ith in  an order of magnitude. Obviously, there is a temperature gradient across 

the specimen, which is seen in the fringe patterns as a non-uniform field of fringes (see also 

Graph 17). The averaging procedure effectively transforms the gradient to linear, thereby 

introducing a major error. However, as stated, such a comparison is suffic ient for the case 

described.

91 The un it length is approxim ately 75m m , w hich is the w id th  o f the screen.

92Here, u ltim ate indicates the number at the end o f the record cycle, not the physical u ltim ate.
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6 ERRORS

6.0 Sources of error

6.1 Sensitivity vector error

6.1.1 Contribution due to optical system abberations
The tw in  cylindrical mirror optical system shown in Figure 11 (Page 23) suffers from a 

spherical aberration of mirror M 2. A spherical (or cylindrical) mirror w ill bring axial and 

peripheral rays to d ifferent focal points93. The degree of spherical aberration increases for 

rays distant from the axis, as the cube of the distance. The outer mirror used in the speckle 

pattern interferometer described in this thesis is the same one as used by Preater in the early 

experiments (described in Chapter 1). The mirror was constructed by selecting a piece of 

quality plate glass w ith  a nominal thickness of 10mm, which was bent into an arc by allowing 

it to  's lum p' into a mould (after heating). This technique was used since it is inexpensive.

A diagram of the theoretical mirror aberration is shown in Figure 125, a zoom of the focal 

region in Figure 126. Several mechanisms exist to overcome this aberration, for example 

Schmidt corrector plates [Smith and Thompson, 1988], but none were considered to  be 

suitable for incorporation into the rig. However, it is noted that a paraboloidal reflector does 

not suffer from this aberration. A paraboloidal reflector, as shown in Figure 127, gives an

93The 'foca l plane' fo r a spherical m irror is a spherical surface w ith  half the radius [Sm ith and Thom pson, 1988].
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exact focal point (in other words the optical path length from the incoming plane wavefront 

to the focal point is the same for all rays). The spherical aberration was made worse by the 

fact that the mirror was found to have a smaller radius of curvature than tha t specified to the 

supplier. The error at the extremities of the mirror was found to be approximately 2.5mm, 

which means the 'spread' distance shown in Figure 1 26 is significantly greater than it should 

have been. In the case of the mirror M2, this spread was found to be approximately 12mm. 

The implications of the spherical aberration are tw o  fold. Firstly, the alignment process 

discussed in section 3.2.3.1 becomes more d ifficu lt. Since only one 'focal po in t' can be 

placed on the axis of the rotating component, then only one pair of rays w ill be correctly 

aligned. It was considered wise to use the furthest intersection of rays possible from the 

surface of the mirror, since a parabola approximates a circle close to the axis. Hence, the 

regions close to the axis would suffer from very small errors. However, the errors at the 

extremities would be large. The second and perhaps more im portant implication of the 

spherical aberration is the alteration of the sensitivity vector of the interferometer. This can 

be understood w ith  reference to the fo llow ing three diagrams, which are drawn to scale. In 

Figure 129, a single ray is shown passing through the optical system. Since mirror M2 does 

not reflect it along the path of the radius of mirror M 1( it is reflected back from M, along a 

d ifferent path than the incoming ray. In Figure 130, a second ray has been added to enable 

interference to occur. In the overlap region of the rays on the surface of the rotating 

component, interference occurs at the point P, but the rays are skewed w ith  respect to each 

other. Figure 131 shows a greater degree of skewing w ith  respect to the initial incident ray. 

The sensitivity vector lies between the rays, along the bisector. It is evident tha t for a 

particular ray, R (Figure 1 29), the sensitivity vector approaches the ray vector as the distance 

from  the surface of mirror IV  ̂ increases. Additionally, the initial difference between these 

vectors is proportional to the height of the incident ray (1) above the axis. Along the
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1 1
Mirror M,

horizontal line through the axis, the interferometer is correctly aligned. It can be concluded 

tha t off-axis rays w ill suffer a greater error in the direction o f the sensitivity vector, and this 

error increases closer to the surface of the inner mirror. Also, since the sensitiv ity vector lies 

along the bisector of the incident and reflected rays, it rotates (counterclockwise) as the point 

under consideration is moved away from the inner mirror (M,), along the path of ray R. This 

is because a d ifferent pair of rays interfere at each point, unlike the correctly aligned system, 

in which the same pair of rays interfere at all radial distances. This has the effect of 

'fla tten ing ' the fringe patterns generated, by loading the specimen, since the fringes are 

perpendicular to the sensitivity vector. The value of the directional error is d ifficu lt to 

calculate, because the shape of the outer mirror is not spherical. A profile of the reflective 

surface of the mirror could have been conducted to generate the surface function, but this 

was considered meaningless, since the exact alignment of the tw o  mirrors w ith  respect to 

each is also d ifficu lt to gauge.

6.1 .2  Contribution due to divergence of the laser beam

The standard in-plane interferometer of Leendertz [1970] operated w ith  plane wavefronts. 

Any deviation from this system causes in-plane strain measurement errors. It must be 

remembered that the beam diverges into a cone, so that both the sensitiv ity vector 

magnitude, and direction w ill be subject to errors. The effect of the beam divergence on the
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Figure 132: In-plane divergence error

Figure 133: Geometrical representation (xz plane)

in-plane speckle pattern interferometer is shown in Figure 132. It is seen that the diverging 

beam causes the interfering rays to be incident on the specimen surface at d ifferent angles. 

The position of the incident beam on the plane mirror surface can be found from Fermat's 

Principle94, and from this, the angle of incidence on the surface is easily determined. The 

divergence effect is w orst at the edge of the field of view which is most distant from the 

m irror, since the angular difference of the interfering beams is greatest there. It is possible 

to calculate the effect on the magnitude of the sensitivity vector. Redrawing Figure 132 

(right) to indicate quantities (Figure 133), it is clear that from ZPSQ and ZPOQ, the angle 

of 9 can be determined in terms of the lengths A, B, a and b. The angle 9 is given by 

Equation [113] overleaf:

94Pierre Fermat, (1650): "A lig h t ray  travelling from  one p o in t to another w ill fo llo w  a pa th  such that, com pared w ith  
nearby paths, the time required is e ither a m inim um  or a m axim um  o r w ill rem ain unchanged".
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— = tane = [113]
a A -a

It can readily be shown that: 

tane = B+b tana B -b tanp = —
B

h 2 = A 2 + B 2 [114]
A A

To gauge some typical values, if the nominal angle of beam incidence, /?, is 4 5 ° , then:

0 = tan-1 1 4- /v =  tan-1 1 - v [115]L®>] a = tan-1
h h

where h is the distance over which the beam diverges, and b is the extent of the field of 

view . The fringe sensitivity for collimated illumination is95:

fringe sensitivity = --------  [116]
2sin0

And for diverging illum ination, at a distance b from R\

Divergent fringe sensitivity = ----------------- [117]
sin0 + sina

For the system described in this thesis, the JK 2000 pulsed laser is diverged over a distance 

of approximately 4m, and the field of view is normally about 10cm. So, fo r nominal 4 5 ° 

illum ination, the collimated fringe sensitivity (for /1 = 694nm) is 0.4907//m  fr in g e 1 and for 

diverging illum ination, it is 0 .4 9 1 0//m fr in g e 1. This is the w orst case error (0 .06% ), since as 

the distance b decreases, so does the error. It can be seen that if the beam is diverged over 

a large distance, and the field of view is relatively small (see Table 14), then the error can be 

ignored. An experimental measurement system, described by Macarthur [1988], explains 

some of the practical problems encountered w ith  beam divergence over a short distance. 

Macarthur describes errors of the order of 33%  when using rapidly diverging illumination 

(0.2m ), which is somewhat higher than indicated in this analysis, but Macarthur did not seem 

to realise that directional errors (which are considered below) would also occur, which could 

easily account for the increased error observed.

If a video camera images the situation of Figure 1 32 (right) in the direction indicated, and the 

raster scan direction aligned so that it is parallel to the sensitivity vector, then the condition 

illustrated in Figure 1 33 w ill be true for any scan line, and the vertical position o f the scan line

95e in th is  case is the angle o f incidence o f both interfering rays.
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under consideration does not affect the magnitude of the vector96. However, as stated 

earlier, beam divergence also has an effect on the direction of the sensitivity vector. If the 

video image of the specimen surface is now considered, then for a standard plane mirror 

optical system, the geometry of which is shown in Figure 13497 (the image is in the plane 

of the paper), it is a relatively trivial matter to derive an expression for the angular difference 

between the interfering beams (o + g) in terms of the divergence distance (h), the height of 

the scan line (c), and the distance from the reflecting surface (b ):

a = tan-1
h+b

tan"
h -b

[118]

The angle between the sensitivity vector and the horizontal (ip) is the deviation of the vector 

direction, from that produced by collimated illumination, and is given by:

<p = [119]

In this case, the nominal angle of incidence, which was important in determining the 

magnitude error, is of no consequence. Typical results, for a divergence distance of 4m, a 

field of view  of 10cm and a worst case position98, the deviation, ip, is 0 .0 3 5 8 °. Additional 

results for d ifferent divergence distances are shown in Table 14. For all the in-plane ESPI 

systems described in this thesis, the divergence distance is large and the field of view is 

small, so the errors (for nominal illumination close to 45°) can be ignored, and the sensitivity 

vector can be considered to be indistinguishable from that produced by collimated 

illum ination. For the tw in  cylindrical mirror system, any error in the direction of the sensitivity

Figure 134: Plane mirror divergence (xv plane)

96 Vertica l in th is  con text indicates the height of the scan line on the video image.

97ln th is  illustra tion, the laser is diverged from  the same height as the base line. In many real system s, the divergence 
height is chosen to  be the vertica l centre of the image.

98lf a square image of the overlap area were made, the w o rs t case position would be the extreme top  le ft o f the 
image, w ith  b = 10cm  and c =  10cm
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Divergence 
distance (m)

Magnitude 
error (%)

Direction 
deviation (°)

4.0 0.047 0.037

3.5 0.061 0.047

3.0 0.083 0 .064

2.5 0.120 0.092

2.0 0.188 0.143

1.5 0.335 0.255

1.0 0.757 0.573

0.5 3.117 2.287

0.4 4.975 3.562

0.3 9.257 6.264

0.2 23.626 13.282

Table 14: Error for plane system (45° nominal. 0.1m field of view and scan line)

vector due to  divergence would inevitably be swamped by the error due to the spherical 

aberration of the outer mirror, and the magnitude calculation would be identical to  the plane 

m irror setup. Also, it would be d ifficu lt to  determine the effect of this error on the tw in  mirror 

cylindrical optical system since the focal position of the outer mirror cannot be determined 

accurately, again due to the aberration. Therefore, for all the cases under consideration in this 

thesis, the errors due to beam divergence can be ignored.

6.1 .3  Contribution due to area determination

It is essential that the object plane dimensions of the image area under consideration be 

determined as accurately as possible. This was mentioned on Page 38, where three ways 

were suggested to compute the ratio of pixels to physical length (metres). In this work, only 

the firs t tw o  of those suggestions were utilised. A white light image is taken of the specimen 

or a target located in the object plane. Some feature from the image, having known 

dimensions, is used to compute the dimensions of a pixel. An example of such an image is 

shown on Page 139, Image 52. In this example, a 5mm hole is imaged, and found to have 

an average diameter of approx. 273 pixels. However, slight burs on the edges of the drilled 

hole, or differences in the lighting of the image could yield a different measurement for the 

hole. According to Gonzalez and W intz [1987], it is often possible to determine an edge to 

at least the nearest pixel, and so the assumption is made that the measurement is accurate 

to ±1  pixel. Therefore, when choosing a gauge length for the strain measurements, a
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compromise between the minimum number of pixels, and required length of strain 

measurement must be used. For example, if 10 pixels are used for the gauge length, then the 

length measurement may be subject to a ± 10% error, whereas 100 pixels would reduce the 

error to ± 1 % . A suggested minimum number of pixels is approximately 40, reducing the 

length error measurement to a maximum of ± 2 .5 % .

6 .1 .4  Contribution due to centre coordinate calculation

The method of determining the centre coordinates of the specimen disc in the coordinate 

system of the VS100 was discussed in section 4 .5 .6 . In summary, a line is scribed on the 

disc and white light images of it in different rotational positions are recorded. The operator 

locates tw o  points on each line in the image, using the computer mouse, and the equation 

of each line is computed, and used to solve for the crossover point, w ith  respect to all the 

other lines. As mentioned earlier, a line in the VS100 memory w ill generally occupy more then 

one pixel w id th , and therefore selecting a point on it w ill only be accurate to approximately 

a single pixel. Consider Figure 135, in which a line is measured at tw o  points, w ith  heights 

y, and y2 respectively, the distance between them of b. The vertical error in measuring the 

tw o  points is E, and E2, and the subsequent error in the cross point w ith  the horizontal is EH. 

If Et and E2 are 1 (a measurement accuracy of 1 pixel), then it can be shown that:

fr (y i+y2)
(y i+y2)(yi+y2-2M y i y 2

[ 120 ]

Typically, the horizontal axis w ill pass through the centre of the video image, so y., has a 

maximum value of 256. However, the VS100 has 768 horizontal p ixe ls " (b), so some 

typical values would be y, = 256, y2 = 128 and b = 768, resulting in a horizontal error, EH,

b

Figure 135: Error in measuring disc centre coordinates

" T h e  V S 100  7 6 8 /2  has 768 horizontal and 512 vertical (square) pixels, even though 5 1 2 x51 2  are norm ally used 
fo r processing. This Is because the Fourier transform  requires sample sizes w h ich  are powers o f 2.
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of about 18 pixels. It must be remembered that the horizontal axis would also need to be 

measured on the VS100, and this too is subject to a similar error. However, this means that 

the crossing point error of the tw o  lines is subject to a vertical as well as horizontal error. If 

we assume, w ithou t proof, that the vertical error is of similar magnitude (in reality it is likely 

to be much less than the horizontal), then the measured centre coordinates can be said to lie 

w ith in  a circle of radius RE, centred on the actual disc centre coordinate. For the typical 

results presented, RE = 1 8 pixels. In practice, ten different images of the line are taken w ith 

the disc in d ifferent orientations, so the error w ill be reduced by a factor of about 3, indicating 

a peak error of about 6 pixels. If a typical imaging size is used, in which the field of view is 

10cm (for 512 pixels), then the measured centre coordinate is w ith in  1.2mm of the actual 

measurement. The deviation of the sensitivity vector due to a centre coordinate error w ill be 

greater, closer to the axis. The minimum radial value observable w ith  the rig is 50mm (the 

radius of curvature of the inner mirror), so the w orst case angle deviation w ill be about 1 .4 °. 

This is a rough figure based on a number of 'typ ica l' figures, but serves to show that the 

deviation in sensitivity vector is relatively small if several measurements of the line in d ifferent 

orientations are made, at wide positions on the screen, using a zoom facility  to position the 

ends of the line to the nearest pixel accurately.

6.1 .5  Contribution due to incidence angle measurement

The sensitivity vector magnitude error is directly related to the accuracy to which the angle 

of incidence on the specimen surface can be determined. The method of measurement of the 

incidence angle is rather crude, and is shown in Figure 136. Using the undiverged laser 

beam100, a long thin plate is moved close to the beam, and is shifted to be parallel, as 

shown. When the profile of the beam is barely visible on the plate surface, it is considered 

to be exactly parallel w ith  the beam. The angle of the plate is then measured, w ith  reference

100The HeNe alignm ent laser Is used to  determ ine the incidence angle o f the pulsed laser.
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to the specimen normal. The angle is measured either directly, using a protractor, or by 

drawing a line along the base of the plate, on a piece of paper, and using a right angle triangle 

to calculate the angle. It is estimated that this form of angle determination can indicate the 

incidence angle to an accuracy of ± 1 ° ,  or better. The sine term of Equation [1 5] is modified 

by the inaccuracy, and the interferometer sensitivity becomes:

fringe sensitivity = ---------------  [121]
2sin(6±1)

For example, if the actual angle of incidence is 4 5 ° , then the true value of the sine term is 

0 .70711 , and the values of the sine of 45 + 1° are 0 .71934  and 0 .69466 , which gives a 

sensitivity vector variation (for a ruby laser) from 0.48//m  fringe'1 to 0.50//m  fringe 1 (the 

actual fringe sensitivity is 0.49//m  fringe'1). Therefore, for an incidence angle of 4 5 ° , a ruby 

laser, and an uncertainty of ± 1 °  on the incidence measurement, the error in the magnitude 

of the sensitivity vector is ± 2 % . The magnitude of the error is dependent upon the nominal 

incidence angle, and since in-plane electronic speckle pattern interferometers only operate 

successfully in the incidence range 20° to 6 0 ° , then for a ruby laser, the peak error is 

approximately 5.5%  (the difference between incidence angles of 19° and 2 0 °). However, 

w hat must be remembered is that a small value of 6 represents a 'steep' beam incidence w ith 

respect to the tangential surface vector, since 6 is measured from the surface normal. 

Therefore, in many of the cases under consideration in the results section of this thesis, the 

operating incidence angle is well over 4 5 ° , and therefore the error is less than 2%.

6.1 .6  Fringe field angular skew

When using the tw in  cylindrical mirror interferometric system, the spherical aberration of the 

outer mirror sometimes causes 'radial fringes' to be produced, an example of which is shown 

in Image 10 (on Page 35). The same effect that causes the radial fringes can 'skew ' the 

concentric fringes, causing errors in the recovered phase data. The skew w ill normally occur 

about the horizontal centre line through the specimen axis, and w ill therefore have conjugate 

effects on points on either side of that line. In other words, the error w ill add to points on one 

side of the line, and subtract from points on the other side. Hence, if a measurement is made 

at a certain angle above the line, and the same angle below the line, then assuming all other 

factors have small errors, the average value of the tw o  measurements should be a good 

estimate of the real measurement at each point. This scheme is used to analyse all the fringe 

patterns from the rotating specimen.
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6.2 Data acquisition and processing
Data acquisition is the process of acquiring the optical information from the interferometer, 

and converting it into digital data, for analysis by the computer. The acquisition process 

involves several steps, each causing distortion to the data (noise)101. Noise can be defined 

as "fluctuations which cause a difference between the estimated and true values o f a signal". 

Noise analysis is a very complex subject, which is laden w ith  assumptions and 

approximations. Therefore, the analysis presented in this section w ill be a sim plification, and 

should serve only to give an indication of the magnitude of the errors resulting from  the 

analysis system. The three main sources of noise in the acquisition system under 

consideration in this thesis are from the optical system, the camera and the sampler. A block 

diagram of the acquisition system is shown in Figure 137, in which each 'bo x ' can involve 

several d ifferent processes. The data under consideration is obviously a two-dimensional 

intensity field, the distortion of which affects both the intensity information, and the spatial 

position. However, the spatial d istortion is considered to be a constant, and is not discussed 

further. The intensity information is passed along the processing chain of Figure 137, 

becoming progressively more distorted as it passes to the right. Certain processes involve 

manipulation of the data w ithou t error102 and these are obviously not considered.

Figure 137: Acquisition system

6.2.1 Camera noise
The irradiance is recorded by a video camera, which has a signal-to-noise ratio of 

approximately 35dB (CCD cameras can be approximately 50dB). An estimate of the noise on 

the video signal can be obtained from the equation [Cohn and Pryputniewicz, 1990]:

N 2 =
SNR

[ 122 ]

where Wd is the pixel electron well depth, and SNR is the signal-to-noise ratio. This is an 

im portant parameter when one is dealing w ith  time averaged fringe systems, since many of 

the other noise sources (especially the electronic noise) are significantly reduced by the 

averaging procedure. However, it is important to remember that the fringes generated w ith

101 In the PC, fu rthe r errors are negligible, unless the programs have been coded clum sily, or so ftw are  errors remain.
102For example, moving the data w ith in  the computer.
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a 'double pulsed' ESPI system are tw o  snapshots of the specimen in d ifferent loading 

conditions. In this case, the camera noise is 'frozen' into the image along w ith  the other noise 

sources, and only reduces the correlation of the tw o  speckle patterns if significant. It 

therefore reduces the signal-to-noise ratio of the fringes, but most im portantly does not affect 

the shape of the fringe patterns. W ithout going through the complete analysis, th is noise can 

be considered additive, and 'lum ped' together w ith  the other noises.

6.2 .2  Quantization
The process of converting a discrete-time signal103 into a digital signal by expressing each 

sample value as a fin ite (instead of infinite) number of digits, is called quantization. The error 

introduced by representing the continuous signal as a fin ite set of discrete values is called the 

quantization error or quantization noise. Following from Proakis and Manolakis [1988 ], the 

quantization error is defined as the difference between the actual value of a signal and the 

quantized value. The allowed values in the quantized digital signal are called quantization 

levels, and the distance between the levels (often given the symbol A) is called the 

quantization step or resolution. Most quantizers perform rounding, as shown in Figure 138, 

w ith  a quantization error eq(n) limited to:

Quantization always results in the loss of information due to the many-to-one mapping of 

samples at a distance of A /2 from a certain quantization level. Therefore, quantization is both 

nonlinear and irreversible, and may be modelled as an additive noise corrupting the desired 

signal, as shown in Equation [124] overleaf:

[123]

1 I I I I I I I I T 

Sampling 
points

Figure 138: Rounding of signal samples

103An analogue signal w h ich  is sampled, but not digitized.
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xq(n) =  x{n) +  e(n) [124]

where the quantization error is e(n). The effect of the noise on the desired signal can be found 

by evaluating the signal to noise ratio (SNR), which is:

SNR = 10 [125]

where Px is the signal power, and Pn is the noise power. Since the probability density function 

of the quantization noise is uniform ly distributed over the region [-A /2, + A /2 ], the mean value 

of the error is zero and the variance can be shown to be:

n-2b
Pn = —  [126]

"  12

where b is the number of bits used to digitize the signal. The SNR is then:

SNR = 10 log10[px] + 10.8 + 6b [127]

Each additional bit used to digitize the signal reduces the quantization noise power by 6dB or 

alternatively increases the signal to quantization noise power by 6dB. The VS100 framestore 

fitted  to the computer digitizes the video signal to a resolution of 256 grey levels which is 8 

bits. Therefore, the quantization noise power level is -58.8dB below the signal power level. 

This error can be regarded as negligible, as verified by Frankowski et al. [1989] who explain 

tha t for a 6 bit quantization, the error in the recovered phase is of the order o f 1000’1 of the 

wavelength.

6.2 .3  Speckle noise

As noted in section 2.1, when an optically rough surface is imaged using coherent 

illum ination, random phase fluctuations in the object plane result in random in tensity  

fluctuations in the image plane104. The transformation occurs due to interference between 

different waves originating from separate locations w ith in the system 's point spread function 

[Saleh and Rabbani, 1980]. In a practical coherent imaging system, as shown in Figure 14, 

the random phase noise of the surface, due to roughness, exp{i£?(x)}, is multiplied by the 

useful information from the surface, Vs(x), and if certain assumptions about the properties 

of the noise are made, then to a good approximation, the system may be modelled as shown 

in Figure 139. The detected intensity in the image plane is given by Equation [128]:

104Speckle also occurs in many other systems w hich require coherent imaging. For example Munson Jr. and 
Sanz [1984 ] describe speckle problems in synthetic  aperture radar.
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Figure 139: Speckle noise mathematical model

/(*) = s(x)| <8> /?(x)|2 [128]

where h(x) is the coherent impulse response of the imaging system. Saleh and Rabbani [1980] 

point out that the speckle noise is multiplicative, and although this result had been obtained 

earlier by d ifferent researchers, it is disputed by Tur et al. [1982], who believe the 

approximations used are invalid for many cases. However, for the ESPI systems under 

consideration, it is suffic ient to assume that the noise is multiplicative.

Goodman [1975] explains that when a speckle pattern is added to a coherent background, 

the probability density function of the intensity of a fringe pattern degraded by noise has a 

mean of:

</(o> = </w) + un n 29]

where lN is the mean intensity of the speckle noise, and ls( r )  is the fringe pattern signal (noise 

free), and the variance is given by:

° / (n  = {lNf  1 2m \
<'*>J

[130]

This result is interesting, since the variance of the intensity increases as the fringe signal 

power increases. Therefore, there is a higher level of noise at the fringe maxima than at the 

fringe minima, an effect which is quite evident w ith  speckle correlation fringes (the dark 

fringes are far less noisy than the bright fringes).

Several interesting methods have been devised to remove the speckle noise from images. 

Several examples, specific to electronic speckle pattern interferometers, are described by 

Varman and Wykes [1982], Some of the methods in the paper seem interesting, but do not 

fu lly  solve the speckle noise problem. A later publication by Paler and Bowler [1986], in which 

Gabor filters are applied to fringe separation appears to yield better results. The paper explains 

that many of the decorrelation methods developed to process images contaminated w ith 

speckle noise are inappropriate to ESPI images since the fringe modulation is dependent upon 

speckle correlation. Also, the Fourier transform methods developed are only partially 

successful since the frequency response of the fringe function is suppressed by tha t of the
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speckle. The speckle reduction achieved from the use of Gabor filters appears to be very 

effective. Once the fringe pattern has been created, by the correlation of tw o  speckle 

patterns, then noise removal schemes are more successful. A few  interesting references to 

the techniques of speckle noise removal are: Jain and Christensen [1980], Lim and 

Nawab [1981 ], Maeda and Murata [1986].

6 .2 .4  Post processing (after acquisition and storage)

All mathematical operations are computed in the host processor using M icrosoft C version 

6.0. Double precision floating point data fields are generated for all non double precision data 

(for example an image would be converted to a double precision field). All mathematical 

manipulations are performed in double precision which is the natural typecast for the 

functions of the link library (no typecast conversion errors occur). The M icrosoft C double 

precision values occupy 8 bytes of memory and have a range of 10 '308 to 10308. The mantissa 

has a precision of 1 5 digits. The compile options explicitly use the inline floating point library 

which means the programs only run on computers fitted w ith  a math coprocessor. The 80x87 

coprocessors compute values using the long double form at (10 bytes) which are even more 

accurate than the double precision format. It is therefore considered that any errors due to 

the mathematical manipulation of the data are small in comparison w ith  other errors.

6.3 Phase extraction errors

The accuracy of the Fourier transform method of fringe analysis has been investigated 

empirically by Macy [1983], who explains that if the Nyquist lim it is obeyed (more than tw o  

pixels per fringe), then the RMS standard deviation of the phase reconstructed by the Fourier 

transform  method from the true phase is about one fiftie th  of the wavelength o f the 

illum ination. Kreis [1988] compares the Fourier transform method w ith  several other phase 

extraction methods, but unfortunately does not use a carrier frequency. Green [1990] points 

out that this is incorrect, since adequate separation of the lobes in the Fourier transform 

domain cannot be achieved. However, Kreis obtains an accuracy of about one tw entie th  of 

a fringe, which is comparable to several other phase extraction techniques, and an order of 

magnitude greater than intensity based methods. The expected accuracy w ith  a carrier 

frequency would be higher than that found by Kreis. Malcolm et ai. [1989] report very small 

mean errors (0.01 %) on the extraction of the radius of a simulated sphere using the Fourier 

transform  method. Kujawinska and Wójciak [1991] have produced a very comprehensive 

reference to the sources of error encountered when using the Fourier transform  method of 

fringe pattern analysis.
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They list the main sources of error as:

•  Aliasing, if the rate of sampling is too low (section 4.2.1).

•  Spectral leakage o f energy from adjacent frequency locations, due to inappropriate 
truncation of the data. This error is greatest at the edges (section 4 .2 .1 .6 ).

•  Errors due to incorrect filtering in the Fourier transform domain, especially when 
non-linear recording of the fringe pattern has been performed (section 4 .2 .1 .5 ).

•  The p icket fence effect, which occurs if the input signal to the Fourier transform 
includes a frequency which is not a discrete frequency (section 4 .2 .1 .6 ).

•  The effects of random noise and spurious fringes in the fringe pattern.

•  Errors due to incorrect determination of the domain, causing errors in the unwrapping 
algorithms (4.2.4).

It is pointed out that the elimination or reduction of some, or all of these errors depends upon 

several im portant factors, namely:

•  Features of the interferometric image, such as the carrier frequency, the spatial 
bandwidths of the background, the information content, the gradient of the phase, 
the signal-to-noise ratio and the complexity of the fringe pattern domain.

•  The physical acquisition of the data, such as the quality of the optical components, 
the resolution and quality of the detector, the quality of the laser, and the digitization 
process.

•  M odification to the basic Fourier transform method of fringe analysis (ie the one 
proposed by Takeda et at. [1982].

If the basic assumptions regarding the Fourier transform method suggested by Takeda 

et al. [1982] are obeyed (sampling and domain), then an estimate of the expectation value 

of the RMS error in the retrieved phase is given by [Takeda et al., 1982; Bone et al., 1986; 

Chen et a!., 1991]:

1,3,1n/77

where a is the ratio of the number of sample points in the passband of the filter (n), to the 

tota l number of sample points (A/), 6n is the rms value of the noise, and m  is the mean 

modulation amplitude. Bone et al. [1 986] state (w ithout explanation) that if an optimum filter 

is applied to the spectrum, then the error resulting from inclusion of random noise frequency 

in the passband of the filter is approximately equal to the loss of im portant frequency 

components pertaining to phase information. They produce an estimate of the error in the 

retrieved phase under these optimum filtering conditions:
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Kujawiriska and Wojciak [1991] continue by explaining that refinements to the basic Fourier 

transform  method of Takeda et at. [1982] can increase the accuracy of the retrieved phase:

•  The use of the two-dimensional Fourier transform , perm itting a considerable 
improvement in the discrim ination between the required and unwanted spectral 
components.

•  The application of a two-dimensional spatial w indow  to the data, and the 
extrapolation of data over the complete image array, both of which significantly 
reduce the errors caused by inappropriate truncation of the data.

•  Removal of the heterodyning frequency in the spatial domain rather than the Fourier 
transform  domain, since the t ilt  is unlikely to result in an integer number of carrier 
fringes.

•  Subtract errors caused by the experimental configuration. This must be performed 
prior to removal of the tilt.

•  Obtain an accurate estimate of the fringe pattern domain.

The Fourier transform fringe analysis system described in this thesis does utilise many of the 

improvements suggested by Kujawinska and Wojciak [1991], In the firs t part, a 

two-dimensional Fourier transform analysis is used, w ith  suffic ient detector resolution to 

ensure that aliasing does not occur105. There is normally no problem in domain 

determ ination, since the fringes of the rotating specimen regularly fill the entire data array of 

the VS100. However, small holes are sometimes drilled in the specimen to act as stress 

raising features, and the phase data in the region of these is considered less reliable than the 

rest of the data. No form of data weighting in the spatial domain is applied to the fringe data, 

since measurements near the edges of the phase array are not required for this application, 

and the substantial edge errors do not extend very far into the array [Green, 1990]. 

Kujawinska and Wojciak [1991] point out that it is preferable to remove the heterodyning in 

the spatial domain, rather than the Fourier transform domain, since the latter can only be 

shifted by integer amounts due to the discrete nature of the Fourier transform . This form  of 

heterodyne removal is used in the analysis of the fringes in this thesis, but is a different 

approach to that suggested by Kujawinska and Wojciak, who recommend removal by 

multiplication of a conjugate exponential function or subtraction of an inclined plane, as 

shown in Figure 57. However, in the case of the speckle correlation fringes generated in this 

project, the t ilt  pattern consists of curved fringes, which are d ifficu lt to remove by a direct

105ln the w o rs t case, each fringe is sampled by about 1 7 pixels (30 fringes in a 512x512  array).
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subtraction or multiplication method, since the heterodyning vector changes w ith  position. 

A simpler method is shown in the lower diagram of Figure 57, and was taken from  Huntley 

and Field [1989], This method does require tw ice the number of Fourier transform  operations, 

which increases the analysis time required for the operation. However, it does eliminate the 

problems associated w ith  non-linear and unequally spaced t ilt  fringes. Contrast variations and 

noise are a significant problem w ith  speckle correlation fringes, but much is made of the 

im m unity of the Fourier transform to such effects. Kujawinska and Wojciak demonstrate that 

even w ith  large contrast variations (50%) and considerable noise (standard deviation of signal 

and noise up to 20%  of mean), accuracies of 1 % of the peak phase sh ift are possible, using 

basically the same analysis configuration as described in this thesis. Kujawinska and Wojciak 

explain that for this type of configuration, the overall accuracy should be around one fiftie th  

o f a fringe, but in reality a more often quoted figure on the accuracy of the Fourier transform 

method of fringe analysis is about one twentieth  of a fringe. However, this figure is an overall 

accuracy of a typical Fourier transform fringe analysis system, and includes the substantial 

edge errors associated w ith  truncation or data weighting. If the operator lim its the 

measurement of the phase information to the centre106 of the data array away from the 

edges, then an accuracy of one fiftie th  of a fringe is quite simple to achieve.

6.4  Errors resulting from the mechanical system

6.4.1 Vibrations
Vibration of the specimen w ill cause fringe correlation errors, and if suffic iently large, may 

cause complete decorrelation of the speckle patterns. The test specimen represents a 

vibrating system w ith  six degrees of freedom, but as far as the interferometer is concerned, 

the dominating effects w ill be the in-plane translations, since speckle correlation is relatively 

insensitive to out-of-plane translations, as stated in section 2 .1 .3 .1 . It was shown in section

2.1.2.1 that when the specimen is translated in-plane, then for a radially sensitive in-plane 

speckle interferometer, the result is a radial fringe pattern. The number of fringes is 

proportional to the magnitude of the translation. It is therefore reasonable to use the ESPI 

system itself to gauge the vibrational magnitude, assuming the optical table containing the 

interferometer components remains relatively unaffected by the vibrations of the drive 

system. To establish if this assumption is correct, an accelerometer was placed at various 

locations on the optical table, and measurements of the relative vibration of the table were 

taken at d ifferent rotational speeds. It was established that the vibration amplitude of the 

table was small - up to approximately 14,000rpm , after which it increased in proportion to 

the rotational speed. As expected, the dominant frequencies of the vibration were the driving

10eExclude the outer 1 5 - 20%  o f the array pixels.
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frequency and harmonics, but certain natural frequencies, of low  amplitude, were also 

detected.

The specimen disc was accelerated to a specific speed and allowed to run for several 

m inutes, so as to reach a state of equilibrium. Several speckle images were recorded, w ithou t 

any change being applied to the system. Theoretically, the correlation of these images should 

result in a 'nu ll' field, or characteristically dark image, if the relative position of the specimen 

is the same for both images. If an in-plane translation has occurred between the image 

captures, then radial fringes will be evident on the correlated image.

Experiments were conducted at various different speeds, and it was found that only a small 

proportion of the fringe patterns taken at speeds below 14,000rpm  contained radial fringes. 

For those images which did contain radial fringes, the overall number of fringes was generally 

small (typically less than 3 fringes). The proportion of images containing radial fringes, and 

the number of fringes per image, increased significantly at higher speeds. A t 20,000rpm , the 

majority of the images contained radial fringes, and the typical number of fringes was about 

30. Since the high speed tests actually produce high contrast fringes, then the speckle images 

must be spatially close to each other at the time of laser triggering (well w ith in  the correlation 

criteria explained in section 2.1.3). Therefore, it can be concluded that:

•  the maximum amplitude of the vibration is small enough to prevent the interferometer 
from becoming decorrelated

and/or

•  the vibration of the specimen is cycle dependant, and it returns to the same 
approximate position on each rotational cycle.

A test which can establish which of the above is correct, is to run the specimen at a high 

rotational speed for some time, allow it to  settle, then record several speckle patterns. A small 

increase in rotational speed should not alter significantly the correlation fringe pattern, but 

should change the frequency of the vibration. The transfer function of the mounting assembly 

w ill therefore be subject to a d ifferent excitation frequency, and will have a modified 

response, thereby altering the cycle dependant nature of the vibration. If the vibration 

amplitude is large enough to decorrelate the speckle patterns, then a significant number of 

the images w ill have no correlation (which can be established by computing the 

cross-correlation function). If the vibration is cycle dependant, then a consistently 'skewed' 

fringe pattern should be generated when speckle patterns are correlated.
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Such a test was conducted w ith  the capture of 100 images at speeds of 19,951 rpm and 

20,148rpm . All 4 ,950  possible combinations of correlation were examined107, and it was 

established that 4 ,753  images had a reasonable degree of correlation. A later examination of 

the data showed that 2 of the images were subject to a counting error of the ECU, which 

caused the laser to trigger at an incorrect time (the number of correlations from 2 images is 

197, which is the difference between 4 ,753  and 4,950). It is concluded that the vibration 

amplitude of the rig at approximately 20,000rpm , is suffic iently small so as not to decorrelate 

the speckle pattern interferometer.

Tobias and Arnold [1959] consider some of the vibrational problems associated w ith  rotating 

discs. They explain that the vibration may be composed of nodal diameters, nodal circles, or 

a combination of both. However, nodal circles are rarely encountered in practice, and shall 

not be considered further, in order to confine the discussion to nodal diameters. For the case 

o f a disc w ith  perfect axial symmetry, the nodal diameters are arbitrary, and depend only on 

the initial conditions. When an imperfection exists, which is the case in all practical systems, 

the angular position of the nodes ceases to be arbitrary. In this case, only tw o  nodal positions 

are then possible for each of the natural frequencies.

6 .4 .2  Atmospheric perturbations

The incident laser illumination and reflected light passes through the air surrounding the 

specimen. When the disc is running, the surrounding air is turbulent, especially at the high 

rotational speeds, and w ill have a varying optical density. The speckle intensity changes, due 

to the moving air and w ill be frozen into the speckle patterns. If the perturbations are large, 

d istortion of the fringes may occur as a result. A similar effect is common in astronomical 

interferom etry [Roddier and Roddier, 1987]. However, for a rotating disc, unlike astronomical 

interferom etry, it is reasonable to assume that an equilibrium situation w ill develop after a 

suffic iently long period of time [Etemad et a/., 1 992], in which case the effect of the moving 

atmosphere w ill become irrelevant, since the effect w ill be similar in both of the speckle 

patterns to be correlated. To establish if the windage from the surface of the specimen 

affects the interference fringe patterns, an obstruction was positioned in the field of view  of 

the camera, w ith  the purpose of disturbing the windage flow  pattern (Image 153 and 

Image 154). Changes in the refractive index of the air, due to the heating and pressure 

changes caused by the disc motion, are unlikely to cause any significant fringe order error, 

since even substantial changes in pressure and temperature do not cause serious changes in 

the index.

107ln each case, a 128x128  point Fourier transform  was used to compute the cross-correlation function  (section 4.2). 
The te s t required three entire days o f computer processing, on a 33MHz 80486 .
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For air at a temperature t°C , pressure pN rn 2 and wavelength Apm (which is stric tly  the 

wavelength in a vacuum), the refractive index of air is given by Equation [133] [Edlen, 1953]:

ntp
0.04723

(173.3 ^r)
X2

p( 1 +p(61,3-t)x10^°) 
96095.4(1 +0.0036611)

+ 1 [133]

This equation does not consider any changes which may occur due to the m otion  of the air, 

which is extremely d ifficu lt to model. Nevertheless, sample calculations from this equation, 

Table 15, indicate that even at a pressure of 100 atmospheres, and 200°C , the change in 

refractive index is only 2 .43% . Malmo et al. [1991] show that the number o f fringes 

corresponding to a certain deformation is higher when the interferometer is operated in a more 

optically dense medium. In this paper, a specimen is half covered w ith  water o f refractive 

index of 1 .331, producing 1.35 times as many fringes than obtained in the air (35%  error). 

It can therefore be concluded that, w ithout considering the effects of the air motion, the 

errors due to the refractive index fluctuations are small. The motion of the air is an important 

factor, which requires further investigation. For example, Shough and Kwon [1990] discuss 

some of the effects of eddy currents close to the aperture of an astronomical telescope, 

causing degradation of the detected images.

The effects of the moving air on the interferometric results described in th is thesis were not 

fu lly  established, due to the complex nature of the problem. However, although this error 

source is likely to be significant in comparison w ith  many of the other errors described in this 

chapter, it is not thought to cause major deviation to the measured results.
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Temperature
(°C>

Pressure
(N m 2)

Refractive
index

Deviation from 
standard (%)

(standard) 27 101,325.0 1.000262 0 .000

50 101,325.0 1.000243 0.002

100 101,325.0 1.000210 0.005

150 101,325.0 1.000185 0.008

200 101,325.0 1.002432 0 .010

50 1 ,013,250.0 1.024568 0.217

200 10 ,132 ,500.0 1.014258 2.430

50 10,132.5 1.000240 0 .024

Table 15: Refractive index dependency on temperature and pressure

6.4 .3  Surface preparation
The specimen surface is normally spray painted w ith  matt white automobile paint (type 

UN 1950 manufactured by Automobile Chemicals Ltd). The paint is used to ensure that a 

relatively even speckle pattern is imaged from the surface, and that maximum illum ination is 

reflected into the camera. It was considered necessary to have complete confidence in the 

paint's ability to indicate accurately the state of stress of the surface. To examine this, the 

paint for a sector of the specimen surface was cleaned away and the surface was 'm atted ' 

w ith  emery paper, to ensure that it was as unreflective as possible. The paint free surface 

caused several problems for the ESPI system, especially from glare. However, after adjusting 

the camera aperture, the laser power and the gain of the VS100, a few  rather poor fringe
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patterns were obtained. Image 1 55 shows a fringe patten from the paint free region. For this 

image, the specimen was accelerated from stationary to 10,250rpm  in 12s. A reference 

speckle pattern was immediately recorded, and after 30s, a second speckle pattern was 

recorded (this was similar to the windage tests described in section 5 .2 .3). The nominal 

incidence angle for this test is 4 8 °  to the normal (fringe sensitivity of 0.47/ym fringe '1). 

Several similar images indicated that the fringe densities for these tests were similar to those 

found from the painted surface of the specimen, and it is therefore concluded tha t the paint 

does not significantly affect the measurements.

6 .4 .4  Timing errors
Timing errors occur when the laser illumination is delivered out of synchronism w ith  the 

specimen rotation. It was explained in Chapter 3 that the Q-switch pulse for the JK 2000 

laser must be accurately and repeatably produced in order to obtain speckle correlation fringes 

from a rotating specimen. In section 2 .1 .3 .3 , the equation for speckle decorrelation due to 

in-plane rotation was stated. It was also explained in section 2.1.2.1 that when using the 

radially sensitive in-plane speckle interferometer108, small rotations of the specimen do not 

cause changes in the fringe patterns, only a reduction in the correlation of the patterns, and 

therefore a reduction in the signal-to-noise ratio of the fringe images. The modified shaft 

encoder increases the positional repeatability of the tim ing pulses, since in the previous shaft 

encoder (section 3 .1 .1 .3 ), movement of the HeNe lasers due to vibration of the rig caused 

jitte r on the tim ing pulses, and therefore inaccuracies in the Q-switch firing.

A t a rotational speed of 20,000rpm  (2,094rad s '1), 100mm radius (which is typically the 

centre of the image), magnification of 0 .02, aperture f 32 and ruby illum ination, complete 

decorrelation of the speckle patterns would occur if the tim ing error between the tw o  images 

is greater than ± 4 .77 //s . Preater [1987d] indicates that for good fringe patterns, the tim ing 

accuracy should be such that the images are registered to w ith in 1 speckle, which is 

translated to a tim ing accuracy109 of 0.5yus. It must therefore be assumed tha t the shaft 

encoder developed by Preater enabled tim ing accuracies of this order to be attained, even 

though the previous electronic control system used a relatively 's low ' chip (DS3696) to 

perform the voltage amplification necessary to Q-switch the laser, which would have been 

a lim iting factor on the accuracy of the illumination delivery. This accuracy is 10 times greater 

than is required to prevent decorrelation at the much higher operational speeds described 

here. The modified electronic control unit uses an electronic 'cha in ' of significantly fewer TTL

108This analysis assumes a 'p e rfe c tly ' radial sensitiv ity, w h ich is not the case in th is  system.

109The m agnification, aperture, rotational speed and radius are not indicated.
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devices to generate the amplified Q-switch pulse. The devices used in the Q -switch fire 

circuits are very high speed. The modified shaft encoder, using fibre optic transmission of the 

tim ing pulses, would also generate a much steeper rising edge to the tim ing pulses, by virtue 

of the high transmission bandwidth of the optical medium. When considering these details, 

the modified electronic control system can be assumed to respond at least 100 times faster 

than the previous system. Therefore, the 'jitte r ' on the pulses w ill be reduced by at least 100, 

attaining repositional accuracies of the order of tens of nanoseconds110.

To bring all these factors together, and taking into account the fact that the up-to-date 

electronic control unit, shaft encoder and image capture system generate high contrast 

speckle correlation fringes on every image, even at 20,000rpm , then it can be said that the 

tim ing system is not a major source of error. However, a combination of in-plane rigid body 

translation and tim ing inaccuracy does lead to an overall error which is greater than the 

summation of each individual effect. This is because for a simple rotation, no change occurs 

to any point in the radial direction, and therefore no change to the fringe pattern generated 

by a radially sensitive in-plane interferometer. However, for a rotation fo llow ing a translation, 

the axis of the rotation is no longer aligned w ith  the axis of the in-plane interferometer, and 

thus a component of this rotation will exist in the radial direction, causing a change to the 

fringe pattern. This was most probably a major source of error on the system used by Preater, 

which generated relatively few  repeatable fringes patterns. On the current system, vibrations 

above approximately 14,000rpm  are a major problem, due in part to the tim ing system.

6.5 Errors due to the specimen

6.5.1 Constriction under load
The specimen profile w ill alter under load, due to the Poisson's ratio effect. This is illustrated 

in Figure 140, which is grossly exaggerated for clarity. In terms of the interferometer, this is 

an out-of-plane motion, but for a constant rotational speed, the effect is the same in both 

images, and therefore does not affect the correlation of the speckle patterns. However, the 

measurement surface w ill be 'tilted ' slightly w ith  respect to the interferometer, and therefore 

the interferometer w ill become fractionally more sensitive to out-of-plane vibrations. It is 

pointed out that these effects w ill be very small in comparison to the likely alignment errors, 

since it is feasible that the surface is normally tilted w ith  respect to the interferometer. Also, 

the difference in the constriction due to a rotational speed change111 w ill be relatively small, 

and so the error in the measurement of differential strains w ill be small.

110This analysis assumes tha t the propagation delay of the gates Is constant, w h ich cannot be established easily. 
However, fo r a constant tem perature, th is  assumption is reasonable.

111M ost o f the results in th is  thesis are for 'sm a ll' speed changes, typ ica lly  a fe w  thousand rpm.
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S t a t io n a ry  d isc

Ro ta t ing  d is c

Figure 140: Constriction of the disc under load

6.5 .2  In-plane vibrations

It was pointed out in the previous section that the profile of the specimen w ill change under 

load. Consequently, the 'g rip ' of the spigot holding the disc to the drive shaft w ill reduce, due 

to the 'th inn ing ' of the specimen material in the grip region. In this case, the specimen may 

move on the shaft, causing an increased out of balance force112, and therefore additional 

vibrational forces. Any out of balance force can translate to in-plane vibrations of the 

specimen, which could radically alter the speckle correlation fringes. This type of vibration 

was discussed in section 6.4.1.

6.5 .3  Out-of-plane vibrations

The specimen disc is known to have a 'k ink ' in it, which can not be removed by skimming the 

surface. The maximum out of plane deviation of the high spot of the kink is approximately 

80/;m. A t high rotational speeds, this kink w ill cause the disc to 'fla p ', as shown in 

Figure 141 (exaggerated), generating vibrations, air turbulence and additional surface heating. 

The centrifugal loading of the disc w ill tend to straighten the kink, but w ill not be suffic iently 

large to eliminate the effect completely, and a certain amount of flap w ill remain. The 

anticipated errors due to this type of d istortion, although likely to be relatively small, were not 

determined. However, a static ESPI system was assembled to measure the number of fringes 

induced on an in-plane configuration by an out-of-plane bend of 80//m over a distance of

Figure 141 : Out-of-plane flap of the specimen

1 1 2
The d isc is norm ally balanced to  run on the sha ft in a single position only. However, on a couple o f occasions, 

during very high speed tests, the disc was found to  have rotated around the sha ft by several centim etres.
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10cm (typical field of view of the rotating system)113. It was found that fo r a fringe 

sensitiv ity of 0.47/ym fringe '1 (42° rather than 4 8 °  incidence, since a HeNe laser was used), 

then an 80//m bend at the periphery caused no measurable phase deviation to a carrier fringe 

pattern, when analysed w ith  the Fourier transform software. Therefore, the error is less than 

20 1 of a fringe, and since the results in this thesis typically have more than about 10 fringes, 

then the error can be said to be less than 0.5% . However, for many of the results, the error 

is likely to be much less than 0.5% .

113 As stated, the centrifugal loading o f the disc w ill reduce the amount of flap, so 80/um is larger than anticipated.
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Discussion  and Conclusion

Discussion of results
The static results presented in section 5.1.3.1 and 5 .1 .3 .2  are included to demonstrate the 

effectiveness of the Fourier transform software. It was shown that when the fringe data 

completely occupies the array space of the VS100, and no discontinuities are present w ith in 

the field, then the agreement w ith  the measured plane strain is very good. The minor 

differences between the optical strain data and the strain gauge data can be attributed to 

several possible sources:

•  Inaccuracies of the strain gauge readings.
•  Imperfect loading of the specimen.
•  Errors due to the analysis software.

When the fringe images contain large discontinuities, as in the tests presented in section 

5 .1 .3 .2 , then the optical strain data does not agree w ith  the analytical data. No detailed 

comparison of the optical strain data was performed, since a simple examination of the results 

provides evidence of large fluctuations in the strains. Also, the measurements are 

asymmetrical w ith  respect to the horizontal axis, which is obviously not a true indication of 

the strain. In this case, the errors are undoubtedly due to the Fourier transform  fringe analysis 

software, which produces inaccurate results close to regions of discontinuous data.

When the same software is applied to the rotating specimen fringe patterns, as described in 

section 5.2, the measured results deviate from the established theory. For example, consider 

Graph 9 on Page 154, which indicates the measured radial strain for a speed increase from 

5,156rpm  to 7,046rpm . These results give the firs t indication that windage heating of the 

surface significantly affects the measurements. When Graph 9 is examined w ith  reference to 

Figure 100 (Page 150), and it is assumed that the windage heating of the surface is 

increasing w ith  tim e114, then it is reasonable that fringe pattern C should be closest to  the 

theoretical results, since the load speckle pattern, C2, is recorded shortly after the 

acceleration period is completed. The reference speckle pattern, C1, is taken 235 seconds

114Until an equilibrium  state is attained.
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after the specimen attained the reference speed, and as can be seen from Graph 18 on 

Page 180 (4,991 rpm plot), the disc expansion has reached an equilibrium at this time. 

Additional surface heating occurs during the acceleration period115, since whatever 

acceleration profile is used to bring the specimen to a specific drive speed, the eventual 

surface temperature w ill be the same116. The temperature increase w ill cause the strains 

measured from fringe pattern C to be higher than the theory indicates. However, there will 

be a time lag on the strain due to the additional temperature increase, and speckle pattern C2 

w ill only contain the effects of a portion of it. Fringe data A from Graph 9 (Page 1 54) is the 

other extreme of the measurements. As indicated in Figure 100, the reference speckle 

pattern, A1, was recorded very early in the test cycle, and therefore the temperature of the 

specimen (and the strain) w ill increase significantly w ith  time (see Graph 18 on Page 180). 

The load speckle pattern, A2, is captured a significant period of time after the acceleration 

period, and so additional heating at the higher speed w ill occur. The strain from fringe pattern 

A would therefore be expected to be much higher than the other measured strains. Fringe 

patterns B and D are in between these tw o  extremes.

A major reduction in the acceleration time between the tests speeds was employed to 

generate the fringes shown on Page 155 (fringe patterns E and F). An examination of these 

fringe patterns by eye shows that the density of fringes is slightly d ifferent than the previous 

test. The fringes have a lower density towards the left of the image117 than those shown 

on Page 151 (which have a similar density across the whole image). In the high acceleration 

tests, the specimen was run at the reference speed for several m inutes, before being 

accelerated very rapidly to the load speed. The radial strains would be expected to be much 

closer to the theory, since only a slight amount of heating w ill occur during the acceleration 

period. This is indeed the case, as shown in the graphs on Page 156.

The medium speed test described on Page 158 (Figure 109) is slightly d ifferent than the 

previous case, since four different reference speckle patterns (H1-K1) are correlated w ith  the 

same load speckle pattern (2). The radial strains obtained from the fringe patterns, which are 

shown in Graph 13 (Page 161), indicate a trend which is consistent w ith  windage heating. 

W ith reference to Figure 109, upon attaining the test speed of 10,180rpm  (and during the 

initial acceleration), the specimen temperature w ill increase w ith  time, until an equilibrium 

state is reached (see Graph 18 on Page 180, which presents a result at a similar speed). 

Therefore, speckle pattern H1 is recorded at the lowest temperature, and speckle pattern K1

115The d ifference between the low er plots o f Graph 18, corresponding to  three or four fringes.

116For example, refer to  Graph 1 7 on Page 171.

117The le ft o f all the images is at a higher radius (refer to  Figure 98).
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the highest, w ith  11 and J1 at intermediate temperatures between the tw o . Consequently, it 

would be expected that fringe pattern H would indicate the highest radial strain, and K the 

lowest (for the reason explained earlier), w ith  all strains being higher than the theoretical 

measurements. However, fringe patterns J and K have similar strain results, indicating that 

the temperature change between 233 seconds and 323 seconds is small. A later windage 

te s t118, the results of which are shown in Graph 18 (on Page 180), verified that this is the 

situation. In Graph 18, it can be seen that after about 200 seconds, the increase in the 

number of fringes across the image is small, indicating that the temperature of the specimen 

has stabilised. Figure 114 (Page 161) is the schedule of a similar test, in which three load 

speckle patterns (L2-M2), separated by 10 second intervals, are correlated w ith  the same 

reference pattern (1). The speed change was from 9,764rpm  to 12,164rpm , w ith  a high 

acceleration rate. The images shown on Page 162 show an increasing numbers o f fringes in 

relation to time. This is verified by Graph 14 (Page 163), where as expected, fringe pattern 

L gives the closest agreement to the theoretical prediction, and fringe pattern N is the least. 

The magnitude of the radial strain measured w ith  the interferometric system is now much 

higher than the theory, since the firs t of the load speckle pattern was recorded 30 seconds 

after the end of the acceleration period (see Figure 114). The test schedule shown in 

Figure 119 on Page 165 is similar to the previous test (Figure 114), but w ithou t the 

30 second delay after the acceleration period is complete. The test speeds were 15,098rpm  

and 1 6,550rpm . The radial strains shown in Graph 16 (Page 168) were generated from fringe 

patterns P to S, shown on Page 166. These results are similar to those shown in Graph 14, 

but fringe pattern P is now reasonably close to the theoretical values, since it was recorded 

immediately after the completion of the acceleration.

The theoretical model used to compute the expected radial strains for the rotating disc was 

very rudimentary, and based upon simple analytical equations. More advanced fin ite element 

models of the experiments119, which also ignore the windage effects, agree w ith  the 

analytical equations to w ith in  approximately 2% for regions w ithou t stress raising features. 

Therefore, the simple model was considered suitable for this application, and was used to 

compute the theoretical radial strains throughout this thesis. The windage effects were not 

considered in the model, since the computation of such effects is extremely com plex120, 

and far beyond the scope of this thesis. Several references to the power dissipation of a 

rotating disc are available, for example Etemad et al. [1992], but as indicated in this paper, 

there is a wide variation between the results of various computations and measurements.

118One o f the curves o f Graph 18 is for a speed of 10 ,080rpm , w hich is close enough to  the reference speed.

119Reference: Private com m unication - John Brownell, Rolls-Royce PLC, Derby.

Reference: Private com m unication - Dr Keith Pullen, Imperial College.120
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Also, d ifferent mathematical models of windage exist, and the agreement between them is 

rather poor. Therefore, as indicated, windage was not modelled.

The windage fringe pattern results, described in section 5 .2 .3 , were generated using the test 

schedule shown in Figure 1 24. The firs t set of fringe patterns, for windage test 1, were taken 

at 4,991 rpm (acceleration of 42rad s'2), and are shown on Page 173. A clear expansion of 

the specimen w ith  time is evident. Further fringe images in this sequence, which are not 

shown, were used to generate the data for the lower plot of Graph 18 on Page 180. It should 

be noted that each data point on Graph 18 represents a fringe pattern. The processing time 

required to pass each fringe pattern through the Fourier transform software is prohibitive. 

Therefore, to get a preliminary indication of the expansion, the number of fringes in each 

image was counted by eye, giving the approximate strain across the field of v iew 121. The 

apparent 'ripp les' in Graph 18 are a result of this, since fringe counting is only accurate to the 

nearest fringe. For more accurate work, it would be necessary to process the entire set of 

images, which would require more powerful computing facilities to complete the analysis in 

a reasonable time.

The fringes obtained from windage test 2 on Page 174 are for a rotational speed of 

10,080rpm . This set of fringe patterns confirms w ithout a doubt that the effect under 

observation is windage. In Image 120 for example, the fringe density appears to increase w ith 

the radius (left of the image), which is consistent w ith  windage heating. The surface 

preparation was suspected as a candidate for this effect, but similar fringe densities are 

present in Image 155 (on Page 203), which was taken from a paint free region of the 

specimen. The lower tw o  fringe patterns on Page 1 74 indicate that it is possible to correlate 

later images in the sequence w ith  each other, to determine the heating effects over long 

periods of tim e122. Other windage tests, shown on Pages 175 to 179, indicate 

miscellaneous expansions of the specimen at various accelerations and speeds. Image 148, 

which was recorded at 17,394rpm , is a splendid example of the fringe density change due 

to  radius.

Graph 18 on Page 180 is a summary of a set of windage tests, in which a clear and 

unmistakeable trend is evident. Graph 19 (on the same page) shows the result of varying the 

acceleration rate of the specimen for a windage test speed of approximately 10,000rpm . 

Initially, this graph appears to indicate that the overall number of fringes is dependent upon

121 This method is very approximate, since it uses the w id th  of the image as the gauge length.

122There is no logical reason w h y  such tests could not be conducted over many hours or days.
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the acceleration, which cannot be correct since the ultimate temperature of the disc is 

independent of the acceleration. However, w ith  reference to Graph 17 on Page 171, which 

indicates the measured temperature of the disc surface, it is observed that when the disc 

attains the operating speed for a high acceleration rate, the initial surface temperature is lower 

than for the low acceleration rate, since less heating of the disc occurs during the acceleration 

period. Therefore, if a reference speckle pattern is captured at the instant the disc attains the 

operating speed, it w ill be recorded at a lower temperature for the higher acceleration 

rate123. The correlation of further speckle patterns w ith  this reference pattern w ill produce 

a larger number of fringes. A similar but reverse argument can be used for low  acceleration 

rates. Graph 20 (Page 180) is a similar test, indicating a similar result.

From an industrial point of view, perhaps the most important achievement of this project is 

the operable speed range increase. A documented maximum tip speed of 132m s '1 was 

obtained w ith  the previous system [Preater, 1987b]. Fringe patterns X and Y from Page 169 

were obtained at a rotational speed of 23,842rpm , which is a tip speed of 364m s'1. A lthough 

no engineering data was obtained at this tip speed124, the results indicate that speckle 

correlation clearly occurs, even at supersonic speeds125. No evidence was found to suggest 

tha t these high tip speeds were close to a fundamental speed lim it. It is therefore suggested 

that w ith  a more sophisticated drive assembly, higher operational speeds should be possible.

The speed range increase is significant, but has an even greater implication when coupled 

w ith  the fact that highly repeatable images126 are obtained at almost all tip  speeds up to 

245m s'1. Obviously, the point about repeatability is very important for a measurement 

system, since potential users must have confidence in the results.

123Compare the in tersects o f plots A  and C from  Graph 17.

124Reliable engineering data was obtained at a maximum tip  speed o f 245m s '.

125Higher rotational speeds were not possible, due to lim itations o f the drive system, and sa fe ty considerations.

126The system  developed by Preater produced very fe w  repeatable speckle correlation fringe patterns.
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Conclusion
It has been demonstrated that the technique of electronic speckle pattern interferom etry can 

be used successfully to determine the in-plane radial strain of a rotating disc. The use of the 

Fourier transform  technique to analyse the speckle fringe patterns facilitates the extraction 

of accurate phase information, which is used to determine reliably the strain at many 

locations. The measurement system offers several advantages over conventional strain 

measurement technologies. The technique is non-contacting, and therefore it neither disturbs 

the surface (apart from the addition of a coat of paint), nor does it suffer from the effects of 

direct surface contact (eg. temperature changes). It is a field array technique which permits 

many hundreds or even thousands of measurements to be made simultaneously, thereby 

providing an almost immediate visual interpretation of the specimen strains.

Under experimental conditions chosen to minimise the effects of windage, the agreement 

between the measured strain and theoretical predictions was good. The measured results 

were found to disagree w ith  the theory under general test conditions not chosen to minimise 

windage, and the cause was shown to be windage heating of the disc surface. Windage and 

infra-red temperature tests were conducted, and confirmed the specimen expansion due to 

the temperature rise.

This work represents a major advancement of the technology, in terms of the operable speed 

range, data analysis, and implementation of the technique. It is considered that the objectives 

stated in the abstract of this thesis have been attained, and the technique is now suitable for 

industrial application. A small amount of additional work is required to fu lly  comprehend the 

more complex errors discussed w ith in, such as the effects of air flow  over the specimen 

surface, and errors resulting from shape changes or bending of the specimen (section 6.5).

The general confidence in the measurement system has been elevated.
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Further work

A significant amount of further work must be undertaken before electronic speckle pattern 

interferom etry can be used routinely to make measurements on high speed rotating 

specimens. This section details some of the more interesting enhancements tha t could 

conceivably be investigated. Where a particular avenue of investigation appears prohibitively 

expensive, this is pointed out, since from an industrial point of view , the cost is a more 

im portant factor than the academic benefit. All costs are approximate, and valid fo r 1993.

Interferometer
The Electronic Speckle Pattern Interferometer described in this thesis performs well in the 

laboratory environment. However, the development of the technology was commissioned by 

Rolls-Royce, and therefore the developed system should be capable of being operated in an 

industrial environment, by relatively unskilled workers. The interferometer is physically quite 

large, and very d ifficu lt to align accurately. Consequently, a reduction in the number of optical 

components would be valuable, and would reduce the size of interferometer, making it easier 

to align. Replacing the t ilt  m irror w ith  a modified method of beam tilting , fitted  to the laser 

chassis, would allow the pulsed beam to be horizontally shifted w ith  respect to the chassis, 

thereby allowing the tw o  plane mirrors on the optical table to be removed. The use of a 

stepper motor to drive the tilting stage, although relatively expensive, costing over £2,000 

(w ith driver electronics), in preference to the current DC motor, would allow more accurate 

and repeatable carrier fringe pattern selection. Additionally, some form of feedback from the 

t ilt  stage, which could eliminate the effects of drive backlash, would be very useful.

M irrors of higher optical quality would increase the cost of the experimental system, but could 

be utilised for very accurate experimental work. However, there is a reluctance on the part 

of industry to invest large amounts of capital into such things, since an interferometric quality 

outer mirror could cost £20 ,000 at current prices, and could very easily be damaged (eg. by 

oil contamination from the spin pit). If the cost proved inhibitive, a single outer m irror could 

be manufactured to interferometric quality, and used to produce a set of holographic optical 

elements (HOE), which could furnish the desired incident wavefront. Since these elements 

would be considerably cheaper to manufacture than the outer mirror (possibly only about £50
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each), then their destruction due to unforseen experimental circumstances would not be of 

major concern127. The incorporation of an inner mirror w ith  a reduced radius of curvature 

(currently 52mm), and longer cylindrical length, would allow measurements at smaller radii 

to  be made. This would be of value, since the radial stresses are higher near the centre, and 

the windage heating effects are less.

The radially sensitive in-plane electronic speckle pattern interferometer is only able to make 

radial strain measurements on a rotating specimen. In many cases, particularly in modern gas 

turbine components, the major stress, which is of concern to the design engineer, is the hoop 

stress. However, the verification of one stress w ill increase the confidence in the computer 

model. A speckle correlation technique, similar to the one described by Marom [1974 ], could 

be used to make measurements of both the radial and hoop displacements, but w ith  a current 

resolution of about one th irtie th of the ESPI system. However, such a system would probably 

require a Nd:YAG laser or similar, since the intensity correlations would be unreliable w ith  the 

ruby laser. Noh and Yamaguchi [ 1992 ]128 describe a 2D speckle correlation system for the 

measurement of in-plane strain, using the simple system shown in Figure 142. The system 

works by recording the speckle pattern from the directly illuminated surface in a reference 

condition. A load is then applied, and a second speckle pattern is recorded. The images are 

dissected into smaller regions, typically 56 sub-blocks of 64x64 pixels, and an autocorrelation 

is computed for each region of the reference image, by squaring the modulus of the Fourier 

transform , as discussed in section 4.2. Each block in the reference image is then 

cross-correlated w ith  the corresponding block in the load image, again using the Fourier 

transform  relationship, and the relative movement of the cross-correlation peak away from 

the autocorrelation peak is used to determine the average net movement of the speckles in 

the block. The combination of this technique, and a very high resolution CCD array129.

Figure 142: 2D speckle correlation for measuring in-plane strain

1 27
Rolls-Royce have voiced concern about the placement o f expensive optical components in a spin p it, since tes t 

specimens are sometim es destroyed during a test. In certain cases, oil spray from  the drive system  could also 
contam inate optical components.

128Yamaguchi and Noh [1992 ] contains results show ing the complete stress fie ld fo r a specimen.

129Currently, 4 0 9 6 x4 0 9 6  pixel CCD arrays are available, but the enormous cost is restrictive .
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would enable the measurement of both components of strain to be obtained, w ith  a 

reasonable resolution.

Although not a direct continuation of this work, it may be possible to configure an 

out-of-plane electronic speckle pattern interferometer, using the same electronic control 

system to obtain speckle images of the specimen surface. A lbeit pure speculation, since the 

sensitivity vector of an out-of-plane system would be perpendicular to the rotational motion, 

it is perceivable that no complications due to speckle blurring should occur, and speckle 

correlation fringes at tip speeds of up to 300m s'1 should be obtainable. If such a system were 

possible, it would resemble Figure 6 (Page 15), and could enable vibrations of the specimen 

to be visualised. Since the tw in  cylindrical mirror system would not be required for such 

measurements, the pulsed laser illumination could be used to illuminate the entire specimen, 

rather than a section of it. An out-of-plane measurement system for a rotating system based 

on ESPI has not been described in the literature, and would be extremely useful, since many 

of the problems associated w ith  similar holographic measurements remain as yet unsolved.

Laser illumination source

The use of an improved laser source, for example Nd:YAG, which has a high repetition rate 

and good repeatability, would enable a significantly higher data sampling rate than is possible 

w ith  the ruby laser, which requires approximately 10s to recharge. Also, modern pulsed lasers 

often produce considerably shorter pulse w idths, at higher energy levels. Nd:YAG lasers w ith 

operating energies of 10J and pulse w idths of femtoseconds are not uncommon, although the 

present cost is very high (well over £60,000). Such a laser would undoubtedly enable 

extended specimen drive speeds to be used. The difference in rotational speed of the 

specimen for which speckle correlations could be obtained would certainly increase, since the 

'smearing' of the speckles during the illumination period would reduce in proportion to the 

pulse w idth.

The transient nature of the surface heating could be visualised in much greater depth w ith 

such a laser, since the repetition rate would be significantly higher than w ith  the ruby laser. 

Highly repetitive pulses at frame rate (25Hz) are easily possible w ith  Nd:YAG lasers, which 

could increase the sampling rate to 25Hz, rather than 0.1 Hz, which is used at present.

The use of laser diodes is another possibility which could be investigated, and was looked at 

briefly in this research project. It was established that one of the major drawbacks w ith  using 

diode lasers is that when they are switched through the device threshold, 'mode hopping' 

occurs, causing a significant change in the illumination coherence properties. Also, thermal
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changes in the diode cavity during the sw itching operation cause a deviation of the device 

wavelength, which would cause additional fringe systems to be generated in an 

interferom eter* More sophisticated (and expensive) laser diode drivers use active thermal 

correction systems to compensate for the wavelength sh ift due to temperature changes.

Fringe analysis
The use of the Fourier transform method of fringe analysis was found to be suitable for 

evaluating regions w ithou t stress raising features (eg. holes in the fringe data). When 

discontinuities are introduced into the data, problems w ith  the Fourier transform  methods 

occur, due to the global nature of the computations. The Fourier transform  assumes that the 

data array is continuous and infinite, as explained in section 4 .2 .4 . Therefore, the recovered 

phase around stress raising features is the most unreliable, since the periodic nature of the 

fringes is changing most rapidly in these regions. However, these zones are of greatest 

interest to engineers, since such stress problems are not well understood, and computer 

models are more inaccurate in these cases.

To generate accurate phase data in regions of elevated stress, a point method rather than 

global method of phase extraction would be required. W ith reference to Table 3 on Page 82, 

it can be seen that currently, the only tw o  other methods of phase extraction feasible for this 

application are, 'spatial phase sh ifting ' or 'carrier frequency phase sh ifting '. Intensity based 

methods can be ignored, since they are unreliable in the presence of noise. The spatial phase 

shifting method has relatively low  accuracy, in comparison to the Fourier transform , carrier 

frequency phase shifting or temporal phase shifting methods. So, the carrier frequency phase 

shifting method is currently the only alternative to the Fourier transform method of fringe 

analysis. However, this method requires low noise fringes and an accurately determined 

carrier pattern. Therefore, the Fourier transform method is the most satisfactory fringe 

analysis scheme (even though it cannot cope w ith  stress raising regions), but if accurate 

engineering data around stress raising features is required, then a new method of data 

extraction w ill have to be developed.

Data processing
The use of an Intel based computer to acquire, store and process images from an 

interferometric measurement system is attractive to potential users. This is mainly due to the 

inexpensive capital investment, relative availability of the hardware, and the huge library of 

professional software. Also, these computers are very adaptable to third party hardware, and 

many products are available to increase their performance and versatility. Nevertheless, these 

machines, w ith  their complex memory architecture (see Appendix A), require proficient
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programmers to perform many of the intricate tasks necessary to analyse interference fringe 

patterns. The incorporation of very fast processor boards (¡860 or C40) would improve the 

situation, but the limited conventional DOS memory (640KB for real mode applications) and 

's lo w ' data transfer rate through the motherboard expansion slots (8MHz irrespective of the 

processor clock speed) w ill always be a lim iting factor. The use of extended memory (used 

in this research work) does increase the storage capacity of the programs, but the access to 

this memory is complicated and slow. The use of device drivers which sw itch the processor 

in and out of protected mode is inadequate for complex engineering computations. One other 

major lim itation of the Intel based computers is the lack of true multitasking (although 

WINDOWS does provide this to a certain extent, it is currently very slow). Of course, more 

effic ient software could be produced, using very concise programming techniques, to squeeze 

every ounce of power out of the computer. However, when the amount of man hours 

required to w rite such software is taken into account, it m ight prove disproportionately 

expensive. It would be substantially cheaper to purchase the extra processing power, and to 

make simple software modifications which would yield noticeable speed gains. As mentioned 

earlier, an array processor could be incorporated into the system, for a reasonably small 

capital cost, which would drastically decrease the execution times required for the Fourier 

transforms and unwrapping algorithm. Nevertheless, such a system would require a complete 

rewrite of the existing software, and would still only operate as a single tasking system. This 

could be considered as an interim solution. What is required ultimately is a fast processor (at 

least 60MHz), w ith  a logical memory architecture, running a true multitasking operating 

system. The dramatic fall in the purchase price of very powerful W orkstations130, which 

operate under the reputable UNIX V operating system, w ill make Intel based systems obsolete 

for engineering problems w ith in a few  years, unless a radical change in the philosophy of 

these computers is effected. The incorporation of a W orkstation into the electronic speckle 

pattern interferometer would dramatically increase the versatility of the entire system. The 

true multitasking nature of the operating system would allow many applications to be 

executed on the system simultaneously, so for example, the computer could be acquiring the 

speckle images w ith  one program, and simultaneously analysing, displaying and printing the 

results w ith  another. Also, some of the very sophisticated UNIX softw are131 would allow 

enhanced visualisation of the output data, in formats unavailable on the Intel systems. 

Computer code w ritten under the UNIX C compiler would be far more portable than C code 

w ritten  under the MS-DOS operating system, since to perform many 'lo w  level' operations 

on Intel machines, it is necessary to invoke functions from MS-DOS, BIOS or device drivers.

130For example, SUN SPARC 10 or Silicon Graphics IRIS systems are currently retailing fo r w e ll under £10 ,0 0 0 .

131For example, the AVS program (Advanced V isualisation Softw are).
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Since none of these function calls are included in the ANSI C standards, then the code will 

not be portable. Of course, C code w ritten under MS-DOS could be produced to  ANSI 

standards, but only through neglecting some of the more useful parts of the system, for 

example extended memory, the mouse, VGA graphics and the VS100 image processor. A 

similar argument could be used for C code w ritten under the UNIX operating system, but in 

UNIX, hardware devices are configured differently to MS-DOS, and therefore the software can 

become more 'hardware independent'.

Another useful m odification, which could be implemented fairly simply, would be to adapt the 

fringe analysis software to interface w ith  a standard graphic file format, rather than directly 

w ith  the VS100. For example, software which could analyse an image stored in a TIFF, GIF 

or similar file, would be very useful, since the widespread use of these formats would enable 

easy interchange of interferometric results w ith  other research centres. Such collaboration 

w ith  other institutions is both logical and efficient, especially w ith  the modern computer links 

already in existence132. The medical profession has already realised that by using the 

w orldw ide computer networks, it is far more effic ient to move the data to the expert, than 

it is to move the expert to the data. So for example, X-ray images are transferred by FTP to 

hospitals in other countries for examination by an expert, who uses electronic X-Talk to return 

a diagnosis. The whole process may take only minutes.

Returning to the fringe analysis application, since the graphical files contain header 

information about the dimensions, grey scales and compression schemes, then smaller, 

non-rectangular images could be analysed. This is an important point, since all the programs 

w ritten  for this research project expect a 512x512 image, which in some cases, can be a 

waste of space and processing time. Also, in the case of the programs w ritten for this 

project, the separation of the image processing hardware and analysis software, which could 

be achieved by using standard file formats, would allow different Intel computers to analyse 

the fringe patterns, w ithou t the need for the VS 100 to be fitted to them.

Experimentation
An obvious piece of further work would be to drive the specimen in an evacuated chamber, 

to eliminate the effects of windage heating of the surface. Under these conditions, the 

specimen would be traction free, since the atmospheric load, which acts as a resisting force 

to the rotation, w ill be zero. Rotational speed change tests could then be compared w ith

132A lm ost all major academic research centres, and many industria l centres, th roughout the w orld , are linked to  the 
IP ne tw ork, and can access data in any country, in seconds. Therefore, in principle, an image could be generated by 
a system  in London, analysed in say Australia, and the results examined back in London the same day.
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established theories w ithou t having to consider the complications caused by the surrounding 

air flow . The laser illumination could be coupled into the chamber via special w indow s, w ith  

the camera, mirrors and shaft encoder all inside the chamber133. A successful test under 

these conditions would be a major advancement of the technology, since many of the 

parameters which are carefully controlled in the laboratory can not be controlled in an 

industrial spin p it facility. Also, the general organisational constraints of industry would be 

another test of the techniques 'real' usefulness. For example, the allotment of rigid amounts 

of time on an industrial pit, would test the practicality of the technology, in comparison to 

other established measurement techniques, which currently function under the same 

pressures.

Rotational speed tests w ith  the specimen operating at an elevated temperature would be 

genuinely useful, since numerous rotational systems operate at high temperatures, and under 

these conditions, many effects, such as creep for example, are magnified. Combined w ith  

th is, it would be useful to determine the maximum rotational speed, or more im portantly, the 

maximum tip speed, for which speckle correlation fringes can be obtained. To give an 

example of the requirements134, some advanced gas turbines, currently under development, 

may operate at temperatures of 500°C , pressures of 40 atmospheres, and tip speeds of 

600m  s'1. It may be straightforward to obtain fringe patterns at extremely high temperatures 

and drive speeds, but to obtain useful engineering measurements under such conditions, a 

drive system and specimen which has very low  amplitude vibrations is essential.

Specimens made from composite materials could be tested, since a lot of work is currently 

underway to understand the properties of the structures that comprise them 135. As stated 

earlier, the validation of fin ite element computer codes would be a great achievement for an 

experimental system, and would ultimately lower the industrial costs of such products, since 

a greater degree of confidence in the computer predictions would reduce the amount of 

testing required136.

Preater showed that it is possible to obtain carrier fringes on rotating specimens w ith  various 

profiles (eg. Image 7 In Chapter 1 shows fringes on a rotating propeller blade). If the 

technology described in this thesis is to be put to real use, then it must be able to measure

133 In fac t, such a te s t is scheduled at the Defence Research Agency, Pyestock, Farnborough, later th is  year.

134Reference: Rolls-Royce personnel - private comm unication.

136See fo r example: Post [1990 ].

136Obviously, it is much cheaper to  model a component on a computer than it is to  fabricate it, and then conduct 
a series of tests. However, the general fa ith  in computer models is currently not su ffic ien t to  rely on them  to ta lly .
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accurately the strain on curved specimens. However, Jones and Wykes [1983] explain that 

the dual beam Leendertz in-plane ESPI configuration becomes sensitive to out-of-plane 

movements when the specimen deviates from plane. A rotating curved surface w ill almost 

certainly develop an atmospheric pressure differential between its faces, and w ill therefore 

move out-of-plane as the speed increases137. An investigation into the possibility of using 

electronic speckle pattern interferometry to test rotating curved surfaces would be very 

interesting, and if successful, would certainly render the technology even more useful.

Errors
A rigorous investigation of the more complex errors described in Chapter 6 would benefit 

considerably the appreciation of the results. As pointed out in the previous section, the 

evacuation of the drive chamber would go part way to determining the errors caused by air 

flow  surrounding the specimen. However, simply comparing the results included in th is thesis 

w ith  any obtained from an evacuated test is insufficient, since the specimen disc w ill be 

responding in a d ifferent way w ith  the air removed, and it w ill be impossible to differentiate 

between the measured change in the specimen, and the errors in the interferometric 

measurement. A purpose designed experimental programme is required to look at the air flow , 

rather than the surface strains of the disc. Such an experiment could be based upon the 

double pass Michelson interferometer described by Shough and Kwon [1990], and may give 

an indication of the flow  patterns, rates and pressures surrounding the disc.

137 It could o f course be tested in a vacuum, but 'real w o rld ' operating tests are a great deal more inform ative.
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A APPENDIX

Appendix A: PC Fundamentals
This appendix deals w ith  some of the fundamentals of the computer hardware and software 

described in this thesis. The hardware used was an 80486 computer fitted  w ith  16,000KB 

of memory, a 180MB hard disk and super VGA graphics adaptor. Additional hardware 

includes the Imaging Technology VS100 frame store, Amplicon Liveline PC36AT card, 

Adaptec 1 522 SCSI, SyQuest SQ555 removable hard disk drive, and a Seikio CP-250 250MB 

tape drive.

A.1 Intel 80x86 processor family
The Intel 80286, 80386 and 80486 form an upwardly compatible family of central processing 

units (CPUs) fitted to AT type computers. The more advanced 386 and 486 CPU's currently 

operate at clock speeds in the range 40-66MHz, and offer an impressive range of machine 

code intructions and internal chip registers. They have tw o  modes of operation, called real 

and protected. Normal MS-DOS applications run in real mode, and are limited to 640KB of 

memory (called base or conventional memory). Unfortunately, this mode is the least efficient 

of the tw o , and is almost unqiuely supported by applications software. The advent of the 

WINDOWS operating system allows the computer to be operated in protected mode, but this 

system is incompatible w ith  a vast array of existing softw are138.

When operating the computer under the MS-DOS, simply adding more memory chips to the 

computer does not overcome the memory lim itation, because the extra memory can only be 

accessed w ith  the processor switched into protected mode. To solve this problem, 

manufactures came up w ith  tw o  additional types of memory, called expanded and extended. 

Expanded memory is not used in any of the software applications described in this thesis, and 

w ill not be discussed further. Extended memory is described in a little more detail in 

section A .3, since it is used extensively in this thesis to store the huge amounts of data 

generated by the two-dimensional Fourier transform software.

138lncluding the ITEX link library for the VS100 Image processor.
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A .2 MS-DOS operating system (Version 5.0)
The M icrosoft disk operating system (MS-DOS) gets the computer up and running, and 

controls the operation of the computer's activities. It is a manager for the flow , entry and 

display of software and data, to and from each part of the computer system [Duncan, 1988; 

Tisher, 1989], In order to run a program, you must firs t run the operating system.

Version 5.0 of MS-DOS was used as the development environment for all software w ritten 

for this research project. MS-DOS version 5.0 was chosen because, unlike earlier versions of 

MS-DOS, this version allows very large hard disk partitions, which is useful when large 

amounts of data (images) are to be stored. Also, the extended DOS functions (device drivers) 

and the DOS program itself can be made to execute from the high memory area (HMA), thus 

leaving more base memory for applications programs.

A .3 Extended Memory Specification

The simplified memory structure of the AT class of computers is shown in Figure 143. 

Extended memory is the region of the memory map above 1024KB. This memory is not 

normally accessible to the applications programmer, but the use of device drivers provides a 

means of access. The extended memory specification (XMS) defines a software interface that 

allows real-mode application programs to use the extended memory in a cooperative and 

hardware independent manner. The XMS allows applications to allocate, resize and release 

blocks of three basic types:

•  The "high memory area" (HMA) at addresses between 1024KB and 1088KB.
•  Extended memory blocks (EMBs) from addresses above 1088KB.
•  Upper memory blocks (UMBs) at addresses between 640KB and 1024KB.

Installation of the device driver provided by M icrosoft 

(called HIMEM.SYS) is accomplished by adding the 

statement 'DEVICE = HIMEM.SYS' to the CONFIG.SYS 

file (in the root directory of the boot drive). Once the 

driver has been sucessfully installed, applications 

programs can access its functions by finding what the 

entry point address is. To do this, it is necessary to 

execute interrupt 0x2F w ith  the AX register set to 

0x4310 , which w ill return the entry point in registers 

ES:BX. The entry point must be saved as a variable. 

Once the entry point is known, programs simply issue

.1 0 2 4 K B

Figure 143: PC memory
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an indirect far call to the entry point w ith  the function request stored in AH. Interrupt 0x2F 

is no longer required. For a complete list of the available extended memory functions, see 

Duncan [1 989].

A t the time of w riting, access to the extended memory of the computer was not a 

stra ightforward task (as can be seen). However, the advent of more powerful compilers for 

the PC w ill make the task simpler. The C /C+ + (version 7.0) compiler offered by M icrosoft 

appears to support both extended memory and protected mode programming of the 80x86 

processors [Shaw, 1992], but closer investigation indicates that it is basically the same 

method as offered by the device driver, but w ith  simplified function calls. Therefore, no 

decrease in data access time would be gained by using the C +  + functions.

A .4 Minimum hardware requirements
The fo llow ing (minimum) computer hardware configuration is required for operation:

80286 (16MHz) based AT compatible computer (w ith 80287 math coprocessor). 
VGA colour graphics.
MS-DOS version 3.3.
6MB memory (extended); expanded memory is not supported.
40MB hard disk (w ith at least 30MB free).
M icrosoft compatible mouse and device driver.

However, the fo llow ing configuration is strongly recommended:

80486 (33 MHz or higher) compatible computer. 
VGA colour graphics.
MS-DOS version 5.0.
16MB memory (extended).
1 80MB hard disk.
M icrosoft compatible mouse and device driver.

The VS100 should be configured to a memory base address of OxDOOOO and a register base 

address of 0x300. The software has been sucessfully tested on the latter of the tw o  

configurations. It should be stressed that some form of mass storage device is essential for 

interferometric work (see section 3.2.1.5)
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B APPENDIX

Appendix B: Software fragments 

B.1 One dimensional FFT algorithm
This routine computes the Fourier transform of an array of 512 data points using the fast 

Fourier transform algorithm. The routine is w ritten in standard C and should be portable 

between compilers. It has been sucessfully used on the M icrosoft C compiler (version 6.0). 

The real and imaginary parts of the data to be transformed should be stored in arrays xr and 

xi, which should be defined as double precision. The W table is a precalculated array of sines 

and cosines necessary for the transform. See section B.2 for an example of a calling program.

Upon exit, xr and xi contain the transformed real and imaginary data.

/ *  p rep rocessor  commands * /  
# in c lu d e  <math.h>

# d e f in e  SR512 22.627417

/*
*

*
*
*
*

*
*

*
*

*

■k

*

*
*

*
*
*

* /

Th is  r o u t in e  i s  used to  perfo rm  an FFT on a se t  o f  512 data  p o in t s .

I t  c a lc u la te s  th e  re a l  and im aginary  p a r t s  o f  the  data  to  an 
accuracy o f  17 decimal p laces  - s tandard  double  on M ic ro s o f t  C.

W r i t t e n  By Robin Swain, C i t y  U n iv e r s i t y ,  London 
F i r s t  cod ing : 31 J u ly  1990.

UPDATE NOTES:

Th is  v e rs io n  was e d i te d  on 24 September 1990 to  use double  p re c is io n  
in  th e  c a lc u la t i o n s .

The W ta b le  must be p re c a lc u la te d  and passed to  the r o u t in e  
through the  wr and wi parameters.
NOTE: wr and wi must be in  double  p r e c i s i o n ___

/ *  Func t ion  p ro to ty p e s  * /
s t a t i c  reve r (un s ig n e d  i n t  * r tn ,u n s ig n e d  i n t  c n t , i n t  I p ) ;  / *  Reverse o rd e r  * /

i n t  f f t r c s  (doub le  * x r ,  double  * x i ,  double *w r ,  double * w i )  / *  Func t ion  s t a r t  * /
<

r e g i s t e r  i n t  i ,  j ,  k; 
unsigned i n t  i i ,  r v s ;  
i n t  s f t  = 10, pwr = 9, leng th  = 512;
/ *  va lues  f o r  a 512 va lu e  t ra n s fo rm  * /

i n t  n2, p t r ,  numw;
i n t  gs tep , wstep;
doub le  tmpr, tm p i , tmp;
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n2 = length »  1 ;

/*
* Rearrange the terms to compensate for final
* butterfly order.
* This could be done after butterflying just as
* easily.
* /

for < i i =0; ii < length; ii++) { 
rever(&rvs, ii, pwr);

i f (rvs > i i) t
tmp = xr [i i] ; 
xr [i i] = xr [rvs] ; 
xrtrvs] = tmp; 
tmp = xi [i i]; 
xi[i i] = xi[rvs] ; 
xi[rvs] = tmp;

> /* If then statement */
> /* II loop */

/*
* now do the butterfly stages.
* /

for (numw=1; numw <= n2; numw = gstep) f 
gstep = numw «  1; 
ptr = 0;
wstep = n2 / numw;
for (i=0; i<numw; i++, ptr += wstep) t

for (j=i; j<length; j += gstep) t 
k = j + numw;
tmpr = (wr[ptr] * xr[k]) - (wi [ptr] * xi [k]); 
tmpi = (wrtptr] * xi [k]) + (wi [ptr] * xr[k]); 
xr[k] = xr[j] - tmpr; 
xi [k] = xi [j] - tmpi; 
xr[j] += tmpr; 
xi[j] += tmpi;

> /* J loop */
> /* I loop */

> /* numw loop */

for (i=0;i<512;i++) < 
xr[i] = xr [i] /SR512; 
xi [i] = xi [i]/SR512;
>
/* Complete definition
* FFT is scaled by 1/SQRT(N) so that reverse transform
* may use the same routine.
* /

return (0);

> /* End of fft routine */

static rever(unsigned int *rtn,unsigned int cnt.int Ip) 

i
register int i; 
register int loop; 
loop = Ip -  1;

*rtn = 0;
for (i =0; i<Ip; i++) {

if  (ent & C1<<i))
*rtn ¡= <1<<(loop-i));

> /* I loop */
> /* reverse function */
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B.2 Fourier transform calling program
This section explains how to call the routine presented in section B.1. First, the W table must 

be computed (only computed once at the beginning of the calling program). Then the data to 

be transformed is placed into arrays xr and xi. Reordering the sequence is discussed in section 

4 .2 .1 .3 . If the data is purely real, all values of array xi are zeroed (this is the case for a 

forward image transform). The value of PI is defined in the preprocessor section of the 

program.

/* Definitions */
double wr[256],wi[256]; /* W table real/imaginary arrays */
double xr[512],xi[512]; /* data real/imaginary arrays */
double alpha,theta; /* Misc variables */
i nt i;

___ intermediate program statements ___

/* Compute W table */ 
alpha = -(PI/(double)256); 
for < i =0; i<256; i++) C

theta = alpha * (double)i; 
wr[i] = cos(theta); 
wi[i] = sin(theta); >

___ intermediate program:
data to be transformed 
placed in xr and xi ___

/* Reorder Fourier transform sequence */ 
for (i=1;i<512;i+=2) t *(xr+i) = - *(xr+i);

*(xi+i) = - *<xi+i); >

/* call Fourier transform routine */ 
fftrcs(xr,xi,wr,wi);

/* FFT data is stored in xr and xi, overwriting the input data */

B.3 Modified snap instruction of VS100
The conventional snap instruction of the VS100 (included w ith  the ITEX link library) is a snap 

on field rather than a snap on frame. A modified version was coded to perform snap on even 

frame. This section of code w ill only be of use to those familiar w ith  ITEX, and the 

programming of the VS100. For more information see Imaging Technology [1987],

The registers ZOOM and STATUSCONTROL are defined in the ITEX header file " ITEX 100 .FI". 

The register CONTROL is defined in the header of the program, and points to one of the 

output registers of the PC36AT card. In this piece of code, bit 1 of the CONTROL register is 

used to control the scanning beam of the camera (bit set = beam on).

/* Make sure the VS100 is operating in the correct mode */ 
andreg(ZOOM,OxCFFF); /* zero regmux1/2 */
orreg(Z00M,0x2000); /* Status & Control */
andreg(STATUS_CONTROL,OxOFFF); /* Freeze acquire operations */
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... Issue start instruction to ECU and check for interrupt ...

/* Initiate a snap on even frame command */ 
andregC ST ATUS_CONTROL,OxOFFF); 
orreg(STATUS_CONTROL,0x2000); 
outp(CONTROL,0x02);

/* wait for completion of operation - tight 
do O  while (testreg(STATUS_CONTROL,0x7000)

andregC STATUS_C0NTR0L,OxOF F F); 
orreg(STATUS_CONTROL,0x2000); 
outpCCONTROL,0x03);

/* hold process here until field pulse */ 
wai tvbO;

/* Modify the gain of the VS100 and enable 
setgain(NEWGAIN); 
asm ST I

/* Clear acquire mode bits */ 
/* Snap on frame */
/* blank camera */

* /
/* has ACQMD1 changed to 0 */

/* clear acquire mode bits */ 
/* Snap on frame */
/* unblank */

/* This waits for vertical blanking 
* MUST be next field pulse */

interrupts */

/* Set interrupt flag */
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c APPENDIX

Appendix C: Numerical results
This appendix contains the numerical results obtained from the various fringe patterns 

presented in section 5 .2.2. The tables refer to the 'optical strain gauges' shown in 

Figure 144. The average (AVG) and standard deviation (STD) are calculated for each radius.

Figure 144: Optical gauge locations

Optical strain gauge reading (/¿strain) (radius in mm)

A B C D E F G H I J
118.7 113.7 108.7 103.7 98.7 93.7 88.7 83.7 78.7 73.7

1 101.8 101.1 99.4 104.4 106.4 107.2 111.4 112.1 105.9 103.4

2 97.3 99.7 105.6 102.2 96.8 104.9 114.5 111.8 105.4 109.5

3 95.7 103.8 102.0 100.8 101.7 103.0 104.3 104.9 104.4 102.5

4 96.0 99.5 99.7 95.6 95.8 100.9 104.2 103.8 102.8 100.1

5 88.0 97.6 102.6 97.7 98.3 105.1 102.3 102.6 104.9 100.6

6 88.7 96.4 98.3 100.7 100.3 96.8 97.9 100.8 101.1 102.5

7 93.3 98.1 93.7 94.7 101.8 98.8 99.9 103.1 97.4 102.4

8 88.2 88.0 94.2 100.2 100.4 98.4 104.5 105.3 97.1 94.8

9 87.6 89.1 94.2 103.5 96.8 96.3 116.8 95.0 97.6 97.8

Avg 93.0 97.0 98.9 100.0 99.8 101.3 106.2 104.4 101.8 101.5

Std 4.8 5.0 4.0 3.2 3.1 3.7 6.2 5.0 3.4 3.8

Table 16: Optical strain gauge readings for fringe pattern A (3mm gauge length)
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Optical strain gauge reading (//strain) [radius in mml

A B C D E F G H 1 J
118.7 113.7 108.7 103.7 98.7 93.7 88.7 83.7 78.7 73.7

1 54.3 57.5 62.9 65.4 62.7 63.3 73.8 61.9 54.2 63.5

2 52.8 56.4 56.9 57.6 60.9 64.5 63.2 67.4 64.4 58.1

3 42.1 49.4 56.0 59.9 55.8 56.0 64.0 65.9 64.4 64.2

4 46.3 47.6 54.2 59.8 62.2 62.0 63.5 65.0 62.7 61.1

5 45.5 49.6 54.9 60.0 59.3 61.1 62.0 65.6 66.3 58.2

6 48.1 49.5 52.1 53.7 54.3 57.9 62.6 59.6 62.0 64.9

7 46.7 52.2 53.3 53.7 57.1 61.0 61.0 64.8 63.9 58.3

8 42.8 48.8 53.1 56.3 56.6 61.3 63.9 58.3 60.4 60.6

9 45.2 48.6 51.1 52.8 53.9 57.2 64.5 51.1 59.4 51.3

Avg 47.1 51.1 54.9 57.7 58.1 60.5 64.3 62.2 62.0 60.0

Std 3.9 3.4 3.3 3.8 3.1 2.7 3.5 4.9 3.4 4.0

Table 17: Optical strain gauge readings for fringe pattern B (3mm gauge length)

Optical strain gauge reading (//strain) (radius in mml

A
118.7

B
113.7

C
108.7

D
103.7

E
98.7

F
93.7

G
88.7

H
83.7

1
78.7

J
73.7

1 56.3 48.1 54.0 56.1 48.6 54.1 52.6 54.4 63.3 64.0

2 42.7 53.4 40.5 45.3 47.9 42.3 50.5 59.2 58.5 50.1

3 42.8 47.9 40.4 44.6 52.3 44.3 53.4 53.3 48.9 54.6

4 40.8 47.9 42.6 39.5 43.2 43.4 49.1 48.0 43.9 54.9

5 33.1 40.1 54.3 42.0 39.9 42.1 43.4 44.6 43.9 48.3

6 26.6 39.7 46.1 40.2 43.9 44.9 43.4 51.7 43.4 43.5

7 33.6 42.8 39.6 37.2 39.1 50.5 46.3 45.8 47.1 56.2

8 33.7 36.4 35.6 39.6 42.9 48.0 50.7 44.1 51.7 44.3

9 29.3 37.9 42.5 43.5 47.4 48.4 48.6 42.2 40.4 45.7

Avg 37.7 43.8 44.0 43.1 45.0 46.4 48.7 49.3 49.0 51.3

Std 8.5 5.4 6.1 5.2 4.1 3.9 3.4 5.4 7.2 6.3

Table 18: Optical strain gauge readings for fringe pattern C (3mm gauge length)
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Optical strain gauge reading (//strain) [radius in mml

A
118.7

B
113.7

C
108.7

D
103.7

E
98.7

F
93.7

G
88.7

H
83.7

1
78.7

j
73.7

1 72.3 79.8 77.6 76.3 83.9 77.8 77.9 101.9 84.5 83.3

2 68.3 72.6 78.0 76.6 76.7 84.5 83.0 83.4 83.9 81.8

3 68.9 71.4 72.1 72.3 77.6 80.8 85.1 83.1 78.5 88.3

4 66.1 69.7 71.3 71.9 75.9 73.1 77.1 85.1 77.0 92.8

5 66.2 77.1 75.7 71.0 76.2 73.9 76.0 82.1 74.9 82.1

6 68.4 71.9 69.6 71.2 75.0 75.9 80.0 72.0 76.2 79.7

7 66.6 73.3 72.2 70.1 72.5 78.6 76.8 78.0 87.0 79.6

8 66.2 70.7 68.1 69.4 78.3 80.8 79.7 87.6 80.5 77.5

9 62.9 69.9 70.9 70.3 76.3 99.2 86.8 77.9 73.6 73.5

Avg 67.3 72.9 72.8 72.1 76.9 80.5 80.3 83.5 79.6 82.1

Std 2.4 3.2 3.3 2.5 2.9 2.4 3.6 7.8 4.4 5.4

Table 19: Optical strain gauge readings for fringe pattern D (3mm gauge length)

Optical strain gauge reading (//strain) (radius in mml

A
118.7

B
113.7

C
108.7

D
103.7

E
98.7

F
93.7

G
88.7

H
83.7

I
78.7

J
73.7

1 18.5 30.7 26.8 24.4 32.1 37.3 40.7 43.6 46.5 48.9

2 20.4 27.3 26.5 25.9 37.3 41.1 39.2 46.3 45.3 40.8

3 18.3 26.1 31.0 24.4 30.3 36.9 39.4 42.3 43.1 44.4

4 25.3 21.8 25.1 28.2 25.3 36.1 39.9 39.6 40.3 41.3

5 26.6 19.4 28.8 27.9 24.8 31.5 37.8 42.9 42.3 41.6

6 25.0 20.7 27.2 27.9 26.7 30.5 39.7 41.9 42.6 38.1

7 22.8 18.7 28.2 27.5 28.6 31.1 38.7 44.7 38.5 34.7

8 13.9 23.7 25.8 24.5 31.1 36.1 38.3 39.0 37.8 37.0

9 14.8 22.4 21.4 21.8 29.4 36.3 37.4 35.0 39.3 40.7

Avg 20.6 23.4 26.8 25.8 29.5 35.2 39.0 41.7 41.7 40.8

Std 4.4 3.7 2.5 2.1 3.6 3.3 1.0 3.2 2.8 3.9

Table 20: Optical strain gauge readings for fringe pattern E (3mm gauge length)
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Optical strain gauge reading (//strain) [radius in mm]

A B C D E F G H 1 J
118.7 113.7 108.7 103.7 98.7 93.7 88.7 83.7 78.7 73.7

1 18.6 24.5 44.2 48.5 41.1 65.5 67.1 59.4 55.0 80.6

2 5.7 37.9 34.1 43.5 38.8 62.4 62.6 66.0 69.3 92.5

3 38.4 48.1 23.9 39.1 43.3 55.5 59.1 67.8 69.5 75.8

4 47.1 25.1 38.6 43.7 47.5 49.0 57.8 65.9 65.9 73.4

5 8.2 23.6 38.8 43.7 39.5 66.2 54.0 60.9 71.1 82.8

6 47.2 32.7 36.2 32.8 42.0 64.0 57.5 52.9 71.1 92.6

7 24.3 27.3 27.8 38.9 39.7 50.5 52.7 60.8 75.5 69.9

8 14.1 25.1 26.7 41.0 42.8 59.5 70.3 58.7 70.9 65.0

9 14.5 20.4 26.7 46.1 49.5 49.6 44.4 61.8 65.9 70.6

Avg 24.2 39.4 33.0 42.5 42.7 58.0 28.4 61.6 68.2 78.1

Std 15.2 8.3 6.6 3.4 3.5 6.6 7.3 4.3 5.4 9.2

Table 21: Optical strain gauge readings for fringe pattern F (3mm gauge length)

Optical strain gauge reading (//strain) (radius in mml

A B C D E F G H I J
118.7 113.7 108.7 103.7 98.7 93.7 88.7 83.7 78.7 73.7

1 57.3 68.8 93.2 83.5 92.6 82.1 102.3 89.4 97.3 95.2

2 66.1 70.1 90.2 89.0 82.9 102.2 93.2 80.1 96.8 97.8

3 57.1 79.6 59.1 68.8 87.0 94.5 75.4 94.3 88.5 93.3

4 64.5 59.3 80.2 83.9 78.9 99.2 95.5 101.6 87.5 106.6

5 80.9 49.5 74.8 74.8 76.1 82.3 80.0 84.7 96.8 92.5

6 54.7 60.1 45.3 65.7 91.6 70.5 88.5 93.9 86.5 92.6

7 67.6 51.3 59.6 70.1 86.1 79.5 82.0 81.2 80.3 92.3

8 64.5 56.4 51.9 66.8 87.1 88.4 82.4 80.1 79.2 83.4

9 59.6 63.3 64.9 69.5 77.5 82.1 74.6 77.6 71.6 86.9

Avg 63.6 62.0 68.8 74.7 84.4 86.8 86.0 87.0 87.2 93.4

Std 7.5 9.0 15.8 8.1 5.6 9.6 9.0 7.8 8.5 6.2

Table 22: Optical strain gauge readings for fringe pattern G (3mm gauge length)
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Optical strain gauge reading (//strain) (radius in mm|

A B C D E F G H 1 J
118.7 113.7 108.7 103.7 98.7 93.7 88.7 83.7 78.7 73.7

1 111.7 92.5 115.6 102.5 114.8 139.7 119.4 128.0 129.5 148.7

2 106.4 102.4 110.3 106.1 113.6 119.2 127.0 135.7 128.1 134.8

3 87.3 102.6 111.4 110.0 98.0 126.9 120.7 130.9 123.8 140.8

4 85.6 100.7 98.7 109.4 117.7 113.7 121.4 126.7 128.9 126.8

5 97.9 90.8 117.8 105.2 112.3 118.9 123.2 129.4 128.6 128.3

6 104.8 101.9 108.5 102.4 106.7 122.1 122.1 133.6 130.1 130.6

7 92.3 107.7 99.6 109.9 113.0 116.4 130.7 124.1 129.9 125.5

8 97.6 106.0 104.0 108.4 109.9 135.7 128.9 132.4 132.2 124.7

9 95.3 94.9 107.1 104.9 115.0 121.6 122.9 123.9 119.9 107.1

Avg 97.7 99.9 108.1 106.5 111.2 123.8 124.0 129.4 127.9 129.7

Std 8.2 5.6 6.2 2.8 5.5 8.3 3.7 3.9 3.5 10.9

Table 23: Optical strain gauge readings for fringe pattern H (3mm gauge length)

Optical strain gauge reading (//strain) [radius in mm|

A B C D E F G H I J
118.7 113.7 108.7 103.7 98.7 93.7 88.7 83.7 78.7 73.7

1 74.7 98.7 68.1 118.9 91.7 106.3 115.7 120.0 117.3 99.9

2 75.7 98.6 94.7 98.8 92.6 103.1 102.1 119.8 104.5 119.8

3 78.1 97.3 82.9 98.7 90.3 100.4 109.9 111.5 102.3 119.9

4 75.7 81.1 94.4 87.9 110.3 92.5 105.8 105.3 105.8 107.8

5 80.3 93.0 86.7 103.1 97.2 108.8 95.2 112.2 92.7 119.2

6 70.6 85.4 80.9 91.7 101.2 104.5 99.6 112.3 115.8 106.4

7 68.7 86.4 88.7 87.1 100.2 107.4 104.5 97.6 109.4 112.4

8 78.5 82.6 97.5 87.0 105.7 104.5 114.8 114.4 110.1 107.5

9 70.1 93.5 83.4 84.4 98.4 104.3 95.3 107.4 96.1 104.4

Avg 74.7 90.7 86.4 95.3 98.6 103.5 104.8 111.2 106.0 110.8

Std 3.8 6.6 8.5 10.4 6.2 4.5 7.2 6.7 7.8 7.0

Table 24: Optical strain gauge readings for fringe pattern I (3mm gauge length)
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Optical strain gauge reading (//strain) Iradius in mm)

A B C D E F G H I J
118.7 113.7 108.7 103.7 98.7 93.7 88.7 83.7 78.7 73.7

1 76.1 80.0 77.5 96.9 93.1 91.5 101.2 104.9 108.1 89.4

2 81.8 68.2 86.1 92.0 87.9 87.6 96.6 100.7 103.1 102.4

3 75.8 77.2 83.2 87.5 91.9 92.4 91.4 100.9 96.4 99.5

4 68.8 76.9 80.6 84.8 93.3 91.7 91.8 95.9 99.2 101.9

5 71.6 79.6 80.1 83.9 92.7 90.9 90.6 97.0 100.9 105.2

6 83.2 63.8 76.3 77.6 91.1 92.9 90.8 105.6 100.6 99.6

7 67.4 77.4 67.8 83.4 89.9 91.7 97.9 92.6 94.4 110.0

8 66.1 80.6 79.1 74.2 90.7 101.3 102.9 98.7 94.3 97.1

9 72.8 62.7 77.5 74.5 95.1 85.3 99.1 89.8 86.7 101.4

Avg 73.7 74.0 78.7 83.9 91.7 91.7 95.8 98.5 98.2 100.7

Std 5.7 6.7 4.8 7.2 2.0 4.1 4.5 5.0 5.8 5.3

Table 25: Optical strain gauge readings for fringe pattern J (3mm gauge length)

Optical strain gauge reading (//strain) [radius in mm|

A B c D E F G H 1 J
118.7 113.7 108.7 103.7 98.7 93.7 88.7 83.7 78.7 73.7

1 78.9 83.4 84.6 92.1 89.6 90.3 109.0 96.1 105.3 102.4

2 74.6 76.4 83.1 76.5 87.5 93.9 95.6 98.3 97.4 97.9

3 68.9 65.7' 87.7 84.0 83.8 87.3 98.5 96.4 96.1 95.5

4 68.6 74.9 79.8 70.6 83.3 96.9 90.3 97.3 92.4 90.1

5 68.7 71.5 86.6 74.7 76.4 91.3 90.8 103.1 97.5 95.2

6 72.8 50.7 77.7 75.5 75.4 102.2 85.1 93.9 99.9 90.6

7 67.6 64.2 75.4 78.5 79.9 88.7 99.6 88.8 93.4 87.6

8 67.2 63.7 74.8 78.4 80.5 102.1 90.5 95.5 91.8 87.2

9 60.2 65.0 69.1 77.5 90.9 89.3 113.9 85.5 99.2 74.9

Avg 69.7 68.4 79.9 78.6 83.9 93.6 97.0 95.0 97.0 91.3

Std 5.0 8.9 5.8 5.8 5.2 5.3 8.9 4.9 4.0 7.5

Table 26: Optical strain gauge readings for fringe pattern K (3mm gauge length)
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Optical strain gauge reading (//strain) Iradius in mm)

A B C D E F G H 1 J
118.7 113.7 108.7 103.7 98.7 93.7 88.7 83.7 78.7 73.7

1 114.7 115.1 132.0 129.5 129.4 136.8 141.3 139.9 147.4 126.8

2 108.0 123.6 120.8 122.1 127.2 138.2 139.4 130.1 136.9 148.2

3 111.3 115.2 116.0 134.8 118.8 146.8 121.7 135.2 131.7 135.6

4 92.4 116.0 112.4 124.2 124.4 129.1 131.1 133.6 135.0 142.6

5 91.1 118.8 110.4 125.1 127.4 130.7 131.7 132.7 140.8 133.2

6 100.9 112.4 124.3 110.6 125.2 130.7 129.5 136.1 130.4 142.7

7 108.5 101.9 123.1 118.8 124.8 129.0 138.3 131.0 131.9 129.6

8 97.4 115.0 115.7 114.9 122.8 140.9 133.4 139.9 130.5 132.6

9 103.8 104.1 125.0 107.2 127.4 125.6 137.6 137.8 145.8 124.7

Avg 103.1 113.6 120.0 120.8 125.3 134.2 133.8 135.1 136.7 135.1

Std 7.8 6.4 6.5 8.4 3.0 6.5 5.8 3.4 6.2 7.5

Table 27: Optical strain gauge readings for fringe pattern L (3mm gauge length)

Optical strain gauge reading (//strain) [radius in mml

A
118.7

B
113.7

C
108.7

D
103.7

E
98.7

F
93.7

G
88.7

H
83.7

1
78.7

j
73.7

1 128.4 136.7 131.2 131.4 139.0 142.9 146.1 142.1 137.9 155.5

2 126.3 142.2 144.6 131.8 146.1 158.6 154.6 155.6 150.7 163.4

3 130.4 124.8 139.3 135.8 137.4 130.6 146.1 156.6 158.4 149.1

4 136.8 130.3 140.7 134.6 134.6 152.7 146.7 151.2 151.4 152.5

: 5 126.4 128.3 136.1 136.7 137.2 160.8 144.4 148.6 151.0 148.4

6 122.4 126.9 132.8 145.5 140.6 151.4 144.2 154.8 145.2 147.3

7 120.7 126.0 127.4 138.8 145.6 148.7 152.1 151.6 143.4 149.3

8 122.2 130.4 128.2 140.0 142.9 155.7 156.4 152.7 150.3 143.1

9 128.3 127.4 131.5 136.7 163.8 122.7 143.4 147.8 137.8 135.4

Std 126.9 130.3 134.6 136.8 143.0 147.1 148.2 151.2 147.3 149.3

Avg 4.7 5.3 5.6 4.1 8.2 12.2 4.6 4.3 6.4 7.3

Table 28: Optical strain gauge readings for fringe pattern M (3mm gauge length)
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Optical strain gauge reading (//strain) (radius in mm|

A
118.7

B
113.7

c
108.7

D
103.7

E
98.7

F
93.7

G
88.7

H
83.7

i
78.7

J
73.7

1 122.5 154.5 140.2 152.0 155.2 156.3 164.4 165.5 154.3 153.2

2 155.6 155.5 151.6 160.1 152.4 155.2 165.3 165.8 168.9 167.4

3 149.3 143.7 144.1 136.5 156.2 157.2 167.4 164.9 161.2 147.2

4 115.9 139.5 130.4 142.6 157.6 158.2 145.2 172.8 167.0 169.8

5 144.5 126.8 138.6 147.3 160.3 147.5 156.9 160.1 180.7 161.1

6 136.9 127.1 150.4 155.6 144.7 166.5 168.4 158.2 159.8 159.2

7 137.4 139.8 158.3 150.6 155.8 156.8 170.6 152.2 170.2 152.7

8 129.7 158.2 144.2 142.7 149.9 159.6 156.1 172.1 161.1 150.2

9 129.5 146.3 164.6 140.5 165.1 165.2 160.3 176.1 147.8 148.6

Avg 135.7 143.5 146.9 147.5 155.2 158.1 161.6 165.3 163.4 156.6

Std 12.0 10.9 9.9 7.2 5.6 5.3 7.5 7.2 9.1 7.7

Table 29: Optical strain gauge readings for fringe pattern N (3mm gauge length)

Optical strain gauge reading (//strain) (radius in mm]

co
 > B

113.7
c

108.7
D

103.7
E

98.7
F

93.7
G

88.7
H

83.7
I

78.7
J

73.7

1 : 47.8 51.6 58.4 83.2 71.1 65.9 75.9 110.5 71.0 66.5

2 46.3 51.4 59.5 68.9 65.9 72.8 81.4 76.3 99.6 82.1

3 26.1 58.0 51.0 70.4 66.3 68.6 84.5 78.5 92.8 80.8

4 46.3 48.6 53.1 66.1 75.6 65.8 78.8 78.6 94.7 77.1

5 49.3 47.9 56.7 59.5 68.8 71.2 76.8 84.4 79.9 82.3

6 37.5 53.0 54.4 60.9 69.9 69.2 72.5 85.6 82.0 82.3

7 36.7 49.8 54.2 57.9 64.2 70.3 76.8 85.5 79.7 86.1

8 45.2 38.9 59.0 56.6 78.9 80.2 75.6 80.0 73.9 85.6

9 41.8 65.4 54.0 73.1 70.1 75.5 74.0 67.9 71.2 87.9

Avg 41.9 51.6 55.6 66.3 70.1 71.1 77.4 83.0 82.8 81.2

Std 7.0 6.8 2.8 8.1 4.4 4.4 3.5 11.0 10.0 6.0

Table 30: Optical strain gauge readings for fringe pattern 0  (3mm gauge length)
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Optical strain gauge reading (//strain) [radius in mm]

A B C D E F G H 1 J
118.7 113.7 108.7 103.7 98.7 93.7 88.7 83.7 78.7 73.7

1 41.3 61.9 81.8 88.3 76.3 87.1 85.0 77.9 86.9 94.6

2 57.5 63.0 69.8 75.8 91.6 80.0 80.2 94.8 87.7 112.9

3 53.2 58.2 62.0 71.4 80.1 81.1 96.4 91.2 110.0 96.4

4 53.9 63.3 59.8 70.1 78.4 84.6 85.9 93.7 90.1 97.9

5 48.9 63.4 57.1 78.5 69.3 93.2 89.5 90.4 90.9 97.4

6 53.9 58.8 63.6 79.2 72.4 74.3 86.9 91.7 108.4 80.9

7 57.7 66.8 61.5 66.2 91.0 76.6 81.6 82.6 96.7 87.9

8 46.1 68.7 70.6 66.5 75.0 69.6 89.0 88.9 97.4 86.5

9 65.2 60.9 52.9 73.6 71.9 71.2 89.4 77.6 88.2 107.5

Avg 53.1 62.8 64.3 74.4 78.4 79.7 87.1 87.6 95.1 95.8

Std 6.6 3.2 8.1 6.6 7.5 7.3 4.5 6.2 8.3 9.5

Table 31: Optical strain gauge readings for fringe pattern P (3mm gauge length)

Optical strain gauge reading (//strain) [radius in mm]

A B c D E F G H I J
118.7 113.7 108.7 103.7 98.7 93.7 88.7 83.7 78.7 73.7

1 102.4 94.3 112.8 105.6 112.9 120.1 110.6 107.7 107.4 101.4

2 88.2 98.5 105.8 107.5 115.9 116.8 117.2 114.9 113.7 122.6

|  3 93.5 86.0 100.9 99.7 108.5 123.2 111.6 120.5 113.9 115.0

4 85.6 97.3 104.9 100.0 109.0 113.1 117.3 108.6 112.3 119.1

5 95.7 88.1 105.3 105.7 96.1 102.6 120.5 112.7 116.4 124.3

6 92.8 86.1 99.3 101.9 103.1 105.9 103.0 113.4 116.7 121.9

7 88.3 94.4 103.7 97.4 104.3 111.0 108.0 111.6 111.2 112.9

8 92.3 97.8 99.3 102.7 106.5 109.7 113.6 106.5 118.7 113.2

9 91.2 105.3 97.6 107.5 113.7 100.7 110.2 117.4 107.5 120.4

Avg 92.2 94.2 103.3 103.1 107.8 111.5 112.4 112.6 113.1 116.8

Std 4.6 6.1 4.4 3.4 5.8 7.2 5.1 4.3 3.7 6.7

Table 32: Optical strain gauge readings for fringe pattern Q (3mm gauge length)
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Optical strain gauge reading (¿/strain) (radius in mm|

A
118.7

B
113.7

C
108.7

D
103.7

E
98.7

F
93.7

G
88.7

H
83.7

1
78.7

J
73.7

1 109.3 123.3 126.1 162.0 121.9 130.6 133.2 129.5 129.5 113.6

2 110.1 116.7 125.8 123.4 133.1 130.7 133.4 132.9 123.2 142.4

3 87.2 116.0 116.1 123.7 127.0 138.7 133.7 136.9 125.9 132.1

4 104.9 108.6 114.1 126.7 117.6 128.0 134.2 125.7 121.6 147.6

5 112.3 108.6 115.6 115.8 117.2 127.9 132.2 129.6 129.9 134.7

6 103.7 110.3 114.1 119.7 115.0 117.1 127.0 127.7 126.7 131.1

' 7 107.4 114.7 114.3 115.2 123.7 133.6 125.6 123.0 120.5 126.2

8 108.5 113.6 127.3 122.4 116.7 132.0 127.7 130.4 127.7 132.4

9 108.5 123.7 121.9 124.2 130.4 123.0 127.3 133.0 126.8 144.6

Avg 105.8 115.1 119.5 125.9 122.5 129.1 130.5 129.9 125.8 133.9

Std 7.0 5.3 5.4 13.3 6.1 5.9 5.3 3.9 3.1 9.8

Table 33: Optical strain gauge readings for fringe pattern R (3mm gauge length)

Optical strain gauge reading (//strain) [radius in mm]

A B C D E F G H i J
118.7 113.7 108.7 103.7 98.7 93.7 88.7 83.7 78.7 73.7

1 135.4 149.0 130.5 125.7 133.7 157.1 143.4 151.9 150.4 135.6

2 124.0 121.9 124.8 137.4 146.1 144.0 151.2 142.5 139.6 144.7

3 133.2 108.3 126.8 129.9 139.8 153.5 141.3 141.0 154.5 144.5

4 118.8 139.5 112.2 137.5 141.6 137.8 150.2 143.3 131.2 159.7

5 122.9 126.9 134.8 137.1 135.9 144.3 144.2 148.9 145.3 142.9

6 121.8 124.3 136.8 131.7 133.8 139.5 135.9 143.4 149.2 147.3

7 130.4 131.2 128.1 133.4 132.3 142.6 137.0 137.6 144.0 142.4

8 102.3 139.2 126.2 132.3 130.3 149.9 150.3 143.2 147.6 151.0

9 136.2 131.3 124.9 133.0 138.2 145.6 149.2 147.8 152.3 160.3

Avg 125.0 130.2 127.2 133.1 136.9 146.0 144.7 144.4 146.0 147.6

Std 10.0 11.1 6.7 3.7 4.7 6.0 5.5 4.1 6.7 7.7

Table 34: Optical strain gauge readings for fringe pattern S (3mm gauge length)
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APPENDIXD

This appendix contains diagrams of the main parts of the modified electronic control unit. 

These diagrams are not s trictly circuit diagrams, but indicate the main design of the control 

system.

Figure 145 is the 3 digit BCD counter (counter 1) shown in Figure 34. Figure 146 is counter 2 

from Figure 34. The other parts of the control system are not presented in this appendix.
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Figure 145: Primary electronic counter
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Figure 146: Secondary electronic counter
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