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Introduction

One of the major challenges of the current information eco-
system is the rapid spread of misinformation through digital 
media. Differently from disinformation, misinformation can 
be misleading despite the intention of its authors/spreaders 
(Carmi et al., 2020). However, this does not make it less 
dangerous due to its wide societal impact. For example, 
according to the RISJ 2020 fact sheet about the types, 
sources, and claims about COVID-19 information, 59% of 
fake news contains neither fabricated nor imposter content, 
but rather reconfigured misinformation (Brennen et al., 
2020). Similarly, Allen et al. (2020), through the analysis of 
a multimode dataset of news consumption in the United 
States, show that blatantly false fake news constitutes 0.15% 
of Americans’ daily news diet, while misinformation driven 
by agenda setting in mainstream media is largely understud-
ied and misrepresented, together with news avoidance. As 
underlined by the newly published Reuters Digital News 

Report (Newman et al., 2022), the proportion of news avoid-
ers has sharply increased across countries. This includes a 
significant portion of young people and people with lower 
educational attainment who blame news media for being 
hard to follow or understand, especially in cases when the 
information is de-contextualized or confusing language is 
used.

Misleading information may be communicated by 
authoritative sources, such as reputable news media outlets 
or institutional websites (Kyriakidou et al., 2020; Musi 
et al., 2022). Thus, citizens’ skills in assigning trust values 
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to mainstream media sources, hyperpartisan ones, and fake 
news websites, despite appearing quite well developed in 
experimental environments (Pennycook & Rand, 2019), are 
not well enough developed to identify misinformation 
across different media platforms and in everyday interac-
tions. The situation is exacerbated in today’s networked 
society where information is repurposed from one applica-
tion to another or centralized among other sources through 
information aggregators. Furthermore, in a context of epis-
temological uncertainty, such as the pandemic or the 
Ukrainian War, besides authority and objectivity, three other 
criteria are recommended for information evaluation 
(Metzger, 2007)—accuracy, currency (whether the informa-
tion is up-to-date) and coverage (comprehensiveness of the 
information provided). This requires additional effort when 
attempting to verify information.

Overall, this makes it difficult for people to identify mis-
information and distinguish trustworthy from misleading 
news within a social media message and leaves citizens vul-
nerable. As a result, misperceptions have caused significant 
downstream consequences across multiple domains. For 
example, in health they have prevented the timely adoption 
of measures and treatments to counter the epidemic (Freed 
et al., 2010; Starbird et al., 2020). In relation to climate 
change, they cause/sustain climate damaging behaviors 
(McCright & Dunlap, 2011); and in political decisions, 
where they have helped shape justifications for wars such as 
the invasion of Iraq (Kull et al., 2003).

Unfortunately, the identification of misinformation is far 
from being successfully addressed by human fact-checkers, 
let alone automatic ones where the lack of a common “truth 
barometer” hinders the creation of datasets to train automatic 
systems. Thus, debunking through fact-checking, involving 
the post hoc correction of misleading content circulating 
through digital media, is far from an efficient means to coun-
ter the fake news phenomenon. This situation has brought to 
the fore the importance of prebunking, which involves pre-
emptively raising citizens’ awareness of mis/disinformation 
techniques to make them resilient toward fake news. So far, 
inoculation—the exposure of people to weakened doses of 
techniques used to spread fake news to generate mental anti-
bodies—has proved to be the most effective way of prebunk-
ing (Lewandowsky & Van Der Linden, 2021). More 
specifically, active inoculation (Saleh et al., 2021) through 
engagement in a digital game has turned out to be particu-
larly effective for cognitive reasons (Pfau et al., 2005).

In light of this, we have designed two chatbots, the Fake 
News Immunity chatbot (http://fni.arg.tech/) and the Vaccinating 
News chatbot (fni.arg.tech/?chatbot_type=vaccine), to interac-
tively teach citizens and communication gatekeepers, respec-
tively, how to become their own fact-checkers and how to 
avoid creating and spreading misinformation through the iden-
tification of fallacious arguments (see section “The Fake News 
Immunity and the Vaccinating News Chatbots”). Newsmaking, 
especially in situations of epistemological uncertainty such as 

the pandemic, involves the argumentative process of gaining 
the acceptance of a certain interpretation of a news event. An 
assessment of the quality of arguments which constitute a news 
claim is, thus, a key factor to exercise critical thinking for the 
identification of fake news. More specifically, the recognition 
of arguments which seem valid, but are not—fallacies—results 
in the gray area of misinformation, where the information con-
veyed might be factual, but presented in a misleading way 
through strategies such as cherry picking, false analogies, and 
hasty generalizations (Musi & Reed, 2022). The two chatbots 
differ from existing tools in their scope over misinformation 
rather than disinformation, in the data-driven selection of the 
scenarios as well as their multiagent infrastructure and front-
end features. After having introduced related work and 
described the design of the two chatbots, we report on their 
evaluation, focusing both on user experience and efficacy on 
advancing reason-checking among their users. We do so 
through the combination of a quantitative online questionnaire, 
a crowdsourced survey, and two workshops in a qualitative 
environmental setting. As a result, a preliminary framework to 
evaluate critical thinking skills tailored to the information eco-
system is provided.1

Related Work

From Debunking to Prebunking

To counter the spread of fake news, two main types of inter-
ventions have been put into place: debunking, the retroactive 
correction of false beliefs, and prebunking, the preemptive 
exposure to misinformation and disinformation techniques 
or sources before they strike. Recent studies have cast doubts 
on the efficacy of debunking for a plethora of reasons. Park 
et al. (2021) have, for instance, revealed through a set of ran-
domized surveys (overall sample: 1,145 young adults), that 
the positive effects of fact-checking are reduced by percep-
tion and belief biases. They registered a widespread reluc-
tance to change views when fact-checking reveals that claims 
initially perceived as negative are true (self-correction bias) 
and a perception bias in interpreting messages flagged with 
the rating “Lack of Evidence” as closer to be false than 
claims marked as “Mixed Evidence” due to our cognitive 
uncertainty-aversion. As for long-lasting effects, Carey et al. 
(2022), through a large-scale survey in Canada, the United 
States, and the United Kingdom show that exposure to fact-
checks reduced beliefs in false claims with no spillover 
effects, but the improvements in accuracy judgments already 
dissipates after a few weeks.

Regardless of the complexity of our cognitive systems, it 
is intuitive to think that corrections are more effective when 
the arguments supporting them are made transparent. For 
example, a fact-checker rating such as “‘mixed” or “divided 
evidence” is not very informative unless readers are explained 
why the evidence provided is not enough, or potentially mis-
leading. In other words, foregrounding and explaining the 
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roots of the distortions is more effective than merely flagging 
them, since it allows prebunking across contexts (Van der 
Linden et al., 2020). The effects of prebunking promise to be 
less ephemeral since they enhance critical thinking skills 
which are neither space- nor time-bounded (Tay et al., 2021). 
The underpinnings of effective prebunking rest on “inocula-
tion theory” which states that “if people are forewarned that 
they might be misinformed and are exposed to weakened 
examples of the ways in which they might be misled, they 
will become more immune to misinformation” (Lewandowsky 
& Van Der Linden, 2021, p. 348). Three main ways to pre-
bunk have so far been used (https://tinyurl.com/2fd9yhtc): 
fact-based, logic-based, and source based. It is clear that the 
skills allowing to disentangle factual information from fak-
ery, identify misleading rhetorical techniques as well as rec-
ognize trustworthy sources are core to the exercise of critical 
thinking, advocated by policymakers as a key pillar for 
media literacy (see UNESCO Media and Information 
Literacy: Policy and Strategy Guidelines). Comparing vari-
ous types of intervention, extant research has shown that 
instructing against misleading rhetorical strategies is a highly 
efficient way to boost people’s resilience against fake news 
(Cook et al., 2017) and that content features such as degree 
of novelty and emotional reactions of recipients are key fac-
tors in making fake news spread fast. Such an effort requires 
first of all a theoretical framework to surface flawed rhetori-
cal techniques and arguments as well as a heuristic to make 
them publicly recognizable.

Furthermore, in an information society where the medium 
is more and more the message, the venues that are used to 
inoculate against misinformation also play a crucial role.

Critical Thinking and Argumentation for Media 
Literacy

The importance of critical thinking skills for media literacy 
has been widely acknowledged. Koltay (2011) lists, for 
example, “Having a critical approach to quality and accuracy 
of content” among the five stages to build media literacy”  
(p. 213). Going one step further, during the opening speech 
of the EC (European Commission) Media and Learning 
Conference (10 March 2016), Roberto Viola points out that 
“a key pillar in all possible definitions of media literacy is the 
development of critical thinking by the user or citizen.” 
Critical thinking has been an object of discussion across dis-
ciplines ranging from Philosophy to Psychology to Informal 
Logic and has become a buzzword in pedagogical settings 
since the late 20th century (Goodnight, 2009), leading to a 
proliferation of definitions (e.g., Ennis, 1989; Hatcher and 
Spencer, 2005; Paul, 1981). In the “Delphi report,” Peter 
Facione attempted to reach consensus, gathering together 46 
scholars who came up with the following definition: “We 
understand critical thinking to be purposeful, self-regulatory 
judgment which results in interpretation, analysis, evalua-
tion, and inference, as well as explanation of the evidential, 

conceptual, methodological, criteriological, or contextual 
considerations upon which that judgment is based” (Facione, 
1990, p. 2). However, an operationalizable definition of what 
critical thinking means when applied to data literacy is still 
missing, together with a methodology to assess critical skills 
by news consumers.

To tackle this issue, we propose to view newsmaking as a 
process aimed at gaining the acceptance of a certain interpre-
tation of a news event. In this perspective, newsmaking is, 
thus, a form of argumentation, intended as “a discourse 
aimed at convincing a reasonable critic of the acceptability 
of a standpoint by giving reasons that justify the standpoint” 
(Van Eemeren & Grootendorst, 2003, p. 1). A critical assess-
ment of the presence and quality of arguments (fallacious or 
not) provided in support of a news claim, thus facilitates the 
identification of misleading news. Learning how to identify 
fallacies in news through the Fake News Immunity Chatbot 
offers an opportunity to inoculate against fake news. In line 
with Mercier and Sperber’s (2017) argumentative theory of 
human reason, we believe that dialogical contexts where par-
ticipants argumentatively exchange information are more 
likely to facilitate the acquisition of reasoning skills than 
monological ones.

However, a measurable evaluation of the impact played 
by learning how to recognize fallacious arguments on identi-
fying misinformation is challenging: a citizen might, for 
example, learn to be suspicious about causal relations since 
they might be simple correlations, but still believe in a news 
stating a causal explanation in the absence of contrary evi-
dence. Furthermore, fallacious arguments are more or less 
hard to identify, depending on the news context and personal 
knowledge about that context. Thus, large-scale surveys 
measuring changes in truth values assigned to a set of news, 
frequently used to evaluate digital tools (see section “Active 
Inoculation Through Digital Tools”), do not allow to verify 
acquired critical thinking skills which relate to the epistemic 
process rather than the product (e.g., truth judgments). In 
light of this, we propose an impact evaluation framework 
which combines quantitative and qualitative components 
(see section “Impact Evaluation”).

Active Inoculation Through Digital Tools

Active inoculation, differently from passive inoculation 
prompt engagement: differently from passive inoculation, 
where both counter-arguments and refutations are pro-
vided by the recipient, in active inoculation it is the partici-
pants who must produce both pro- and counter-arguments 
themselves. To enhance the fight against fake news, a suite 
of digital tools in a gamification environment has been 
developed. Online quiz-based games such as Fakey 
(https://fakey.osome.iu.edu/v) and NewsWise (https://
tinyurl.com/5bmau7jk) have the goal of teaching users 
how to recognize misleading sources or headlines through 
trial and error, while Real or Photoshop quiz by Adobe 
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focuses on the identification of fake images. BBCireporter 
(https://tinyurl.com/2jnnctrd) and NewsFeed Defenders 
(https://tinyurl.com/ms4nar5) instead, put users in the 
shoes of communication gatekeepers, simulating their 
decision-making processes. A more sophisticated genera-
tion of digital games is showcased by tools such as Bad 
News (https://www.getbadnews.com/#intro), Go Viral! 
(https://www.goviralgame.com/books/go-viral/) and The 
Harmony Square (https://harmonysquare.game/en), which 
cast the player as the “fake news spreader” who learns by 
doing successful misleading strategies used by disinforma-
tors. Impact evaluations have shown that these tools are 
highly advantageous. The findings of Basol et al.’s (2021) 
study to evaluate the efficacy of the Go Viral! game on 
1,777 players reveal an increase in skepticism toward both 
real and fake news right after playing, but an enhanced 
immunity toward disinformation only after 1 week.

The Fake News Immunity and the Vaccinating News chat-
bots differ from state-of-the-art active inoculation tools since 
they target misinformation rather than disinformation. As 
such, their primary goal is not teaching users how to disen-
tangle true from fake information—a task not always feasi-
ble to perform in crisis situations where information is 
provisionary (e.g., side effects of a vaccine)—but rather to 
learn what questions to ask to critically consume and create 
news. We propose to do so by (a) applying the notion of fal-
lacy to the identification of various types of misinformation 
through a novel heuristic based on critical questions (Musi & 
Reed, 2022) and (b) leveraging a large-scale data analysis to 
select those scenarios that turned out to be more prominent 
and, hence, potentially more dangerous.

As remarked by Almalki and Azeez (2020), a plethora of 
health chatbots have been developed during the pandemic to 
“disseminate health information and knowledge; self-triage 
and personal risk assessment; monitoring exposure and noti-
fications; tracking COVID-19 symptoms and health aspects; 
combating misinformation and fake news” (p. 244). The lat-
ter group of chatbots counter misinformation mostly offering 
accurate, tailored, and easy-to-access correct information 
(Altay et al., 2021; Herriman et al., 2020; Siedlikowski et al., 
2021), rather than teaching citizens how to recognize misin-
formation in messages spread across digital media.

Although not addressing the fake news phenomenon,  
digital tools have been built by the scholarly community to 
enhance critical thinking through argumentation. More  
specifically, various computer software packages (e.g., 
Araucaria, Reed & Rowe, 2004; iLogos, Harrell, 2008; 
Rationale, Martin Davies, 2009; ter Berg et al., 2013) have 
been created to support argument mapping through visualiza-
tions. The educational efficacy of the argument mapping soft-
ware Rationale has been tested across domains ranging from 
English as a Foreign Language Context (Eftekhari et al., 
2016) to business education (Kunsch et al., 2014). Going  
one step further, LiteMap (De Liddo & Strube, 2021), is a 

collaborative tool that besides argument mapping enables 
visual summarization to help sensemaking of online public 
debates. With the aim of preventing the formation of miscon-
ceptions about genetically modified organisms (GMOs), 
Altay et al. (2022) have developed a chatbot to provide par-
ticipants with good arguments rebutting the most common 
counter arguments against GMOs. Finally, the ArgTech 
research center (https://arg-tech.org/), has showcased how 
argument technology can be applied to the media sphere, 
teaching how to improve debate skills (Test Your Argument, 
https://www.bbc.co.uk/taster/pilots/moral-maze) and appraise 
argumentative structures in news reports (Evidence Toolkit, 
https://bbc.in/2FFNQen) with the goal of instilling those criti-
cal literacy skills needed to reduce polarization and strengthen 
communication persuasive skills.

Drawing on these preliminary results, our chatbot posi-
tions argument technology at the forefront in the fight against 
misinformation.

From Fact-Checking to “Content-Checking” to 
“Reason-Checking”

Increasingly, the challenge for the general public and spe-
cialists alike is shifting away from mere checking of “facts.” 
In the first place, nuance, subtlety, and open-texture make the 
veracity of statements that are in principle verifiable much 
fuzzier than a simple true–false distinction. Claims depend 
upon context, definitions, deixis, and more, all of which may 
or may not be explicit, and may lead to significantly different 
judgments of reliability. As a result, many fact-checking 
organizations do not check facts as much as provide interpre-
tation, contextualization, and exegesis. Increasingly, they 
focus not on the ways in which truth is attached to a claim, 
but on the ways in which truth is maintained or eroded along 
the passage to a claim from its evidence. The awareness that 
exposure to facts is not a solution to disinformation spread 
has induced scholarly communities building digital tools for 
enhanced content curation: the platforms SadView (https://
imi-sad.pages.switch.ch/sadview/) and Newteller (https://
newsteller.lsir.ch/) developed by the Media Observatory 
Initiative (EPFL), respectively, enable journalists and citi-
zens to monitor the propagation of controversies across 
social media leveraging social network analysis and offer 
context for news articles combining content, social, and 
source indicators. Acknowledging that citizens tend to pas-
sively adhere to news feeds suggested by social media algo-
rithms, Horne et al. (2019) develop a Trust Nudging Model 
through a recommendation system that nudges people to 
make better news consumption choices. In view of the role 
played by emotion in news interpretation, Sethi et al. (2019) 
propose a recommender system explaining interface where 
users’ emotional profiles are factored in the interaction with 
pedagogical agents who compare and contrast various 
stances of an issue.
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This shift toward a focus on a more relational notion of 
fact-checking and content curation goes hand in hand with a 
rise in the role played by critical thinking (Johnson & Blair, 
2006) in countering misinformation. For models of critical 
thinking uniformly reject absolutist notions of truth in favor 
of contextualized, relativistic conceptions of goodness both 
epistemologically and inferentially. Thus, for example, 
acceptability (to an audience), relevance (between pieces of 
information), and sufficiency (of evidence for claims) substi-
tute for deductive validity, and as a result naturally usher in 
an approach that focuses upon relations between pieces of 
information, and between information and context.

Techniques of critical thinking have long been explored in 
computational environments to provide scaffolding for better 
quality reasoning in domains such as law (see, e.g., Gordon 
et al., 2007) and politics. Recently, however, they have been 
placed front-and-center in a wide-scale deployment of soft-
ware for the general public, to support an educational pro-
gram in media literacy with the BBC in the United Kingdom 
(Visser et al., 2020). The focus in that work is not upon fact-
checking, but rather upon reason-checking—using theories 
of critical thinking to scaffold the investigation and interro-
gation not of claims, simpliciter, but of the connections 
between claims and their evidential context. It is such a shift 
of focus that underpins our attempts here to develop tools for 
enhancing fake news immunity.

Let us consider an example that is part of the knowledge 
base we created for the Vaccinating News Chatbot. One of 
the four main learning outcomes of the chatbot is that of 
selecting non-fallacious sources for drafting an editorial. 
Zooming into the topic of “politicizing the vaccine,” the user 
is asked to write about Amazon’s offer to help with the U.S. 
government COVID-19 vaccination program. One of the 
first steps in a journalist’s activity is that of picking a set of 
sources to draw upon. To simulate such a procedure a pool of 
four sources mixed as to origin (social media vs. official 
news source) is provided:

1. Source 1: https://archive.is/MQGVE
2. Source 2: https://www.whitehouse.gov/briefing-room/ 

press-br ief ings/2021/01/21/press-br ief ing- 
by-press-secretary-jen-psaki-january-21-2021/

3. Source 3: https://www.foxnews.com/us/why-did- 
amazon-wait-until-bidens-inauguration-to-offer-
help-with-vaccine-distribution

4. Source 4: https://twitter.com/amazonnews/status/ 
1351991663191871491

Regardless of the digital venue, both the second source 
(official transcript of a White House press briefing by Press 
Secretary Jen Psaki) and the fourth source (tweet linking to 
Amazon’s letter to Biden declaring their intention to assist 
in the vaccination efforts constitute) offer accurate informa-
tion to give respectable voice to the governmental response 
to Amazon’s move and Amazon’s perspective on the matter. 

However, selecting bits and pieces of these sources could 
result in “cherry picking” behavior and foreground facets, 
which suggest a defeasible interpretation of state affairs not 
far from the one expressed by Source 1. The tweet, fact-
checked by Snopes, does not contain non-factual-informa-
tion per se, but it puts forward a misleading interpretation of 
facts: the fact that Amazon announced their help after 
Biden’s inauguration does not mean that they did it because 
of Biden’s inauguration, so that Biden takes credit for it 
instead of Trump. A similar interpretation, even if not 
asserted but simply alluded to by the question in the title 
(“Why did Amazon wait until Biden’s inauguration to offer 
help with vaccine distribution?”), is suggested by the Fox 
News article. Such an instance of post hoc fallacy, establish-
ing a causal connection when a simple correlation is at stake, 
is not a matter of facts but calls for a critical evaluation of 
the inferential links linking available evidence to the stand-
points put forward.

The Fake News Immunity and the 
Vaccinating News Chatbots

Design

The design of the system is founded upon three tenets: first, 
that identifying misinformation rests critically upon critiqu-
ing the passage from premises to conclusions, from evidence 
to claims; that is, upon processes of reason-checking; sec-
ond, that a powerful mechanism for reason-checking is to 
actively engage in dialogue, in multi-perspective exchange 
that puts inferential steps under a dialectical microscope; and 
third, that the process of dialogue can be conceptually and 
practically disentangled from the informational substrate 
over which it acts. These three tenets are explored first 
empirically through an analysis of data-informed cases, and 
second, through the design of the computational infrastruc-
ture by which such dialogue can be mediated and executed.

Data-Informed Cases. The selected cases of misinformation 
addressed by the tools are news that actually circulated 
across digital media. This choice is reminiscent of the fact 
that authentic problems are a crucial factor when teaching 
critical thinking (Abrami et al., 2015). More specifically, the 
chosen cases come from a dataset of 1,500 news web-crawled 
from five English fact-checkers (Snopes, The Ferret, Politi-
fact, Healthfeedback.org, Fullfact) in two time spans: from 
January 2020 till June 2020 (1,135 news items) and from 
September 2020 to December 2020 (365 news) to include 
news about the vaccine. This dataset has been systematically 
analyzed through a multilevel manual annotation encom-
passing (a) type of semantic claim expressed in the headline, 
(b) type of source (e.g., social media) for the entire dataset, 
and (c) type of fallacies. The statistical analysis of the results 
(Musi et al., 2022) shows that while social media are privi-
leged sources for disinformation, misinformation is spread 

https://archive.is/MQGVE
https://www.whitehouse.gov/briefing-room/press-briefings/2021/01/21/press-briefing-by-press-secretary-jen-psaki-january-21-2021/
https://www.whitehouse.gov/briefing-room/press-briefings/2021/01/21/press-briefing-by-press-secretary-jen-psaki-january-21-2021/
https://www.whitehouse.gov/briefing-room/press-briefings/2021/01/21/press-briefing-by-press-secretary-jen-psaki-january-21-2021/
https://www.foxnews.com/us/why-did-amazon-wait-until-bidens-inauguration-to-offer-help-with-vaccine-distribution
https://www.foxnews.com/us/why-did-amazon-wait-until-bidens-inauguration-to-offer-help-with-vaccine-distribution
https://www.foxnews.com/us/why-did-amazon-wait-until-bidens-inauguration-to-offer-help-with-vaccine-distribution
https://twitter.com/amazonnews/status/1351991663191871491
https://twitter.com/amazonnews/status/1351991663191871491
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across the board and that a set of 10 fallacies emerged from 
the data analysis allows to explain the misleading roots of  
the attested misinformation cases (see https://tinyurl.
com/2p86ptxs for an explanation of the fallacy types). While 
some fallacies (e.g., evading the burden of proof) are signifi-
cantly more frequent than others (e.g., false analogy), differ-
ent types of fallacies do not pattern significantly with 
different types of sources. However, the interlevel analysis 
suggests a significant correlation between type of fallacies 
and type of claims where interpretations pattern with false 
cause; evaluation emotional with false analogy and predic-
tions with evading the burden of proof. Drawing from this 
analysis, we have selected from the dataset misinformation 
news items with the most significant configurations of fea-
tures (e.g., prediction claim—evading the burden of proof 
fallacy—social media source), assuming that they would 
resemble actual news read by citizens. More specifically, we 
have chosen 20 news for the Fake News Immunity chatbot 
and 16 for the Vaccinating News Chatbot. In the design of the 
Fake News Immunity (FNI) chatbot, to diminish bias in the 
news topic due to fact-checkers’ editorial choices, we have 
picked the same number of news (4) from each fact-checkers 
for the Fake News Immunity chatbot. For the Vaccinating 
News Chatbot, we have first identified 4 popular topics 
related to the vaccine according to the World Health Organi-
zation (WHO; adverse reactions to vaccine; vaccine, immu-
nity and transmission; vaccine manufacturers; politicizing 
the vaccine) and we have then selected 4 news from each 
topic evenly distributed across fact-checkers.

Infrastructure. The FNI chatbot and the Vaccinating News 
platforms can be conceived as computational executions of 
dialogues, in a gamification format. The infrastructural 
architecture is represented in Figure 1.

The structure of the dialogue game, written in the tailored 
dialogue game programming language DGDL (Wells & 
Reed, 2012), is detached from the knowledge over which the 
game is to be played. This makes updating and revising the 
underlying data a straightforward task that is independent of 
the structure of the interaction. To design the frontend of the 
Fake News Chatbot and the Vaccinating News Chatbot we 
used gamification principles that have been proved to be 
advantageous to enhance critical thinking (Stott & 
Neustaedter, 2013) which include (a) freedom to fail, (b) 
rapid feedback, (c) sense of progression, and (d) storytelling. 
Starting from the latter, we have chosen as a setting ancient 
Greece through the aid of multimodal features in the graphic 
design and the choice of Aristotle, Gorgias, and Socrates, 
fathers of critical thinking, as avatars. To allow for a sense of 
progression we have created a reward system where players 
receive a “gadfly” in their jars whenever they accomplish 
eight correct answers. Furthermore, the Fake News Chatbot 
contains three levels of increasing complexity (credulous, 
skeptic, and agnostic), while the Vaccinating News Chatbot 

allows for user to progressively select different tasks (write 
fallacy-free headlines; select fallacy-free sources; write fal-
lacy-free articles; and write fallacy-free news on social 
media). No penalties are involved in the scoring system 
while each conversational turn by the user is followed by a 
prompt reaction from one of the avatars, to whom the user is 
allowed to ask for help at any stage of the decision-making 
process. Besides the three philosophers, a fourth avatar is a 
member of the research team that is selected by the player.

The locution types expressed by the avatars are typified in 
accordance to their philosophical personalities: Socrates asks 
maieutic questions (e.g., “Does the news express an unas-
sailable fact?”) aimed at eliciting doubts and new concepts 
previously latent in the users’ minds when reading a news; 
Aristotle explains notions and concepts through assertions 
(e.g., “An argument is relevant if it provides information that 
makes the claim more likely to be true”); Gorgias challenges 
users’ answers as well as common ground opinions through 
rhetorical questions and witty comments (e.g., “no other 
opinions are mentioned, how can the post criticize someone 
else’s opinion?”). This stylistic choice is motivated by three 
main factors: first, interacting with the philosophers’ users 
inductively learn their dialectical techniques acquiring his-
torical knowledge; second, research shows that building soft-
ware agents as dialogical personas increases users’ 
engagement (Tsai et al., 2021); third we wanted to test (see 
feedback questionnaire section “Conclusion”) what charac-
ter and, hence, dialectical style, is preferred by users.

The structural rules underlying users/avatars interac-
tions respond to the two chatbots learning outcomes (learn 
how to reason-check through fallacies; learn how to write 
fallacy-free news). Both the Fake News Chatbot and the 
Vaccinating News Chatbot start with a request to the user to 
assess the reliability of a news article explaining their ratio-
nale, paired with access to the fact-checker’s verdict. After 
this self-assessment moment, in the Fake News Chatbot, 
the user is fronted with instances of news and guided by 
Socrates through heuristics meant to teach users how to 
identify potential fallacies. The heuristics is, in fact, com-
posed of a set of critical questions, which are conceived in 
Argumentation Theory (Walton et al., 2008) as those ques-
tions that scrutinize the soundness of the reasoning 
expressed by the arguments (e.g., “Is the reported evi-
dence [if any] the only available?” to verify whether cherry 
picking is at stake). The user is asked to take dyadic choices 
(yes/no) as an answer and (s)he is explained in detail the 
reasons underlying the right choice when the incorrect 
answer is picked (Figure 2).

In the Vaccinating News Chatbot the user, who is meant to 
simulate the decision-making processes of a journalist/com-
munication gatekeeper, has a more agentive role: she has to 
select an option out a series available (e.g., select one head-
line out of five) and justify the choice, while being chal-
lenged/prompted by the avatars (Figure 3).

https://tinyurl.com/2p86ptxs
https://tinyurl.com/2p86ptxs
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Impact Evaluation

Since their launch in November 2020, the Fake News 
Immunity and the Vaccinating News Chatbots have regis-
tered 1,700 users across 10 countries (United States, 490; 
United Kingdom, 375; Italy, 122; Germany, 78; Netherlands, 
56; Switzerland, 53; Canada, 39), with an average engage-
ment time of 3 min and 14 s.

User Experience Design. To evaluate and improve the user 
experience design, we have embedded a voluntary, anony-
mous questionnaire composed of 18 multiple-choice and 
open-ended questions accessible at: https://liverpoolcomms-
media.fra1.qualtrics.com/jfe/form/SV_cumhqbTOi8rJTud. 
Overall, 8% of the users provided feedback, amounting to 
211 completed questionnaires. The questions have been 
designed to account for the four chatbot evaluation criteria 

Figure 1. System architecture.

https://liverpoolcommsmedia.fra1.qualtrics.com/jfe/form/SV_cumhqbTOi8rJTud
https://liverpoolcommsmedia.fra1.qualtrics.com/jfe/form/SV_cumhqbTOi8rJTud
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Figure 2. Example of reason-checking interaction through the Fake-News Immunity platform.

Figure 3. Example of reason-checking interaction through the Vaccinating News Chatbot.
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identified by Jain et al. (2018): Chatbot Conversational intel-
ligence (Q2–6), Chatbot Personality (Q7–10), Chatbot Inter-
face (Q11–14) and Chatbot Functionality (Q15–17), with the 
addition of an onboarding question (“How many news did 
you fact-check?), and a final open-ended question (“Overall, 
if you could change something in the chatbot what would 
you do differently?”).

From the first question, it emerges that half of the users 
were able to fact-check either three or four news items, hav-
ing spent more than the average engagement time on the 
chatbot (we estimate 2 min per news item). As for conversa-
tional intelligence, we received overall positive feedback 
with some hints for reflection: around half of the respon-
dents considered both conversational rhythm and tone “just 
right,” while the majority of the other were scattered, 
respectively, across “slow” (17%)/“fast” (25%), and “for-
mal” (25%), “informal” (14%), showing that the way con-
versational flow is perceived is highly subjective. Our fourth 
question was meant to assess the design of the multi-soft-
ware agents’ interaction: to simulate a peers’ discussion, we 
did not limit software agents’ conversations to interactions 
with the users (1—�!many), but we added conversational 
turns between the software agents. Users found the fact that 
“Sometime the AI participants talked amongst themselves” 
to be interesting (42%), informative (28%), and a minority 
confusing (26%) or boring (4%), suggesting that multiparty 
conversations shall be further explored in multiagent chat-
bots. Overall, the perceived active participation by the users 

could still be improved since 41% of users felt that their 
participation was “just right” and 26% felt “active,” but 
15% rated their participation as “sometimes active” and 
18% as “inactive.” To increase perceived agency, we are 
planning to allow for more unconstrained questions on the 
part of the user. As shown by responses to Q6, almost half of 
the respondents (85) agreed with the statement, “Sometimes 
I did not feel ready to choose yes or no . . . The world is not 
black and white!,” highlighting the difficulty of making 
straight diadic choices.

Zooming into chatbot’s personality, the most favored soft-
ware agent (Q7) is Aristotle (42%) followed by Socrates 
(36%) and Gorgias (22%). This line of preference matches 
with the choice of adjectives picked by the users to motivate 
their choices (Figure 4).

While all the avatars have been construed as to portray 
reliability, Aristotle, qua father of fallacy theory, has been 
presented as the most knowledgeable and, together with 
Socrates, smart. Although the most humorous, Gorgias’ 
unpredictable and provocative personality traits have turned 
out not to be the most appreciated. This might be due to the 
disclosed educational nature of the chatbot, which positions 
the avatars in a pedagogical setting as teachers rather than 
peers. Another possible explanation lies in the reputation 
cognitive heuristics according to which “people are likely to 
believe a source whose name they recognize as more credi-
ble compared to an unfamiliar source” (Metzger & Flanagin, 
2013, p. 214). Both Aristotle and Socrates are names of 

Figure 4. Personality traits of avatars preferred by the users.
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philosophers which the majority of users would recognize, 
while the same does not apply to Gorgias.

The analysis of the open answers to Q8 (“What do you 
think are the three most important qualities in a teacher?) 
reveals, in fact, that the semantic domain of knowledgeabil-
ity (tokens “knowledge,” “someone who knows”; “knowl-
edgeable”) is the most frequent (50 mentions). Furthermore, 
the avatar considered most trustworthy by the participants 
who answered question Q11 (“Which participant looks more 
trustworthy? And why?”) is again Aristotle since “knowl-
edgeable” and “intelligent.” These results seem to challenge 
a key component of the social media trust framework, 
namely, that social media users tend first of all to trust their 
peers rather than institutions, equating familiarity with cred-
ibility (Shareef et al., 2020), what Yates & Carmi (2022), call 
“networks of literacy.” However, this might not be the case 
in crisis scenarios or educational settings in which familiar-
ity, a behavioral component of trust, does not reduce uncer-
tainty, while competence does. A supplementary survey is 
needed in future work to shed light on the features which 
enhance at once likeability and trust.

Interestingly, however, 40% of users claimed that they did 
ask for help more frequently from their favorite character, 
while 44% said they did not and 16% did only sometimes. 
This self-reported info matches with the trends tracked over 
the two platforms which register 553 “help” clicks on 
Gorgias’ avatar and 460 on Aristotle’s one. It thus appears 
that recognizing high pedagogical ethos to an avatar does not 
translate in a propensity to ask for direct help, may be since 
perceived as face threatening with respect to an authority in 
the field.

As for the interface, the majority of users declared that it 
made them feel “relaxed” compared with “bored” (17%), 

“overwhelmed” (18%), or “amused” (15%). This was our 
intention to prompt users to adopt a thinking-slow process, 
which is generally hampered by the overwhelming and fast 
proliferation of information. A recurrent aspect that users 
would have changed is that the opportunity of getting help 
from the avatars during the decision-making process was not 
apparent. To compensate for this issue, we have added to the 
question marks next to the avatars’ portraits, a flashing light to 
capture users’ attention. As for the question pointing to which 
avatar looks more trustworthy, the top choice has been Aristotle 
followed by Socrates and then Gorgias, with similar arguments 
to the ones supporting the choice for a favorite character.

Finally, turning to the chatbot functionality, the most fre-
quently encountered fallacies have been cherry picking, 
evading the burden of proof and strawman, as displayed in 
Figure 5.

The descriptions of the discovered fallacies provided by 
some of the respondents were all accurate, suggesting that 
they learnt their meaning. When asked whether they would 
be able to recognize the fallacies in the future, 50% respon-
dents answered they would maybe be able to, while 44% 
were more resolute (“yes”); the minority who was doubtful 
explicated as a reason the lack of required focus due to the 
fast-paced flow which features our digital lives.2

To better understand factors that might prompt users’ 
interactions with avatars, we plan to make Q8 (“Why do you 
like them? Pick 3 adjectives that apply”) an open-ended 
question to directly crowdsource properties which trigger 
avatars’ likeability.

Crowdsourced Survey. Besides evaluating the user interface, 
we also wanted to verify whether the chatbots actually exer-
cised users’ critical thinking for media literacy. Since critical 

Figure 5. Fallacies discovered by users while playing.
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thinking goes beyond the capacity of assessing news reliabil-
ity and relies first of all on awareness about the need for ana-
lytic parameters, we decided to assess users’ self-reported 
perceptions of changes in critical thinking skills. To recruit 
respondents with diverse demographic features, we have set 
up a crowdsourced survey using the Amazon Mechanical 
Turk platform, aiming for a sample of 150 participants. The 
Amazon Mechanical Turk platform has been fruitfully 
employed to gather respondents for a range of tasks across 
domains ranging from social sciences to computer science 
(Strickland & Stoops, 2019).

The task consisted of playing with the chatbots for 15 min 
and then filling in a questionnaire accessible on Qualtrics 
consisting of 10 questions. Each participant was provided 
with an incentive of 5 GBP to complete the task. Due to the 
remote and anonymous nature of the experiment, the first 
two multiple-choice questions were used to ascertain that the 
users played with the chatbots before completing the survey, 
asking about the levels of the Fake News Immunity chatbot 
and the way fact-checking is taught (through fallacies). After 
having discarded users who did not meet this requirement, 
we have obtained 142 answers. The design of the other ques-
tions was based on identifying parameters that are symptom-
atic of critical thinking in the context of news consumption. 
To this aim, existing tests for the evaluation of critical think-
ing so far proposed in the educational literature (e.g., 
California Critical Thinking Skills Test, Cornell Critical 
Thinking Test) were not suitable since they address general 
cognitive skills (e.g., deduction/induction) which are tangen-
tial but do not have scope over media literacy.

Assuming that critical thinking in the media ecosystem 
implies a process of sensemaking the information accessed 
through the news (Grasso & Convertino, 2012), we have 

taken as a starting point the sensemaking scale developed by 
De Liddo et al. (2021). Their scale has been used to evaluate 
the efficacy of Democratic Replay, a platform meant to 
enhance televised election debates with interactive visualiza-
tions of speakers’ arguments, dialogical performance, and 
public reactions. The scale encompasses nine factors based 
on Alsufiani and Attfield (2018) theory: reflection, insight, 
focus, argumentation, explanation, assess facts and evidence, 
assess assumptions, and change assumptions. We developed 
eight prompts, adjusted to the context of news consumption, 
one per each of the factors with the exception of “assess 
assumption.” Differently from the context of political 
debates, news reading does not foreground the assessment of 
personal ideas, but rather a change in opinion deriving from 
consumed information. The factors, their definition, and the 
matched survey prompts are displayed in Table 1.

For each prompt, users had to express their agreement on 
a 5-point Likert-type scale. The breakdown of the answers 
per factor is reported in Table 2 and visualized in Figure 6.

The comparison of the results across the eight factors 
shows similar trends in users’ responses, with a mean among 
values per each factor, which oscillates between 0.88 and 
1.08. A third of users agreed that the use of the chatbots 
increased their skills across the eight factors. The ratio 
between strongly agree (max value: 39% for Distinguishing; 
min value: 30% for Assess Facts and Evidence) and some-
what agree (max value: 46% for Assess Facts and Evidence; 
min value: 33% for Insights) is in favor of a less convinced 
stance (somewhat agree) across the board. The highest 
effects are found to correspond with the factors 
“Distinguishing” and “Argumentation.” This result is not 
surprising since the identification of fallacies, the main target 
of the chatbot, itself involves identifying the different types 

Table 1. Sensemaking Scale for Critical Thinking Self-Assessment.

Critical thinking factors 
(De Liddo et�al., 2021)

Definition (De Liddo et�al., 2021) Survey prompts

Reflection Capability to think back and in depth I found that the chatbot made me reflect more deeply 
upon the news I read

Insights Capability to get unexpected ideas or make 
unexpected inferences

I found that the chatbot provided me with unexpected 
insights on the issues discussed in the news

Focus Capability to see different angles and aspects 
in the debates

I found that the chatbot made me focus on different 
aspects of the news that I would have otherwise 
neglected

Argumentation Capability to reconstruct the arguments that 
the speakers make

I found that the chatbots helped me reconstruct the 
arguments that the author made

Explanation Capability to identify and explain issues I found that the chatbots helped me decide whether a 
news is trustworthy

Assess facts and evidence Capability to assess presented
facts and evidence

I found that the chatbot provided me with new ways to 
evaluate the interplay of facts and evidence in the news

Distinguishing Capability to make a difference between the 
speakers’ claims and the options proposed

The chatbot helped me distinguishing different types of 
misleading information

Change Assumptions Capability to change one’s own mind Using the chatbot I changed some initial assumptions I 
had before-head
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of misinformation and calls for a preliminary identification 
of the main standpoints and arguments making up the news. 
We are aware that self-reported information might not 
directly translate into behaviors and, in our case, into 
increased capabilities of identifying misleading information. 
However, crowdsourcing platforms do not offer a suitable 
environment to assess citizens’ reasons behind their truth 
assessments, which require open-ended feedback, proficient 
English, and a population varied as to demographic features. 
In a preliminary experiment encompassing pre- and post-
intervention surveys with the same population of workers, 
we have encountered issues such as fraudulent, nonsensical, 
and partial responding, which are common for complex tasks 

that require a willingness to engage (Chmielewski & Kucker, 
2020), but they do not allow for a valid assessment. As 
remarked by Garcia-Molina et al. (2016), macro-tasks pose 
more challenges than micro-tasks in a crowdsourcing envi-
ronment where workers’ starting points in terms of focus and 
knowledge are not transparent as well as their motivations to 
participate. In our case, a high number of workers, for 
instance, encountered difficulties in carrying out the two sur-
veys in the right order and ended up finalizing one only.

To test a framework to measure the impact of the chatbots 
on the users’ news interpretation processes, we have conducted 
a qualitative pilot experiment encompassing pre- and post-
intervention feedbacks, rather than redesign the crowdsourcing 

Table 2. Users’ Perceived Enhanced Critical Skills per Prompt.

Reflection 
(%)

Insights 
(%)

Focus 
(%)

Argumentation 
(%)

Explanation 
(%)

Assess facts and 
evidence (%)

Distinguishing 
(%)

Change 
Assumptions (%)

Strongly agree 35.46 35.46 34.75 35.21 34.29 30.28 38.73 30.71
Somewhat agree 41.84 41.84 32.62 45.07 37.14 45.77 40.85 40.71
Neither agree nor 
disagree

17.02 17.02 21.99 14.79 19.29 17.61 10.56 18.57

Somewhat disagree 4.96 4.96 7.09 3.52 7.14 5.63 7.75 7.14
Strongly disagree 0.71 0.71 3.55 1.41 2.14 0.70 2.11 2.86

Figure 6. Users’ responses to the critical thinking for media literacy scale.
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experiment. We, in fact, realized that it is hard to prompt users’ 
engagement in such a transactional environment that does not 
guarantee an unbiased environment.

Pilot Qualitative Experiment. To investigate the impact of the 
chatbot on enhanced critical thinking skills, we recruited 20 
participants with the help of the Pook FieldWork recruitment 
agency. The participants were balanced as to gender, half 
below and half over 45 years old, and with mixed socio-eco-
nomic features (ABC1 & C2DE grades). The study took 
place in two workshop sessions on Zoom (40 min each), fea-
turing 10 participants per session. The design of the first ses-
sion was as follows: (a) pre-interaction phase during which 
participants have been asked through a Qualtrics question-
naire about whether they would believe five different news 
claims on a scale from 0 (not at all) to 100 (completely), and 
then explain their answer (“Please explain why you feel the 
claim is believable, unbelievable or what further information 
you would need to decide?”). It has to be noted that we did 
not ask them to rate a discrete truth value (e.g., “Pick one of 
the following option: True, Somewhat True, Mixed, Some-
what False, False”), since such a fact-checking task does not 
mirror the news consumption process where citizens are 
asked to decide whether to believe or not in the news they 
read with limited time capacity and knowledge about related 
facts. The chosen news claims were mixed as to topic, source, 
reliability, and presence of multimodal features (the full 
questionnaire is available at: https://liverpoolcommsmedia.
fra1.qualtrics.com/jfe/form/SV_8uYG2fGcdalLl8a); (b) an 
interaction phase of 15 min during which they played with 
the FNI chatbot; (c) a post-interaction phase during which 
they completed the again the questionnaire in (a).

The second session shared the same design with the 
exception of phase (b), during which instead of playing with 
the chatbot, participants were asked to read a booklet of 
media literacy recommendations explaining the decalogue of 
fallacies and how to recognize them (the booklet is freely 
accessible at: https://fakenewsimmunity.liverpool.ac.uk/wp-
content/uploads/2021/03/Fake-News-Immunity-Liverpool-
Uni-project.pdf). We, in fact, wanted to test whether (a) 
learning fallacies affected news interpretation patterns and 
(b) a human–computer interaction environment has more or 
less influence compared with a static intervention.

Due to last-minute issues, one participant from the first 
group did not manage to join the session, while two partici-
pants from the second group did not fully complete the tasks 
(csv files showing the full results of the experiments are 
available on github folder X).

Based on the credibility scores, it is apparent that partici-
pants assign on average less credibility to the news when 
post-intervention (Figure 7).

The mean values of participants’ scores are, in fact, lower 
after having played with the Fake News Immunity Chatbot or 
having read the booklet, even though the drop in trustworthi-
ness is not statistically significant. The increased skepticism 

applies to the majority of the news claims, as displayed in 
Table 3.

A significant different behavior among the two groups is 
attested in response to Q5:

This is an Instagram post that became viral across social media: 
It claims that “Worldwide shortages of oil, gas, paper, milk, 
grain and other raw materials are not because of Ukraine.”

Participants from the first group were already more skeptical 
pre-intervention compared with those of the second group 
and then radicalized their views instead of taming them after 
the intervention. Looking at the explanations it seems that 
after playing with the chatbot participants tended to classify 
the Instagram post as “opinion” rather than a fact, pointing to 
its defeasible nature (Figure 8).

The qualitative analysis of the open-ended questions 
shows some consistent changes in the post-interventions 
explanations underpinning participants’ credibility rates 
along these lines:

���x In both groups pre-intervention explanations pointed 
mostly to the trustworthiness of the sources (e.g., 
“unknown source, personal account unable to verify”; 
“Anything you see on social media can be true or 
false”) without taking into account the actual content of 
the news claims; in post-intervention explanations, 
instead, more focus is paid on the information which is 

Figure 7. Clustered Boxplot of total scores pre- and post-
interventions.

Table 3. Mean Values of Credibility Scores Pre- and Post-
Interventions.

News 
claims

Chatbot 
pre

Chatbot 
post

Booklet 
pre

Booklet 
post

Q1 15.10 6.89 15.00 14.13
Q2 22.50 29.78 24.63 14.13
Q3 71.60 75.22 53.38 43.13
Q4 36.20 23.33 18.25 22.88
Q5 20.30 8.00 42.50 44.00

https://liverpoolcommsmedia.fra1.qualtrics.com/jfe/form/SV_8uYG2fGcdalLl8a
https://liverpoolcommsmedia.fra1.qualtrics.com/jfe/form/SV_8uYG2fGcdalLl8a
https://fakenewsimmunity.liverpool.ac.uk/wp-content/uploads/2021/03/Fake-News-Immunity-Liverpool-Uni-project.pdf
https://fakenewsimmunity.liverpool.ac.uk/wp-content/uploads/2021/03/Fake-News-Immunity-Liverpool-Uni-project.pdf
https://fakenewsimmunity.liverpool.ac.uk/wp-content/uploads/2021/03/Fake-News-Immunity-Liverpool-Uni-project.pdf
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conveyed both in terms of number of arguments (e.g., 
“Nothing to back up their view. Need more evidence 
that this is just due to Ukraine.”), their facticity (e.g., 
“Again its just a claim so not FACT [. . .]”) and their 
formal aspects (“it’s a bit of a strong allegation”).

���x In both groups, post-intervention explanations contain 
element of skepticism, absent in the pre-intervention 
ones, leading to a suspension of judgment (e.g., “no 
way of knowing if true or false”; “just not sure”) and 
awareness that further information is required to 
assess the reliability of the claim (e.g., “Not sure, 
would need to read the article,” “[. . .] I would need to 
research myself as I am unaware of the number of dis-
eases which humans have had over the years”).

���x Post-interventions explanations by participants of the 
first group point to fallacious arguments which were 
not identified before the intervention and which are 
not clearly enucleated by group two (pre and post). It 
is, for example, the case for the participants who 
answered to Q5 as follows.

Example 1

Pre-intervention explanation (rating 70): “The war in Ukraine 
has obviously had an impact on materials being transported.”

Post-intervention explanation (rating 80): “It is mislead-
ing and doesn’t give the whole picture of the situation.”

The participant already noticed pre-intervention that 
Ukraine necessarily had an effect on supply issues for certain 
products; however, it is only after the intervention that she or he 
has been able to point to the cherry picking behavior of the post 
which provides as evidence the country’s geographical dimen-
sions, neglecting the complexity of the political picture.

The role played by the chatbot experience has also to do 
with the number of criteria considered when making a reli-
ability judgment. Let us consider, for instance, the explana-
tions provided by a participant in response to Q1.

Example 2

This is a post on Instagram which shows a screenshot of a 
tweet:

The tweet claims: “13,783 cases of Shingles (one of the adverse 
effects of C19 jab) are reported on the Vaccine Adverse Event 
Reporting System. Seems like Shingles is being termed as 
monkey pox.”

Pre-intervention explanation (rating 10): “I wouldn’t believe 
that the two are related” (Figure 9).

Post-intervention explanation (rating 2): “Despite being 
specific in terms of numbers—no source, potential exagger-
ated and not verified poster.”

Although suspicion about the presence of causal relations 
also before intervention, post intervention the explanation is 
not presented as a personal belief, but supported by argu-
ments that pinpoint various aspects of the message. It has to 
be noted that new means for epistemic vigilance acquired 
interacting with the chatbot do not necessarily correspond to 
changes in the assigned reliability values.

Example 3

This is a tweet that became popular on Twitter:

It claims that “Biden gave Americans the cheapest gas prices on 
Earth.”

Figure 8. Example of fallacious news from social media 
(Instagram).

Figure 9. Example of fallacious news from social media (Twitter).
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Pre-intervention explanation (rating 30):

I don’t really believe it as i feel i would have heard more about 
this online and on the news if this was true, however i know 
there has been a big issue with gas prices so it may be that the 
US is cheaper but not that cheap

Post-intervention explanation (rating 31):

I would need further information on the “rest of the world.” How 
can you believe a claim that doesn’t provide the data on the 
“cheapest prices on the Earth.” Only prices shown are a few 
countries. The claim that “Biden gave” doesn’t have any 
evidence either. Just sounds like somebody who supports Biden 
giving a biased opinion with very selective data to back it up.

Although the participant does not modify reliability score 
pre- and post-intervention, his or her cognitive heuristics are 
significantly updated: before the intervention hearsay and 
popularity on the news are perceived as truth benchmarks 
(with a clear risk for bandwagon effects); after the interven-
tion, the participant is, instead, able to identify the partiality 
of the data reported in the chart (hasty generalization fallacy 
and cherry picking) as well as the lack of enough evidence 
(evading the burden of proof), other than partisanship, to 
attribute to Biden the responsibility for gas prices in the 
United States.

Conclusion

The advent of digitization has crucially changed the way we 
access, consume, and share news. The online information 
ecosystem has created new participatory models of news cre-
ation and consumption, but it has also widened the array of 
existing media distortions. More specifically, it has fueled 
misinformation, information that is misleading without nec-
essarily the intention of being so. The gray area of misinfor-
mation is hard to debunk both by human and automatic 
fact-checkers due to the variety of distortions in place, which 
proliferate across digital media and that cannot be reduced to 
a binary problem of true versus false information. Prebunking 
efforts have been proved to be more effective, but have so far 
mostly targeted disinformation. As advocated by scholars 
and policymakers, what is needed to counter misinformation 
is critical thinking skills. The act of critical thinking news, 
that we call reason-checking, implies an assessment of the 
quality of the arguments that support a news claim, espe-
cially in situations such as the pandemic, where limited fac-
tual information is available. Our theoretical starting point is 
that the presence of flawed arguments—fallacies—works as 
an indicator of misleading information.

Drawing from Fallacy Theory and extant research and 
tools for active inoculation, we present two open access 
chatbots, the Fake News Immunity Chatbot (http://fni.arg.
tech/) and the Vaccinating News Chatbot (fni.arg.
tech/?chatbot_type=vaccine), to, respectively, teach citizens 

and communication gatekeepers how to avoid believing, 
creating, and spreading misinformation. These tools differ 
with respect to state-of-the art digital tools for active inocu-
lation both in terms of design and learning outcomes. Their 
educational goal is not that of enhancing users’ ability to 
directly disentangle truth from fakery, which might not be 
possible in uncertain epistemological scenarios, but to exer-
cise users’ critical thinking skills in questioning news’ reli-
ability. The design responds to this goal both from a backend 
and a frontend perspective. The knowledge base that under-
pins the scenarios portrayed in the chatbot is based on the 
multilevel analysis of 1,500 fact-checked news to surface 
fallacious arguments, which feature misinformation and 
their distribution across sources and types of news claims.

This reason-checking preliminary activity is aimed at pri-
oritizing those types of fallacious arguments that are more 
frequent in the actual misinformation ecosystem, adopting a 
bottom-up approach. The underlying infrastructure keeps the 
knowledge base separated from the dialogue process to allow 
for updates in the informational substrate keeping the con-
versational dynamics. The process of reason-checking is, in 
fact, taught through a dialogical exchange with multiple 
users who engage in a group discussion; the underlying idea 
is that of simulating the current media agora, where multiple 
parties are engaged in the process of news construction. 
While the frontend follows state-of-the-art gamification 
principles, it also proposes a new heuristic for the identifica-
tion of fallacies leveraging critical questions and philosophi-
cally inspired dialectic profiles for different software agents.

To evaluate the impact of the two chatbots, which have 
reached 1,700 users over 100 countries, we have made avail-
able a UX experience questionnaire to be voluntarily com-
pleted by users and we have conducted a crowdsourcing 
experiment. The questionnaire, so far filled in by 211 users, 
has revealed an (a) overall positive attitude toward conversa-
tional intelligence and interface; (b) trends in users’ prefer-
ences (and reasons therein) for agents’ personality types 
which, however, do not correlate with increased outreach. 
Aristotle is, in fact, perceived as the character preferred by 
the majority since knowledgeable; while such preference 
correlates with trustworthiness judgments, it doesn’t make 
Aristotle the character to which users most frequently ask 
help for, suggesting that perceived authority might inhibit 
communication. Finally (c) users deem to have learnt falla-
cies and be likely to remember them, being able to describe 
their meaning in an accurate way. The crowdsourced survey 
was designed to assess self-reported perceptions of changes 
in critical thinking skills. We developed the first sensemak-
ing scale for critical thinking self-assessment as news con-
sumers and/or producers, drawing from factors identified in 
the context of public collective deliberation. The survey 
results show that users perceived an increase in each of the 
eight identified factors (Reflection, Insights, Focus, 
Argumentation, Assess Facts and Evidence, Distinguishing, 
Change Assumptions).



16 Social Media + Society

The pilot qualitative experiment to assess pre- and post-
intervention changes in assessing news reliability has 
revealed an overall increased skepticism accompanied with 
an increased ability to identify fallacious arguments (espe-
cially after having used the chatbot), which promise to 
enhance epistemic vigilance against misinformation. These 
three-tiered pipelines to assess enhanced critical thinking 
skills for media literacy through pedagogical chatbots calls 
for further experiments to confirm the attested results. In par-
ticular, further impact evaluations through qualitative experi-
ments are needed to assess whether users’ perceptions 
translate into behaviors in the long term, while more research 
as to the viability of scaled-up evaluations is required. An 
option could be that of embedding an evaluation stage in the 
chatbot design. Despite its limitations, the Fake News immu-
nity Chatbot and the Vaccinating News Chatbot are deemed 
to open doors for a new generation of digital tools to advance 
critical thinking for media literacy.
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contributor responsible for the design of the theoretical frame-
works, the impact evaluations, and their analysis (sections 1, 
2.3-4, 3.1.2, 3.2.1, 3.2.2, 4); E.C. contributed to the theoretical 
framework (sections 2.1; 2.2); C.R. contributed to the infra-
structure of the chatbot (3.1.3); S.Y. contributed to the statisti-
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