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6 

Abstract： 7 

Surface settlement is one of the key engineering issues during shield construction process. In order to 8 

accurately predict surface settlement, this paper proposes a new machine learning method based on 9 

Relevance Vector Machine (RVM), Principal Component Analysis (PCA) and Particle Swarm 10 

Optimization (PSO). Taking Beijing Metro Line 6 as an case study, the PCA-PSO-RVM model is used to 11 

make the prediction and compared with the prediction results of the RVM model using the same samples. 12 

In order to evaluate the reliability of the model, three evaluation indexes including mean relative error 13 

(MRE), root mean square error (RMSE) and Theil inequality coefficient (TIC) were calculated, and 14 

sensitivity analysis was carried out on them. The results show that the minimum relative error between 15 

PCA-PSO-RVM and the actual value is only 0.06%. The calculated MRE, RMSE and TIC are 0.17%, 16 

0.0714 and 0.027% respectively, which shows that PCA-PSO-RVM model has higher prediction accuracy, 17 

smaller deviations and higher reliability compared with other three models. Through sensitivity analysis, 18 

it is found that the weighted average internal friction angle (𝜑) has the most significant impact on the 19 

surface settlement, which should be focused on in relevant research. 20 
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1 Introduction 38 

With the development of urbanization, the urban traffic congestion increases day by day, and the 39 

development and utilization of underground space has become high demand in urban traffic development 40 

(Azhdar and Nazemi, 2020; Du and Zheng, 2020). The shield tunneling method is widely used in subway 41 

construction due to its advantages of high precision, good safety and self-control feature. During the 42 

tunneling process, the stratum suffers different degrees of displacement and settlement, which may cause 43 

serious tunnel damage, ground subsidence, surface pipeline damage, and surrounding buildings damage 44 

(Zhou et al., 2019; Liu et al., 2020). Therefore, the prediction of surface settlement during shield 45 

construction has become an important research topic. The effective assessment of surface settlement 46 

provides guidance for subway construction and provides basis for protection measures for surrounding 47 

buildings (Singh et al., 2018; Zhang et al., 2021). 48 

The surface settlement of shield tunneling is affected by many factors. Each factor interacts and 49 

influences each other. It is difficult to accurately determine the surface settlement. Many scholars have 50 

paid attention to the complexity of this problem and have carried out a series of related Research (Kasper 51 

and Meschke, 2006; Chen et al., 2019). The research methods of surface settlement of shield tunneling 52 

construction mainly include empirical method (Sharghi et al., 2017), theoretical analysis (Verruijt and 53 

Booker, 1998; Chou and Bobet, 2002) and neural network prediction using machine learning (Wang et al., 54 
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2013; Ocak and Seker, 2013). Peck (1969) proposed in 1969 that the morphological distribution of the 55 

settlement tank in tunnel follows normal distribution. Based on the theory of ground loss (Li et al., 2021), 56 

a formula for estimating the surface settlement of a circular tunnel is proposed, which is currently the most 57 

widely used. On the basis of this formula, many theoretical studies and settlement formula calculations 58 

have been developed and widely used. However, the geological conditions during shield construction are 59 

complicated and various parameters during the excavation process will affect the surface settlement, and 60 

these parameters are uncertain, and it is difficult to use a simple formula to establish the relationship 61 

between surface settlement and influencing factors. 62 

In recent years, with the rapid development of computer technologies, machine learning methods 63 

based on artificial intelligence stand out and are widely used in the study of nonlinear problems in various 64 

engineering fields. Salimi et al., ( 2016 ) used two different artificial neural network models to predict the 65 

working efficiency of TBM tunnel construction in hard rock based on actual engineering projects. The 66 

results show that artificial neural network has good adaptability and accuracy. On this basis, the use of 67 

optimization algorithms to improve the accuracy and operating efficiency of existing neural network 68 

models ( Zhang et al., 2022 ) has gradually become one of the research hotspots. Hao et al., (2015) 69 

proposed a differential evolution ant colony wavelet neural network with relative entropy as the 70 

optimization standard and verified the accuracy of the model through the measured data of surface 71 

settlement during the shield construction of Beijing Metro Line 6, and achieved good results. There are 72 

still some imperfections in the neural network method itself. When the number of training samples is too 73 

small, the prediction accuracy cannot be guaranteed. When the number of training samples is too large, it 74 

is difficult to normalize the prediction results. Therefore, seeking a more economical, accurate and 75 

efficient prediction model for the surface settlement of shield construction is essential. 76 

Tipping M. E. (2001a; 2001b) proposed Relevance Vector Machine (Relevance Vector Machine, 77 
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RVM) on the basis of Support Vector Machine (Yao et al., 2013; Borthakur and Dey, 2020) (Support 78 

Vector Machine, SVM). RVM includes the advantages of SVM and improves the shortcomings of SVM. 79 

The kernel function has a large degree of freedom. and fewer parameters, the correlation vector of the 80 

model is reduced. It has the characteristics of high sparsity in probabilistic model. Therefore, improves 81 

the prediction efficiency and can better handle the regression problem. However, the RVM model is 82 

slightly insufficient in the screening of influencing factors and the determination of kernel function 83 

parameters, which affects the diagnostic accuracy and generalization ability of RVM.  84 

Therefore, this paper introduces Principal Component Analysis (PCA) (Su et al., 2021; Wang et al., 85 

2022) and Particle Swarm Optimization (PSO) methods (Marini and Walczak, 2015; Yan et al., 2022). 86 

PCA filters out the principal components by dimensionality reduction, and PSO optimizes the relevant 87 

parameters of the model to obtain the optimal parameters. Based on them, this paper establishes a PCA-88 

PSO-RVM for shield construction surface settlement prediction model with the actual case study of shield 89 

construction of Beijing Metro Line 6, and obtains a non-mapping relationship between surface settlement 90 

and principal components. 91 

Under the same conditions, the RVM model, the PCA-RVM model, the PSO-RVM model and the 92 

PCA-PSO-RVM model were all used to predict the settlement, and the results obtained by the various 93 

models were compared for assessment of the prediction accuracy, dispersion and balance degree analysis. 94 

The comparative analysis of the indicators determines the sensitivity of the influencing factors, verifies 95 

the accuracy and reliability of the PCA-PSO-RVM shield construction surface settlement prediction model 96 

proposed in this paper, and provides a new way to obtain the shield construction surface settlement. 97 

2 PCA-PSO-RVM model related theory 98 

2.1 Principle of PCA 99 

PCA is a process of computing the principal components and using them to perform a change of basis 100 
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on the data, sometimes using only the first few principal components and ignoring the rest. It is used in 101 

this paper to reduce the dimensions of the multiple influencing factors affecting the surface settlement of 102 

shield construction through PCA projection. Assuming that there are n samples in the data set of surface 103 

settlement, and each sample has p values of influencing factors, an n×p order matrix is constructed. 104 
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Among them, 
1nx  represents the first influencing factor affecting the surface settlement, and 

npx  106 

represents the pth influencing factor.  107 

 (1) In order to avoid the error caused by the different dimensions of each influencing factor, it is 108 

necessary to standardize the original data. 109 
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In the formula, 
jx and ( )jVar x represent the sample mean and variance of the jth factor, 113 

respectively. 114 

(2) Find the correlation coefficient matrix M: 115 
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In the formula, 𝑚𝑖𝑗 = 𝑚𝑗𝑖 , 𝑚𝑖𝑖 = 1(𝑖, 𝑗 = 1, . . . , 𝑝; 𝑘 = 1, … , 𝑛 − 1) 118 

(3) Find the eigenvalues and eigenvectors of M: 119 

According to the characteristic equation 0 M I  of M, use the Jacobi method to obtain the p 120 

eigenvalues ( 1, 2,..., )j j p   of M, and arrange 
1 2 0p       according to the size, and obtain the 121 

corresponding orthogonal unitized eigenvector 
1 2, pe e e . 122 

(4) Determine the number of principal components q: 123 

The contribution rate of variance and the cumulative contribution rate of the top q factors are 124 

𝜆𝑖/ ∑ 𝜆𝑖
𝑝
𝑖=1  and ∑ 𝜆𝑖

𝑞
𝑖=1 / ∑ 𝜆𝑖

𝑝
𝑖=1 (𝑖 = 1,2, . . . , 𝑝) , respectively. The number of principal components is 125 

selected according to the cumulative contribution rate. Generally, the cumulative contribution rate is 126 

greater than 85%, and the corresponding first q principal components contain the information provided by 127 

the p original factors. 128 

(5) Find the principal components 129 

The original influencing factor is 
1 2, ,..., px x x , and the principal component after PCA dimensionality 130 

reduction is 
1 2, ,..., ( )qy y y q p . 131 
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In the formula, 
ijc  and 

iy  are uncorrelated, and 2 2 2

1 2 1i i ipc c c   . 
iy  is the one with the largest 133 

variance among all linear combinations of 𝑥1, 𝑥2, . . . , 𝑥𝑝, and 𝑦1, 𝑦2, . . . , 𝑦𝑞  is uncorrelated with each 134 

other, thus reducing the number of variables and achieving the effect of dimensionality reduction. The 135 

principle is shown in Fig. 1. 136 
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2.2 Principle of RVM 137 

2.2.1 Model description 138 

RVM (Ma and Hanson, 2020; Galuzio et al., 2020) is a sparse probability model based on Bayesian 139 

principle proposed by American scholar Micnacl E. Tipping in 2000.As a new supervised learning method, 140 

it can train the model quickly. It uses the weighted combination of kernel functions to apply to regression 141 

and other problems. At the same time, machine learning based on Bayesian principle is used to ensure the 142 

sparsity of the model. 143 

Let the training sample data set be  , | 1,2,...,n nx t n N , 
nx  represents the input training sample 144 

vector value, and 𝑡𝑛 represents the output target value. Suppose 𝑡𝑛 is independently distributed with 145 

Gaussian white noise 𝜉𝑛, and establish a functional relationship about 𝑡𝑛: 146 

 147 

   ( ; +)
nn nxt y  ω                                (8)

 

148 

0

1

( , )) ( ,
N

n

nny K x 


 x x                             (9)

 

149 

Among them, 𝜔 represents the weight vector, 𝜔 = [𝜔0, 𝜔1, . . . , 𝜔𝑁]𝑇  , ,( )nK xx  represent the 150 

kernel function, and 𝜔0  is the bias. 𝜉𝑛  represents the additional Gaussian noise satisfying 151 

2~ (0, )n N  , and the variance 
2  is an unknown quantity, which needs to be obtained by iteration. 152 

Because the Gaussian kernel function is stable and has strong linear interpolation ability, this paper uses 153 

the Gaussian kernel function. 154 
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where 
cy  is the center of the kernel function, and w  is the width of the Gaussian kernel. 156 

Assuming that 
nt  are distributed independently of each other, the likelihood function of the dataset of 157 

training samples can be expressed as: 158 



8 

 

2 / 222

2

1
( | ) ( ) exp{ }2

2

Np  


   t t             (11) 159 

Among them, T

1 , ,( )Nt tt  is the target vector, T

0 1,[  ]Nω ω ,...,ω  is the parameter vector, 160 

  is the ( 1)N N   matrix composed of the kernel function, and T

1 2( ) ( ) ( )Nx x x    ［ ］ ,161 

T

1 2( ) ( ), (1, , , , ,), ( )n n n n Nx K x x K x x K x x  ［ ］ . In order to avoid the occurrence of over-learning phenomena, 162 

certain mandatory conditions can be attached to some parameters. 163 

The Bayesian perspective method is applied in the correlation vector machine, and the size of each 164 

weight parameter 𝜔𝑛 is set to zero mean in the Gaussian prior distribution, which constitutes a simple 165 

function about 𝜔 , and such a function is in the zero mean Gaussian. The prior distribution is widely used. 166 

                      𝑝(𝜔|𝛼) = ∏ 𝑁𝑁
𝑛=0 (𝜔𝑛|0, 𝛼𝑛

−1)                            (12) 167 

The parameters in the formula are all independently distributed, and the complexity of the prior 168 

function distribution has been greatly alleviated. 𝛼  is the N+1-dimensional hyperparameter that 169 

determines the prior distribution of the weight 𝜔, and the hyperparameter vector 𝛼 = (𝛼0, 𝛼1, . . . , 𝛼𝑁). 170 

In order to obtain the final function, the scale function parameter 
2  also needs to be introduced. 171 

2.2.2 Parameter inference and regression prediction 172 

According to the prior probability distribution, the posterior probability distribution of the training 173 

samples can be worked out based on Bayesian theory. 174 

𝑃(𝜔, 𝛼, 𝜎2|𝑡) =
𝑃(𝑡|𝜔,𝛼,𝜎2)𝑃(𝜔,𝛼,𝜎2)

𝑃(𝑡)
                        (17) 175 

𝑃(𝑡) = ∫ 𝑃(𝑡|𝜔, 𝛼, 𝜎2) 𝑃(𝜔, 𝛼, 𝜎2)𝑑𝜔𝑑𝛼𝑑𝜎2                      (18) 176 

Since the posterior probability distribution 𝑃(𝜔, 𝛼, 𝜎2|𝑡)  cannot be directly calculated through 177 

integration, it is decomposed into 178 

𝑃(𝜔, 𝛼, 𝜎2|𝑡) = 𝑃(𝜔|𝑡, 𝜎, 𝜎2)𝑃(𝛼, 𝜎2|𝑡)                       (19) 179 

The posterior distribution of the available weight vector 𝜔 is: 180 
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𝑃(𝜔|𝑡, 𝛼, 𝜎2) =
𝑃(𝑡|𝜔,𝜎2)𝑃(𝜔|𝛼)

𝑃(𝑡|𝛼,𝜎2)
= （2𝜋）

−（𝑁+1）/2
|𝛴|−1/2 𝑒𝑥𝑝{ −

1

2
(𝜔 − 𝜇)𝑇𝛴−1(𝜔 − 𝜇)}        181 

(20) 182 

Among them, it can be concluded that the probability distribution obeys the multivariate Gaussian 183 

model, the posterior probability distribution mean 𝜇 = 𝜎−2𝛴𝛷𝑇𝑡 , the covariance 𝛴 = （𝜎−2𝛷𝑇𝛷 +184 

𝐴)−1 represents the uncertainty of the model prediction, and 𝐴 = 𝑑𝑖𝑎𝑔(𝛼0, 𝛼1, . . . , 𝛼𝑁) represents the 185 

diagonal matrix. 186 

In the process of estimating hyperparameters, the maximum likelihood estimation parameters
MP187 

and 2

MP  
can be obtained according to parameter inference. Assuming that the sample to be tested is 𝑥∗, 188 

the predicted value 𝑡∗ is distributed as follows: 189 

           
𝑃(𝑡∗|𝑡, 𝛼𝑀𝑃, 𝜎𝑀𝑃

2 ) = ∫ 𝑃(𝑡∗|𝜔, 𝜎𝑀𝑃
2 ) 𝑃(𝜔|𝑡, 𝛼𝑀𝑃, 𝜎𝑀𝑃

2 )𝑑𝜔
                       (21) 

190 

                      
𝑃(𝑡∗|𝑡, 𝛼𝑀𝑃, 𝜎𝑀𝑃

2 ) = 𝑁(𝑡∗|𝑦∗, 𝜎∗
2)

                           (22)           
191 

Among them, expected value 𝑦∗ = 𝜇𝑇𝜙(𝑥∗), variance 𝜎∗
2 = 𝜎𝑀𝑃

2 + 𝜙(𝑥∗)𝑇∑𝜙(𝑥∗). Therefore, the 192 

distribution of the predicted value 𝑡∗ of the sample 𝑥∗ to be tested, the mean value 𝑦∗ = (𝑥∗; 𝜇). In 193 

order to facilitate understanding, Fig. 2 shows the visual structure of the model, which contains the input layer, 194 

hidden layer and result output layer of the data. 195 

2.3 Principle of Particle Swarm Optimization (PSO) 196 

Kennedy and Eberhart proposed PSO in 1995 based on the simulation of bird flock foraging behavior. 197 

It is the use of particle swarm stochastic intelligence optimization characteristics, using the relationship 198 

between individuals and groups, through the individual particle swarm in the group of competition and 199 

cooperation generated by the group intelligence, and ultimately guide the optimization of search. PSO is 200 

widely used in pattern recognition and parameter optimization due to its advantages of less parameters, 201 

intelligent optimization, and fast convergence. 202 
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The particles in the PSO represent the answer to the problem to be solved, the coordinate vector 203 

1 2( , ,..., ,..., )i d Dx x x x x  of each particle, the flying speed 1 2( , ,..., ,..., )i i i id iDv v v v v  of the particle, 204 

the historical optimal coordinate 1 2( , ,..., ,..., )i i i id iDP P P P P  of the ith particle, the optimal coordinate 205 

1 2( , ,..., ,..., )g g g gd gDP P P P P  experienced by each particle, and the particle swarm is flying during the 206 

flight process. continuously updated. 207 

 208 
1

1 1 2( ) ( )k k k k

id id id id c gd idv v c r P x c r P x                          (23) 209 

+1 +1+ ( 1,2,..., ; 1,2,..., )k k k

id id idx x v i m d D                     (24) 210 

Among them, m is the particle swarm size, D is the particle swarm dimension, 𝑣𝑖𝑑
𝑘  is the iteration 211 

offset, k is the number of iterations,   is the inertia weight, 𝑐1 and 𝑐2 are the acceleration factors, 212 

and 1r  and 2r  are based on random number between [0,1]. The overall schematic diagram is shown 213 

in Fig. 3. 214 

For the selection of the acceleration parameter, it is known from the literature (Wang and Ma, 2017) 215 

that in general 𝑐1= 𝑐2, which can be chosen as any constant between 1.8 and 2.0. In the manuscript, we 216 

define the acceleration parameter as 𝑐1= 𝑐1=2. For the choice of population size, the population size N is 217 

determined by the complexity of the problem. Too small a population size will make the results less 218 

accurate, while too large a population size will make the processing slower, computationally more 219 

expensive and time-consuming. A more appropriate value needs to be selected by synthesizing between 220 

the degree of accuracy and the cost effective. of calculation, which can be done by summarizing the 221 

existing references (Wen and Liu, 2004) and selecting the appropriate population size, so the population 222 

size N=20 is selected in this paper. 223 

For the maximum number of iterations of the particle swarm algorithm, the larger the maximum 224 

number of iterations, the better, under the premise of satisfying the minimum error. Considering the 225 



11 

 

existing literature, the maximum number of iterations chosen in this paper is M= 1000. 226 

2.4 Comparison of the merits and demerits of the models 227 

PCA can make RVM more efficient and convenient in analyzing sample data, and PSO makes the problem of 228 

kernel function parameters of RVM solved. The PCA-PSO-RVM model proposed in this paper is more advanced 229 

and computationally more powerful than the RVM model, PSO-RVM model and PCA -RVM model. The results of 230 

comparing the above models are shown in Table 1 below: 231 

3 Building the predictive models 232 

3.1 Background of the project 233 

In this paper, the ground settlement data for the shield construction from East New Town Station to Dong 234 

Xiaoying Station of Beijing Metro Line 6 are used. The section of the interval passes through green areas and 235 

Songlang intersection along the line, where there are several rainwater, power and telecommunication pipelines at 236 

Songlang Road intersection and Canal East Street Southeast, with a total length of 842.95m. Shield construction 237 

interval tunnel design section is circular, the outer diameter is 6.0m, the inner diameter 5.4m, the ground elevation 238 

along the interval 19.5m to 19.8m, interval tunnel bottom buried depth 13.7m to 21m, through the stratum mainly 239 

includes a layer of fine powder sand, medium and coarse sand layer, local sandwich powder clay layer. 240 

3.2 data samples 241 

The surface settlement of shield construction is affected by the interaction of soil parameters and 242 

construction parameters, and there are often a series of problems such as uncertainty and randomness when 243 

selecting influencing factors. In this paper, PCA is used to reduce the dimension of multiple influencing 244 

factors to obtain new principal component variables, and then use the PSO-RVM model to predict.  245 
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Based on the analysis of soil characteristics and shield machine parameters during the actual 246 

construction of Beijing Metro Line 6, the jack thrust (F), grouting pressure (P), overburden thickness (H), 247 

weighted average compression modulus (Es), weighted average cohesion (C), weighted average natural 248 

density (𝜌), and weighted average internal friction angle (𝜑), a total of seven conventional physical 249 

parameters, were comprehensively selected. These seven parameters were used as the relevant influencing 250 

factors of surface settlement (S), and the relevant data are shown in Table 2. Equation (6) was calculated 251 

for the seven influencing factors in the 51 sets of data after standardization in Table 2, and the correlation 252 

coefficient matrix was obtained as shown in Table 3. 253 

It can be seen from Table 3 that the absolute values of the correlation coefficients between the seven 254 

influencing factors, such as jack thrust, grouting pressure, and covering soil thickness, are all between 0 255 

and 1, and there is correlation between each factor, and the closer the correlation coefficient is to one 256 

factor. the greater the correlation. In order to further explore the specific influence value of each factor, 257 

the score diagram of 51 groups of data is obtained based on the PCA principle Fig. 4 (a), and the 258 

contribution rate and cumulative contribution rate of each factor are calculated Fig. 4 (b). 259 

Fig. 4(b) shows that the contribution rate of jack thrust (F), grouting pressure (P) and covering soil 260 

thickness (H) is the largest, and the contribution rates of other influencing factors decrease in turn. The 261 

cumulative contribution rate of the first four influencing factors is 86.539% and exceeds 85%, indicating 262 

that it contains the amount of information represented by the seven factors. According to the cumulative 263 

contribution rate, four principal component variables are extracted. Each principal component variable is 264 

equal to the product of the seven influencing factors and their corresponding seven component score 265 

coefficients. 266 

3.3 Surface settlement model of shield tunneling construction 267 

In this paper, 7 influencing factors are dimensionality reduced into 4 principal component variables 268 
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through PCA, and the 4 principal component variables are selected as the variable input layer of the shield 269 

construction surface settlement, and the surface settlement is used as the output layer. The optimal 270 

parameters were automatically retrieved through PSO, and then a PCA-PSO-RVM correlation model 271 

based on four principal component variables was established according to the principle of the PCA-PSO-272 

RVM regression prediction model. 273 

3.4 prediction steps 274 

（1）The input data of the sample is the four principal components of the surface settlement of the 275 

shield construction, and the output data is the surface settlement, and the influencing factors are 276 

standardized. 277 

（2）Initialize the position and velocity of the particle swarm, determine the size of the particle 278 

swarm, and update the parameters of the PSO model according to the formula. 279 

（3）It is judged whether the termination condition is met, and the optimal kernel function parameters 280 

of the RVM model are further calculated, and the PSO-RVM prediction model is established. 281 

（4）The predicted value and the corresponding measured value are compared and analyzed for 282 

multiple indicators to verify the accuracy and reliability of the model. The overall process is shown in Fig.   283 

5.   284 

4 Validation 285 

In this paper, the four principal component variables processed by PCA and the relevant data of 286 

surface settlement are used to verify the accuracy of the PSO-RVM prediction model, and the optimal 287 

solution is found after many times of learning. The prediction results of PCA-PSO-RVM model and RVM 288 

model, PCA-RVM model and PSO-RVM model in surface settlement were compared under the same 289 

sample conditions, as shown in Table 4. 290 
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It can be seen from Table 4 that in the relative error of the PCA-PSO-RVM machine model, the 291 

smallest sample No. 51 and No. 46 are only 0.06%, while in the PSO-RVM, PCA-RVM and RVM models, 292 

the minimum relative errors are 0.21%, 0.56%, 0.97%. In the comparison of the maximum relative error, 293 

the prediction error of the PCA-PSO-RVM model is also the smallest, only 0.73%. The overall analysis 294 

PCA-PSO-RVM model is the most accurate, and Fig. 6 more intuitively shows the distribution 295 

characteristics of the prediction results of the four models. 296 

It can be seen from Fig. 6 that the prediction results of PCA-PSO-RVM are closer to the true value 297 

than the prediction results of the PSO-RVM model, the prediction results of the PCA-RVM model and the 298 

RVM model, and the fitting degree is significantly higher than that of the other three prediction models. 299 

The predicted value of each sample of the RVM model has the largest dispersion, especially the predicted 300 

value of No. 46, 47 and 50 samples obviously deviates from the measured value. In order to better compare 301 

the overall prediction accuracy, dispersion and balance of the four models, the average relative error MRE, 302 

root mean square error RMSE, and Theil inequality coefficient TIC of the four models were calculated 303 

respectively (Murray_smith, 1998). Calculated as follows: 304 

 305 

MRE =
1

𝑛
∑

|𝑦𝑖−𝑦𝑖
′|

𝑦𝑖

𝑁
𝑖=1 × 100%                             (27) 306 

                             RMSE = √
1

𝑛
∑ (𝑦𝑖 − 𝑦𝑖

′)2𝑛
𝑖=1                               (28) 307 

TIC =
√

1

𝑛
∑ (𝑦𝑖−𝑦𝑖

′)2𝑛
𝑖=1

√∑ 𝑦𝑖
2𝑛

𝑖=1 +√∑ (𝑦𝑖
′)2𝑛

𝑖=1

                               (29) 308 

Among them, 𝑛 is the number of samples; 𝑦𝑖  is the actual monitoring value; 𝑦𝑖
′  is the model 309 

predicted value. The specific distribution of the average relative error MRE, the root mean square error 310 

RMSE, and the Theil inequality coefficient TIC is shown in Fig. 7. 311 

Fig. 7(a) highlights the comparison of the degree of error of the models. The average relative errors 312 

of PCA-PSO-RVM and PSO-RVM are 0.17% and 1.25%, while the average relative errors of PCA-RVM 313 

model and RVM model are 1.63% and 3.76%. The relative degree of PCA-PSO-RVM is the smallest. Fig. 314 

7(b) highlights the dispersion of the model prediction results, the rms of PCA-PSO-RVM and PSO-RVM 315 
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are 0.0714 and 0.4744, and the PCA-RVM model and RVM model are 0.5981 and 1.9184. Fig. 7(c) 316 

highlights the degree of balance of the model prediction results, with the Theil inequality coefficients of 317 

0.027% and 0.183% for PCA-PSO-RVM and PSO-RVM, 0.231% and 0.775% for PCA-RVM model and 318 

RVM model, PCA-PSO-RVM has the least volatility. The comparison of the calculation results of the 319 

three indices shows that the PCA-PSO-RVM model has a greater advantage. The PCA-PSO-RVM model 320 

proposed in this paper has higher overall prediction accuracy, less discreteness and higher reliability. 321 

5 Sensitivity analysis 322 

  Jack thrust (F), grouting pressure (P), overburden thickness (H), weighted average compression 323 

modulus (Es), weighted average cohesion (C), weighted average natural density (𝜌) and weighted average 324 

internal friction angle (𝜑) affect the surface settlement of shield tunneling in varying degrees. In order to 325 

explore the sensitivity of the seven influencing factors, on the basis of MRE, RMSE and TIC calculated 326 

by each prediction model, the impact degree of the factors is evaluated and compared, which is helpful for 327 

researchers to determine and pay attention to the parameters of surface settlement during shield 328 

construction. The formula is as follows:           329 

             1R MRE MREj j= /                                     (30)  330 

            2R RMSE RMSEj j= /                                    (31)  331 

3R TIC TICj j= /                                       (32)                                   332 

 In the formula, 1R j , 2R j , 3R j are the ratios of the three indicators (MRE, RMSE and TIC), 333 

respectively, and the results obtained by the new model are compared with those obtained by the original 334 

model. The value of j (=1, 2,…,7) corresponds to the seven influencing factors (F, P, H, Es, C, 𝜌 and 𝜑 ) 335 

not considered by the new model in turn, RMSE, TIC, and MRE are the missing jth factor, respectively. 336 

Standard deviztion, root mean square error, and Theil inequality coefficient. MREj, RMSEj, and TICj 337 

represent the three indicators of the initial prediction model, respectively. The size of 
ijR  is proportional 338 

to the sensitivity of surface settlement.  339 
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Table 5 shows the calculated values of the three indicators of the model prediction results without 340 

corresponding factors, as well as the comparison results of the three indicators. Compared with the 341 

calculation results of Fig. 7, the three indicators calculated by the six-factor model are all larger than the 342 

indicators calculated by the original model, emphasizing the importance of the 7-factor model and paving 343 

the way for easy identification of the sensitivity of the factors. The comparison values of the three 344 

indicators are all greater than 1, indicating that each factor will affect the prediction results of Surface 345 

settlement to varying degrees. The ranking of sensitive factors further compares the degree of influence 346 

of the factors. The above shows that the seven factors selected in this paper are reasonable. In order to 347 

intuitively show the influence of each factor on the surface settlement, the radar chart in Fig. 8 is used to 348 

represent the distribution of multiple indicators. 349 

The size of the radar chart reflects the quality of the evaluation object, which can be used as a basis 350 

to diagnose and control the evaluation object. For indicators that are closer to the center, the more measures 351 

to be taken to improve. It can be seen that F, P, H, Es and C are the closest to the center, and corresponding 352 

measures should be taken in the study of the surface settlement of shield construction. Among the factors 353 

affecting the surface settlement, the weighted average natural density (𝜌) and the weighted average internal 354 

friction angle (𝜑) have the largest sensitivity factor index to the surface settlement of shield construction, 355 

indicating that these two factors are closely related to the surface settlement. Then the jack thrust (F), 356 

grouting pressure (P), soil cover thickness (H), weighted average compressive modulus (Es) and weighted 357 

average cohesion (C) need to be improved in the study. 358 

6 Conclusion 359 

Establishing an accurate prediction model for the surface settlement of shield construction can help 360 

control the shield construction process and reduce the adverse effects of surface settlement caused by the 361 
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construction process. Based on the shield construction data of Beijing Metro Line 6, a PCA-PSO-RVM 362 

prediction model is established. The main conclusions are as follows: 363 

(1) The surface settlement of shield tunneling is affected by multiple factors, and there is an intricate 364 

nonlinear mapping relationship between each factor and the surface settlement. The PCA-PSO-RVM 365 

prediction model proposed in this paper can accurately establish the nonlinear mapping relationship 366 

between surface settlement and influencing factors, simplify complex problems and facilitate the 367 

establishment of prediction models. 368 

(2) Examples show that the prediction of surface settlement for shield construction using the PCA-369 

PSO-RVM model yields better results than the RVM model, PCA-RVM model and PSO-RVM model, 370 

and that the PCA-PSO-RVM model has a clear advantage for problems with a small number of learning 371 

samples for prediction. The 7 influencing factors were reduced into 4 linearly independent principal 372 

components by PCA, and the redundant information among the influencing factors was eliminated. 373 

Through sensitivity factor analysis, the precise sensitivity and discrete sensitivity of the main influencing 374 

factors are further understood, and it is known that the weighted average internal friction angle (𝜑) has 375 

the greatest influence among the influencing factors. 376 

(3) In the field inspection, combined with the method proposed in this study, the RVM model can be 377 

used to collect more extensive information to screen out the factors that have a greater impact on the 378 

surface settlement of shield construction, and to summarize a more complete nonlinear mapping 379 

relationship. Then a more optimized PCA-PSO-RVM model is obtained, which improves the accuracy 380 

and applicability of model prediction. At the same time, the parameters and influencing factors can be 381 

adjusted reasonably according to the actual problems in the shield construction site and the valuable 382 

opinions put forward by the researchers, so that the model has a wider scope of application. 383 

7 Data Availability 384 

Some or all data, models, or code that support the findings of this study are available from the 385 

corresponding author upon reasonable request. 386 
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Table 1. Comparison of the merits and demerits of the models 

Name of 

algorithm 
RVM PCA—RVM PSO—RVM 

PCA—PSO—

RVM 

Merits 

The operational 

efficiency of the 

kernel function is 

improved and the 

sparsity is 

enhanced. 

Reduced for the 

number of sample 

data, suitable for 

small sample data 

prediction. 

The complexity of 

the raw data is 

reduced and the 

overall speed and 

accuracy of the 

model is 

improved 

compared to 

RVM. It can 

quickly find the 

focus for the 

analysis of data 

with multiple 

influencing 

factors. 

As a probabilistic 

global 

optimization 

algorithm, there 

are more 

opportunities to 

solve the global 

optimal solution. 

The kernel 

function 

parameter 

problem of RVM 

is solved and the 

model reliability 

is enhanced. 

The model 

has strong 

universality 

and fast 

convergence. 

The 

influence of 

data samples 

and RVM 

kernel 

function 

parameters 

on the 

calculation 

results is 

reduced, and 

the overall 

accuracy and 

running 

speed are 

increased. 

Demerits 

The choice 

of kernel 

function 

parameters 

has a large 

impact on the 

results. 

There are some 

limitations in 

using PCA for 

eigenvalue 

decomposition, 

such as the 

transformation 

matrix must be a 

square matrix.  

Kernel function 

parameters have 

great influence on 

the results. 

 

 

 

For functions with 

multiple local 

extreme points, it 

is easy to fall into 

local extreme 

points. 

 

 

The data samples 

should not be 

selected too small, 

otherwise 

overfitting may 

occur. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table Click here to access/download;Table;Tables .docx

https://www.editorialmanager.com/jrncfeng/download.aspx?id=352375&guid=78cd59e8-df00-4532-ac6f-fda590c64046&scheme=1
https://www.editorialmanager.com/jrncfeng/download.aspx?id=352375&guid=78cd59e8-df00-4532-ac6f-fda590c64046&scheme=1


Table 2. Surface settlement for shield tunneling data set 

Sample no. F (kN) P (MPa) H (m) Es (MPa) C (kPa) 𝜌 (𝑔 ⋅ 𝑐𝑚−3) 𝜑 (∘) S (mm) 

1  18600  0.20  13.60  15.50  8.60  1.84  29.20  -19.70  

2  22000  0.19  14.70  14.20  7.20  1.79  24.30  -26.70  

3  24600  0.19  15.30  13.30  8.10  1.74  22.50  -11.20  

4  17100  0.19  18.20  19.30  26.80  1.78  22.10  -26.30  

5  18900  0.18  16.20  13.50  8.80  1.75  22.40  -37.60  

6  16100  0.21  13.50  15.40  8.80  1.80  29.30  -69.30  

7  21500  0.20  13.10  19.20  11.90  1.90  31.60  -58.00  

8  21200  0.19  21.00  29.40  5.30  1.75  37.60  -4.80  

9  17700  0.19  19.30  15.60  9.70  1.95  37.80  -25.40  

10  15100  0.18  18.80  10.80  20.40  1.70  18.40  -34.10  

11  22200  0.18  19.80  38.30  7.60  1.85  39.10  -45.90  

12  21800  0.19  14.30  17.60  9.40  1.80  25.10  -22.70  

13  21300  0.22  14.60  24.80  13.40  1.90  26.20  -30.20  

14  17100  0.20  23.20  41.30  2.90  1.75  41.30  -2.30  

15  17900  0.19  18.50  20.40  35.80  1.64  20.60  -25.50  

16  16100  0.21  19.10  13.80  7.60  1.74  35.30  -50.10  

17  20500  0.20  16.70  10.30  20.20  1.66  18.10  -39.50  

18  24800  0.22  15.60  40.40  51.20  1.80  23.10  -14.30  

19  19200  0.20  16.50  20.80  35.40  1.70  20.20  -20.90  

20  14600  0.19  13.40  19.10  11.30  1.90  31.40  -7.71  

21  17600  0.19  15.10  16.20  15.80  1.75  23.10  -15.80  

22  20600  0.20  17.30  13.10  7.40  1.75  35.20  -35.60  

23  20800  0.19  16.20  9.30  9.20  1.60  19.80  -27.10  

24  21800  0.21  14.10  24.30  13.80  1.90  26.20  -22.20  

25  19400  0.20  16.50  22.00  22.30  1.80  24.40  -33.50  

26  17100  0.21  21.20  47.60  3.90  1.85  43.20  -3.70  

27  21200  0.20  21.60  25.10  3.20  1.70  33.30  -47.10  

28  17500  0.19  17.90  14.60  12.40  1.65  20.60  -33.30  

29  23800  0.20  15.90  16.50  20.40  1.70  21.40  -29.70  

30  20600  0.21  22.90  47.20  3.80  1.85  43.20  -4.90  

31  22900  0.19  14.40  17.80  9.80  1.80  25.70  -24.50  

32  21900  0.22  13.80  12.30  6.40  1.75  28.10  -9.70  

33  25300  0.19  14.90  46.80  43.50  1.90  25.50  -20.80  

34  18200  0.21  17.00  15.30  9.80  1.85  37.60  -37.60  

35  19000  0.19  17.60  11.80  5.30  1.70  29.30  -35.20  

36  20600  0.19  20.50  41.80  3.20  1.75  41.80  -5.30  

37  21000  0.20  21.00  23.60  4.80  1.75  30.50  -57.20  

38  21800  0.21  14.10  18.50  10.40  1.80  33.20  -55.60  

39  16600  0.21  19.40  12.80  6.40  1.75  35.20  -39.30 

40  18800  0.20  13.60  14.00  7.20  1.80  30.10  -43.70  

41  24800  0.22  15.40  39.80  49.10  1.80  23.40  -16.50*  

42  22100  0.19  15.20  15.80  8.80  1.80  28.80  -44.10*  

43  20100  0.19  16.40  9.80  8.30  1.65  20.40  -27.50*  

44  18200  0.21  16.80  13.30  9.00  1.75  22.80  -39.20*  

45  21100  0.22  14.90  25.10  14.00  1.85  25.50  -29.20*  

46  21300  0.20  13.80  18.60  12.50  1.90  33.60  -69.30*  

47  15300  0.19  12.90  17.40  11.80  1.90  35.10  -54.70*  

48  16600  0.21  13.80  16.60  10.80  1.83  28.50  -23.30*  

49  21800  0.19  14.50  15.60  7.80  1.85  25.10  -34.80*  

50  21300  0.20  15.80  10.40  20.90  1.70  18.40  -39.50*  

51  16600  0.21  13.90  15.90  10.00  1.85  29.60  -20.20*  

 



Table 3. Correlation coefficient matrix 

  F P H Es C 𝜌 𝜑 

F 1.000  0.099  -0.148  0.287  0.304  0.020  -0.196  

P 0.099  1.000  -0.127  0.200  0.150  0.226  0.140  

H -0.148  -0.127  1.000  0.438  -0.206  -0.313  0.450  

Es 0.287  0.200  0.438  1.000  0.257  0.332  0.480  

C 0.304  0.150  -0.206  0.257  1.000  -0.038  -0.512  

𝜌 0.020  0.226  -0.313  0.332  -0.038  1.000  0.462  

𝜑 -0.196  0.140  0.450  0.480  -0.512  0.462  1.000  

 

 

 
Table 4. Prediction results of different methods 

Sample 

no. 

Measured 

value (m/s) 

RVM  PCA-RVM PSO-RVM  PCA-PSO-RVM 

Predictive 

value (mm) 

Relative 

 error (%) 

Predictive 

value (mm) 

Relative 

 error (%) 

Predictive 

value (mm) 

Relative 

 error (%) 

Predictive 

value (mm) 

Relative 

 error (%) 

41 -16.50 -15.815  4.15 -16.267  1.41 -16.465  0.21 -16.556  0.34 

42 -44.10  -43.509  1.34 -43.606  1.12 -43.725  0.85 -44.070  0.07 

43 -27.50 -26.810  2.51 -27.346  0.56 -27.016  1.76 -27.298  0.73 

44 -39.20 -37.487  4.37 -40.027  2.11 -39.757  1.42 -39.170  0.08 

45 -29.20 -28.082  3.83 -28.654  1.87 -28.567  2.17 -29.132  0.23 

46 -69.30  -65.031  6.16 -68.392  1.31 -68.565  1.06 -69.256  0.06 

47 -54.70  -51.533  5.79 -54.005  1.27 -54.164  0.98 -54.663  0.07 

48 -23.30  -22.543  3.25 -22.762  2.31 -22.988  1.34 -23.276  0.10 

49 -34.80  -34.462  0.97 -34.490  0.89 -35.023  0.64 -34.769  0.09 

50 -39.50 -37.110  6.05 -40.187  1.74 -39.014  1.23 -39.470  0.08 

51 -20.20 -19.608  2.93 -19.517  3.38 -19.778  2.09 -20.187  0.06 

 

 

 
Table 5. Sensitive factor comparison result 

 

Research object F P H Es C     

Indicators 

MRE(%) 0.20 2.20 0.21 1.20 0.95 5.23 8.23 

RMSE 0.082 0.712 0.099 0.476 0.308 2.068 3.217 

TIC(%) 0.032 0.275 0.038 0.182 0.119 0.804 1.189 

Ratio 

R1j 1.18 12.94 1.24 7.06 5.59 30.76 48.41 

R2 j 1.15 9.97 1.39 6.67 4.31 28.96 45.06 

R3 j 

 
1.19 10.19 1,41 6.74 1.61 10.86 16.07 

Sensitivity factor order 

order 
 7 3 6 4 5 2 1 
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Figure Captions 

Fig. 1. Schematic diagram of PCA  

Fig. 2. Schematic diagram of RVM algorithm 

Fig. 3. A schematic of PSO for solving the global optimization problem 

Fig. 4. PCA results and analysis process: (a) PCA results; (b) Contribution rate of each factor and cumulative 

contribution rate. 

Fig. 5. PCA-PSO-RVM model flow diagram 

Fig. 6. Different methods for predicting results  

Fig. 7. Comparison of MRE, RMSE and TIC in different methods: (a) MRE; (b) RMSE; (c) TIC. 

Fig. 8. Sensitivity factor analysis: (a) MRE; (b) RMSE; (c) TIC. 
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