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Robust Long-Term Hand Grasp Recognition
With Raw Electromyographic Signals Using
Multidimensional Uncertainty-Aware Models

Yuzhou Lin*, Ramaswamy Palaniappan™, Senior Member, IEEE,
Philippe De Wilde™, Senior Member, IEEE, and Ling Li*, Member, IEEE

Abstract—Hand grasp recognition with surface elec-
tromyography (sEMG) has been used as a possible natural
strategy to control hand prosthetics. However, effectively
performing activities of daily living for users relies sig-
nificantly on the long-term robustness of such recogni-
tion, which is still a challenging task due to confused
classes and several other variabilities. We hypothesise
that this challenge can be addressed by introducing
uncertainty-aware models because the rejection of uncer-
tain movements has previously been demonstrated to
improve the reliability of SEMG-based hand gesture recog-
nition. With a particular focus on a very challenging
benchmark dataset (NinaPro Database 6), we propose a
novel end-to-end uncertainty-aware model, an evidential
convolutional neural network (ECNN), which can gener-
ate multidimensional uncertainties, including vacuity and
dissonance, for robust long-term hand grasp recognition.
To avoid heuristically determining the optimal rejection
threshold, we examine the performance of misclassifica-
tion detection in the validation set. Extensive compar-
isons of accuracy under the non-rejection and rejection
scheme are conducted when classifying 8 hand grasps
(including rest) over 8 subjects across proposed mod-
els. The proposed ECNN is shown to improve recognition
performance, achieving an accuracy of 51.44% without the
rejection option and 83.51% under the rejection scheme
with multidimensional uncertainties, significantly improv-
ing the current state-of-the-art (SoA) by 3.71% and 13.88%,
respectively. Furthermore, its overall rejection-capable
recognition accuracy remains stable with only a small
accuracy degradation after the last data acquisition over
3 days. These results show the potential design of a reli-
able classifier that yields accurate and robust recognition
performance.

Index Terms—Hand gesture recognition, surface elec-
tromyography (sEMG), convolutional neural network, tem-
poral variability, robustness, uncertainty, rejection.
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[. INTRODUCTION

AND gesture recognition (HGR) with surface elec-
Htromyography (sEMG), which reveals neuromuscular
activities by collecting electrical signals from muscles through
non-invasive electrodes, has been widely acknowledged as a
natural way to express intuitive intention, thus providing a
control command for human-machine interaction (HMI) [1],
[2]. As such, designing an accurate, robust, and reliable
hand gesture classifier can help build a solid bridge between
computers and humans. This is extremely valuable for tran-
sradial amputee users in controlling prosthetic limbs, allowing
them to perform activities of daily living (ADL) through
hand movements, including various hand grasps. Further-
more, as an independent module in HMI, sEMG-based
HGR has often been studied offline with publicly available
datasets [3], [4], [5].

Recently, deep learning approaches have been extensively
investigated to improve the performance of sSEMG-based HGR,
and state-of-the-art (SoA) results have been reported on a
series of benchmark data sets achieved by different deep
learning models, particularly convolutional neural networks
(CNNs) [6], [7]. However, the challenge remains to obtain
the long-term robustness of the SEMG-based HGR. As many
have reported, the recognition accuracy of a well-trained
SEMG-based hand gesture classifier may vary or even decrease
significantly over time [5], [8], [9]. Various possible factors
responsible for the poor long-term robustness of HGR have
been studied and could be summarised as muscle fatigue, skin
conductivity, limb position, electrode displacement, and signal
variation over days [10], [11], [12], [13], [14]. To address these
issues, we believe that rejecting uncertain predictions [15],
[16], [17] is the most straightforward approach compared to
others such as multimodal approaches [6], [18], [19], adaptive
learning [20], [21], [22], [23], [24], and alternative training
protocols [24], [25], [26], [27].

Our previous work [35] has investigated the reliability (i.e.,
the quality of uncertainty measures) of the uncertainty-aware
models that were proposed for the recognition of finger
movement with raw SEMG. Furthermore, we have shown that
a classifier can be considered more reliable if it knows what it
does not know. The promising results encouraged us to pursue
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TABLE |
SUMMARY OF RESEARCH WORK ON NINAPRO DB6 IN THE LITERATURE

Accuracy (%)

Paper Model Window+Step ~ Features . .
. . Inter-session  Inter-session
Inter-subject  Intra-session o
within-day between-day
Palermo et al. (2017) [28] Random Forest  200ms+10ms  Waveform Length - 52.40 @ 25.40 ° -
Wei et al. (2019) [6] MV-CNN ! 200ms+10ms ~ Raw SEMG ! - 62.90 © - -
Cene et al. (2019) [29] R-RELM 2 200ms+10ms ~ MAV+wavelength - 69.83 2 41.75 b -
GAN - 66.10 © - -
- c - -
Hu et al. (2019) [30] GengNet 311 505 64NA. SEMG images 3 56.40
DuNet [32] - 56.80 ¢ - -
HuNet [33] - 58.00 ¢ - -
Zanghieri et al. (2020) [27] TCN 150ms+15ms  Raw SEMG - - - 49.60 4
e - - -
Marano ef al. (2021) [34]  Random Forest ~ 200ms+10ms /oUW b MAY 44,007
VAR) 75.40 75.80 & - -
Bao et al. (2022) [17] CNN 150ms+25ms ~ FFT - - - 33.33/73.33 h

! Even though the raw SEMG was claimed to be the input of multi-view CNN (MV-CNN), each feature set would be computed as a view of the SEMG.
This means that the input of MV-CNN is, in fact, the extracted features of the raw SEMG. Note that the sampling frequency has been down-sampled to

100 Hz in this work.
2 R-RELM: Reliable-Regularized Extreme Learning Machines
3 The SEMG images were computed using three traditional feature sets.

4 The input of the model was the average of the marginal discrete wavelet transform (mDWT), the mean absolute value (MAV), and the variance (VAR).

Note that only the first eight electrodes were used in this work.

5 The fast Fourier transform (FFT) was applied to compute the spectrum of SEMG.
&b All odd trials collected on the morning of each day were used to train the model for each individual, which was tested on all even trials of the same

morning data ® and the same afternoon data °.

¢ All odd trials collected in the morning and afternoon of 5 days were used to train the model for each individual, and the accuracy reported was calculated

intrasession (and intrasubject) for the remaining trials.

d The incremental training protocol was used and this result was not purely cross-day since session 5, as part of the training data, was recorded on the
morning of the 3™ day, while session 6, as part of the testing data, was recorded on the afternoon of the same day.

¢ This is the inter-subject baseline accuracy achieved with ‘Source only’ method, i.e., no data from the testing subject was used.

f When allowing the use of 8 repetitions of the target subject to train the model, the best recognition accuracy was reported as 75.4%.

& Here, k-fold cross-validation was used, where k is the number of repetitions from other sessions of the same subject.

" This CNN was trained using the data for the day 1 and tested on the data for the day 3 — 5 for each individual. Higher recognition accuracy was reported

under the rejection scheme.

further research on the long-term robustness of hand grasp
recognition with the same design of uncertainty-aware models.
In this study, we focus on the very challenging NinaPro
Database 6, as it

1) was first released for repeatability analysis of hand grasp
recognition with sEMG collected in data acquisitions
across days;

2) was found to require more research compared to other
benchmark data sets;

3) was ideal for validating the long-term robustness of the
proposed uncertainty-aware models on SEMG-based hand
grasp recognition.

We first design an end-to-end 3D CNN as a baseline model for
the specific task of classifying hand grasps. An uncertainty-
aware model, that is, evidential CNN (ECNN), is then pro-
posed by integrating it with evidential deep learning (EDL).
Despite the fact that the potential of ECNN can be investigated
by reliability analysis without optimal rejection threshold
determination, one may be eager to know how the performance
of the HGR can be improved under rejection schemes in
practical use. Therefore, the primary objective of this study is
to present a practical way to determine a rejection threshold
using validation sets only and to provide a comprehensive
analysis of the long-term performance of rejection-capable
hand grasp recognition with raw sEMG. Furthermore, ECNN
could generate multidimensional uncertainties such as vacuity

and dissonance as a result of the nature of EDL [35]. A sec-
ondary objective of this study is to investigate its potential to
improve the rejection-capable performance with multidimen-
sional uncertainties by comparing it with a single uncertainty.

[l. RELATED WORK

The Non-Invasive Adaptive Hand Prosthetics Database 6
(NinaPro DB6) [28] is an undervalued benchmark data set to
test the repeatability of hand grasp recognition, where repeata-
bility was defined as the variation in repeated measurements
made on consecutive days by the same subject under identical
conditions. For each individual of 10 intact healthy subjects,
10 sessions were recorded in the morning (AM) and afternoon
(PM) on 5 days, where each session involved 12 repetitions
of 7 hand grasps. Furthermore, each subject was required to
sit in front of a table with the forearm leaning on it to grasp
an object for approximately 4 seconds on one repetition and
rest for approximately 4 seconds afterward. Muscle activity
was measured with 14 Delsys Trigno Wireless electrodes at
a sampling frequency of 2 kHz, attached to the upper half of
the forearm in two rows with equal space.

This section outlines two key findings from the summary
of the research work on NinaPro DB6, which is presented in
Table I. One is that NinaPro DB6 has been underexplored in
the literature due to the difficulty of improving its recognition
accuracy, as evidenced by the observation of generally poor
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| Conv_1 Max-Pooling Conv_2 Max-Pooling Conv_3 Max-Pooling 1
1 (3><i><3) (3x1x1) (3x1x2) (3x1x1) (3x1x2) (3x1x1) Flatten FC_1 FC_2 FC_3 :
! 1 | — | 1 | |
! [ 1 1 [ \ [ \ [ \( .
: BN—PReLU—Dropout BN—PReLU—Dropout BN—PReLU—Dropout 1
! - 1
1 - |
1 I
1 I

. A 4z /A e 1
: e Y .. Y- - - LS o - 1
| ________:::‘ — ST oo e _::::_—._—u--e_____‘_:-_g:_—_- _____ - . s 1
! Raw sEMG 32 channels 32 channels 64 channels 64 channels 128 channels 128 channels ¢ )Hidden units Hidden units Output 1Lnits:
: (1x400x2x7) (32x398x1x5) (32x132x1x5) (64x130x1x4)  (64x43x1x4) (128x41x1x3)  (128x13x1x3) (1024) (256) ®) 1
L e e e o e e e e e LG 1
i . : Softmax
H Notation: activation
BN: Batch Nornalisation - A AP — : ‘_ CNN
PReLU: Parametric Rectified Linear Unit 1 Same U idential
- : : I . videntia
Conv_X (AxBxC): The Xth Convolution i Architecture : function - .
layer with (AxB xC) kernel valid padding £ [ J ‘ - ‘ ECNN
FC_X: The Xth Fully-Connected layer -
Fig. 1. The detailed illustrations of the proposed 3D Evidential Convolutional Networks (ECNN) and its conventional version (i.e., CNN).

recognition accuracy. As evaluated by Chang et al. [36], the
signal quality of this data set was acceptable. Despite the fact
that some signals suffer from low signal-to-noise ratio (SNR)
values and incorrect labelling, we can argue that poor accuracy
was due to highly confused hand grasps, together with large
and various variabilities. In addition to the variability between
steady and transient states and the temporal variability, at least
two more variabilities must be taken into account in NinaPro
DB6, namely the variability between data acquisitions and
the variability between objects for each hand grasp. Note
that electrodes were not required to be attached at the exact
same position on each data acquisition, and two objects
were used in turn when each individual performed the same
hand grasp. Most studies reported intra-session accuracy in
NinaPro DB6 to validate their proposed algorithms. We argue
that the focus on NinaPro DB6 should be on improving
the inter-session recognition accuracy only. Recall that this
database was first released for the analysis of repeatability in
hand grasp recognition with SEMG collected, with the aim
of improving the long-term robustness of hand prostheses
control systems. More importantly, Table I shows that the
previous SoA inter-session accuracy was achieved as 49.6%
using a proposed Temporal CNN (TCN) with multi-session
training [27]. Recently, Bao et al. [17] proposed a new
confidence estimate used for a CNN to improve the long-term
robustness of recognition and reported an SoA inter-session
between-day accuracy of 73.33% under the rejection scheme.

[1l. MULTIDIMENSIONAL UNCERTAINTY-AWARE MODELS

The proposed multidimensional uncertainty-aware models
are shown in Fig. 1. We first proposed a simple but efficient
end-to-end 3D convolutional neural network for SEMG-based
hand grasp recognition as a baseline model in this project.
To improve its long-term robustness, we then constructed three
multidimensional uncertainty-aware models, each with slightly
different learning preferences. In this work, two dimensions of
uncertainty were mainly considered: vacuity and dissonance.
The uncertainty of vacuity (or known as belief vacuity) is

due to insufficient or unreliable information received from
sources, while the uncertainty of dissonance (or known as
belief dissonance) reflects the situation where a model holds
simultaneous contradicting beliefs about a given prediction,
which is usually caused by valid but conflicting evidence
derived from the model output [37].

A. Baseline Model

We proposed an end-to-end 3D CNN for this specific hand
grasp recognition task as a baseline. Note that the classifiers
in this task are required to output predictive probabilities of
8 classes (including the rest posture). To learn characteristics
that take into account spatial and temporal information, the
14 channels of SEMG signals were presented in a 2 x 7 matrix.
As such, the size of each frame of the raw sEMG signals
is 400 x 2 x 7. Taking into account the trade-off between
model efficiency and training computation cost, there are
three convolutional layers and three fully connected layers,
which were appended for high-level reasoning. In this article,
we refer to this baseline model simply as CNN.

B. Uncertainty-Aware Models

We constructed uncertainty-aware models by integrating the
baseline model with evidential deep learning (EDL) [38].
For the sake of consistency, they will be referred to as
Evidential Convolutional Networks (ECNN), the same as in
our previous study [35]. Initially, EDL based on the framework
of Subjective Logic (SL) was proposed to help explicitly
train a model that can make a prediction along with the
quantified uncertainty of it, i.e., vacuity in the context of
SL, indicating whether there is sufficient evidence to support
model predictions [38]. Due to the SL framework, ECNN
is capable of inferring dissonance, which is another type of
explainable uncertainty derived from conflicting evidence [37].
They can be regarded as evidential uncertainty, and more
details are presented later in Sec. III-C.

LetY = (Y1, Ys, ..., Ykx) be a discrete variable in a domain
Y that represents the class label, where K is the number of



LIN et al.: ROBUST LONG-TERM HAND GRASP RECOGNITION WITH RAW ELECTROMYOGRAPHIC SIGNALS 965

classes. A multinomial opinion on Y in SL is then defined
as an ordered triplet wy = (by,uy,ay), where by refers
to a belief mass distribution over Y; uy is the uncertainty
mass that expresses the vacuity of evidence; ay represents
a base rate distribution over Y, which is known as prior
probability in classic Bayesian theory. Note that each element
of ay equals 1/K if no additional information is provided.
More importantly, its additivity requirement can be seen as
follows.

> by +uy=1. 1)

It is clear that uy refers to vacuity because it is inversely
proportional to the total belief masses. For example, when uy
reaches its upper limit, that is, 1, it means that no belief mass
can be found in any of the classes. By replacing the softmax
layer with an activation layer such as ReLU, EDL terms the
nonnegative output as the evidence vector e, expressing the
amount of evidence collected to support the classification of
samples into a specific class. The belief mass distribution by
can then be calculated by normalising e, as

_Zey—i-K.

Furthermore, the Dirichlet distribution of order K with
parameter vector « could be calculated from the evidence
observed by e + 1. Therefore, the predicted probability for
each class is the expectation of the corresponding Dirichlet
distribution, i.e.,

by 2

Ey 3)

o
=Sa

In summary, the main difference between CNN and ECNN
is that ECNN finds a way to turn the value of output units into
observed evidence, thus helping the model form a multinomial
opinion for the recognition task to further enrich uncertainty
representation.

Previously, we investigated the reliability of three variants of
ECNN, which employed different loss functions for training.
To further explore their long-term robustness, we followed the
same procedure to build three multidimensional uncertainty-
aware models, i.e., ECNN-A, ECNN-B, and ECNN-C. Given
a sample i and let y; be a one-hot encoding of the ground
truth class of it with y;; = 1 and y;,, = 0 for all j # m where
j and m are class labels. The loss function used for ECNN-A
can be seen in (4), as

K
L(ei,yi) = D (5 — 2vijElpij1 + Elp D), “)
j=1

where p;; is the predicted probability that the sample i is
classified as the ground truth class j. This is used to obtain
more evidence when the samples are predicted correctly and
to remove excessive misleading evidence to avoid misclassi-
fication. To encourage the ECNN to generate relatively high
vacuity when it is likely to make wrong predictions due to
outliers, a Kullback-Leibler (KL) divergence term,

*E¢x y~DIK L [Dir (p—j; @—;) | Dir (p—j: ]I, (5

is incorporated into (4) as a regularisation term to help reduce
the total evidence of a misclassified sample to zero.

With respect to ECNN-B, the impact of the KL divergence
term is expected to increase gradually. This is controlled by
introducing a hyperparameter, annealing step s, i.e., A =
min(1.0,¢/s) where t stands for the current training epoch
number. Unlike ECNN-B, A in (5) is a constant and will be
considered a hyperparameter directly when training ECNN-C.

C. Multidimensional Uncertainty

As introduced previously, ECNN can generate evidential
uncertainty, including vacuity and dissonance. Vacuity denotes
uncertainty due to insufficient evidence or knowledge and can
be calculated by

K
Z ey + K ’
where K 1is the number of classes and ey is the vector
of observed evidence for each class. Dissonance represents
the uncertainty due to conflicting evidence, derived from a
sufficient number of conflicting evidence by comparing each
two singleton belief masses [39]:

K K
b; YK Bal(bj,by)
Uaiss = D L ), (7
Zm:l,m;éjbm

where K is the number of classes and Bal(b;, b,,) represents
the relative mass balance between a pair of belief masses b;
and b, for the sample i, equals O when b; + b,, = 0 and
- lijﬂlﬁ:l

Furthermore, two uncertainty measures, including the
entropy of the probability vector and the maximum poste-
rior probability, were often used as traditional confidence
scores [17], [35], [40] for comparison. They are denoted
by unEntropy and uppmp and calculated in (8), representing
normalised entropy and normalised negative maximum prob-
ability, respectively.

(6)

Uyge = Uy =

j=1

otherwise.

_—2php
UnEntropy = Wv
Unnmp = 1 — max(p), ®)

where p is the predicted probability vector for the K classes.

IV. EXPERIMENTS

The versions of PyTorch and Python used in this study
are 1.10.2 and 3.9.7, respectively. The experimental sequences
were constructed by data loading, data segmentation, hyper-
parameter determination, model training, and model testing.
Due to the stochastic nature of deep learning algorithms, all
models were trained 10 times with the determined hyperpa-
rameters. The source code for this study is available on GitHub
(https://github.com/YuzhouLin/3dECNN-NinaProDB6).

A. Data Preprocessing

To satisfy the constraints of real-time control of prosthetic
limbs, a sliding window of 250 ms (< 300ms [41]) was
selected with an increment of 25ms. The overlap was set to as
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TABLE Il
THE DETERMINED OPTIMAL HYPERPARAMETERS OF MODELS ON NinaPro DB6
Models  HPs Subjects
1 3 4 5 6 7 8 10
CNN batch size 64 256 64 64 256 128 256 32
learning rate 0.0005340  0.0008067  0.0001597  0.0006327  0.0005146  0.0003064 0.0006283  0.0003267
batch size 64 32 1024 32 1024 32 32 1024
ECNN-A  learning rate 0.0010544  0.0001190  0.0001867  0.0000352  0.0006483  0.0000894  0.0000463  0.0004348
evidence func ReLU SoftPlus ReLU ReLU ReLU ReLU ReLU SoftPlus
batch size 128 1024 32 32 256 1024 1024 128
ECNN-B learning rate 0.0007813  0.0034648  0.0005427  0.0002708  0.0002021  0.0003872  0.0003869  0.0010605
evidence func Exp SoftPlus SoftPlus SoftPlus ReLU ReLU ReLU SoftPlus
annealing step 35 40 50 25 50 15 55 60
batch size 512 256 1024 32 512 1024 64 512
ECNN-C learning rate 0.0017647  0.0008522  0.0005555  0.0000297  0.0001381  0.0006240  0.0003930  0.0019805
evidence func ReLU Exp ReLU SoftPlus SoftPlus ReLU SoftPlus SoftPlus
lambda 0.0609794  0.1522302 0.0119255 0.0394299 0.0748643  0.0304412 0.0112908  0.0926919

high as 90% to increase the decision density and reduce the
prediction delay. For fair consideration, the rest movement was
treated identically to that of the other hand grasps. Specifically,
each trial of ‘rest’ was taken after the first 0.5s to avoid
incorrect labelling and only about 1/7 duration of its previous
hand grasp to guarantee a balance in data for all classes. Note
that the signals in NinaPro DB6 were preprocessed data that
had been filtered by a bandpass filter (20—450Hz) and a notch
filter (50 Hz). Therefore, no additional signal preprocessing
was required, and each segmented SEMG would be taken as a
model input directly. Furthermore, the SEMG signals used in
training and testing included both steady and transient states.
Since the main objective of this study was to investigate the
long-term performance of sEMG-based hand grasp recogni-
tion, the data collected on day 1 and day 2 for each individual
were used as training and validation sets, while the rest were
used as test sets. To capture more generalised features, the last
two cycles of each acquisition were used as validation sets.
Specifically, the 11" and 12 cycles recorded at AM and PM
of the first two days were used as validation sets. The ratio of
training data to validation data was 5 : 1. For consistency, the
2™ and 9™ subjects would not be studied in this project, and
the reasons are listed below.
o Only two labels of sSEMG signals were found instead of
8 on the morning of day 2 for the subject 2. This may be
caused by label noise or a mistake in data acquisition.
o Only 13 valid channels were found instead of 14 on the
morning of day 1 for the subject 9. Specifically, you can
only observe 0 on channel 7 (that is, the gth channel).

B. Model Training

To reduce the computational burden, we used the
Tree-structured Parzen Estimator (TPE) [42], [43], which is
one of the SoA hyperparameter optimisation (HPO) algo-
rithms, to search for optimised hyperparameters. Taking
advantage of sequential model-based global optimisation algo-
rithms [42], [44], the available values of each hyperparameter

could be determined based on the previous search results
because the hyperparameters have been organised into a
tree-like space. The hyperparameters for each model were
determined using Optuna [45], which is a powerful HPO
framework. Each HPO search stopped after running 5 study
trials, where each trial refers to each evaluation of an objective
function to minimise validation loss. In addition, early stop
was used to avoid overfitting in each training. When no
improvement was found in the validation set after waiting
for 10 epochs or when the training epoch reached 200, the
model stopped training. Furthermore, we used ADAM as an
optimiser for training and the ReduceLRonPlateau schedule
with patience for 5 epochs and the decay factor of 0.8 to
decrease the learning rate during training. The search result
for HPO is shown in Table II.

C. Rejection-Capable Performance Evaluation

Assume there is an uncertainty threshold §, a prediction
can be considered uncertain when its quantified uncertainty is
greater than or equal to § and certain otherwise. By determin-
ing 8, a model is capable of making only confident predictions
by rejecting the uncertain ones. When § = 1, it simply
refers to standard recognition since no rejections will be made.
Here, the rejection threshold of a model for each individual
in each run was determined by validating its performance in
misclassification detection in the validation set. In more detail,
a rejection threshold was selected when it achieved the best
Fg-Score,

Precision - Recall
(B2 - Precision) + Recall’

where 8 was chosen as 2 in this study, which means that recall
was considered 2 times as important as precision. As shown
in Fig. 2, the purpose of this setting was to maximise TAR
as much as possible in testing data sets with a determined
rejection threshold. When the number of TP and TN remains
the same, a higher recall can only be achieved with fewer FNs,

Fg-Score = (1 + 2)

€))
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Predicted Condition

Positive
(Rej ect)

Negative
(Accept)

Recall
=
2 TP
S
@] g =
— Qo o o
E = False Positive | True Negative
el &2 FP TN
325| @ (TN)
Precision True Acceptance Accuracy
Rate (TAR)
. TN FP+TN
tP+Fp ] | tn+FN T [ |TP+FN+FP+TN

Fig. 2. The confusion matrix of misclassification detection. TAR can be
considered the accuracy of rejection-capable SEMG-based hand grasp
recognition and Precision is actually the True Rejection Rate (TRR)
defined in this paper.

thus indirectly producing a higher TAR. Furthermore, to avoid
setting extremely low thresholds so that no active predictions
would be made in the testing phase, the determined threshold
had to be checked first on the validation sets. If the number of
active predictions was less than the 10% of the total number
of validation samples in each acquisition, the threshold was
selected again on the value which has the second best Fg-Score
and et cetera.

V. RESULTS

In all experiments, the results would be reported as an
average of 10 runs, and the Wilcoxon signed-rank test was
used to compare the performance of CNN (baseline model)
and ECNN variants. There was a significant difference in the
results between the two models when the p-value < 0.05, that
is, the null hypothesis, which assumed that two related paired
samples come from the same distribution, was rejected. The
calculations of all the evaluation metrics used in this section
can be found in Fig. 2.

A. Recognition Performance - No Rejections

To investigate the long-term robustness of SEMG-based
hand grasp recognition with the proposed uncertainty-aware
models, their recognition accuracies were first presented when
there was no rejection option. Recall that the proposed CNN
was considered a baseline model so that its performance could
be compared with the ECNN variants. Table III shows that the
recognition accuracy of all models increases slightly (about
1.7%) on day 4 but decreases greatly (about 6.9%) on day
5. The best average accuracy was observed in the ECNN-A
as 51.4%. Although the difference between it and CNN on
each day was not statistically significant, it outperformed CNN
on average with a small but statistically significant difference
of 0.6%.

B. Recognition Performance - With Rejections
To better investigate the rejection-capable performance
of sSEMG-based hand grasp recognition with respect to all

TABLE Ill
INTER-SESSION CROSS-DAY STANDARD RECOGNITION ACCURACY OF
CONVNETS WITH COMPARISONS

Day3 Day4 Day5 Ave.

CNN 5204135 5224116 4834117 50.8+12.3
ECNN-A  52.4412.8" 53.1£10.1° 48.84+11.4" 5144116
ECNN-B 4744102 4924085 44.3+09.7 47.0409.5
ECNN-C  51.0&132 51.8+10.7 47.4=£11.7 50.1411.9

! All results were reported as the mean and standard deviation of
classification accuracy for 10 runs over 8 subjects.

2 The Wilcoxon signed rank test is applied to compare CNN with
the ECNN variants, and the null hypothesis (HO) assumes that the
median of the differences between two distributions is zero, which
will be rejected when the p-value < 0.05. For conciseness, the
asterisk (*) is used when HO is not rejected here.

proposed models, we employed three evaluation metrics,
including the true acceptance rate (TAR), the true rejection
rate (TRR), and the rejection rate (RR). The rejection-capable
performances of models with different uncertainty scores are
summarised in Table IV. Recall that TAR can be considered
the recognition accuracy under the rejection scheme. First,
the same commonly seen uncertainty estimate was used for a
fair comparison between the CNN and ECNN variants. It can
be seen that the ECNN variants significantly outperformed
CNN with u,Enrropy OF Upnmp by presenting a higher TAR.
ECNN-B had achieved the highest TAR of 76.77%, which was
7.07% higher than CNN when using u,,m,p as an uncertainty
estimate. Taking into account the use of evidential uncertainty,
it also achieved the best performance with u,,. compared to
other variants of ECNN. Note that although the difference
between ECNN-B and ECNN-A in TAR was not statistically
significant, ECNN-B made fewer incorrect rejections, as evi-
denced by the observation of an 8.56% higher TRR and a
4.35% lower RR. When using ug;ss as the uncertainty score,
it is important to note that ECNN-B achieved the lowest RR,
which was only about 50%. With more predictions accepted,
it produced the lowest but acceptable TAR of 65.83%. Special
attention was paid to the use of multidimensional uncertain-
ties (that is, predictions were accepted when their u,,. and
ugiss were found to be smaller than their respective prede-
termined thresholds simultaneously). In summary, ECNN-A
achieved the highest TAR (83.51%) while ECNN-B obtained
the best comprehensive performance by presenting a lower
TAR (80.32%) but with 4.79% more active predictions.

To investigate the repeatability of sSEMG-based hand grasp
recognition with the proposed ECNN models with regard
to multidimensional uncertainty, the grouped violin plot was
drawn to visualise their TAR differences in several data
acquisitions over days. A violin plot [46] is a hybrid of a box
plot and a kernel density plot, which can be used to compare
the distributions of several groups. Fig. 3 shows that ECNN-C
consistently achieved lower performance on each acquisition
across 3 days compared with the other two ECNN variants.
In other words, both ECNN-A and ECNN-B obtained robust
long-term sEMG-based hand grasp recognition performance,
and ECNN-A was a little more robust than ECNN-B from
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TABLE IV
OVERALL REJECTION-CAPABLE PERFORMANCE COMPARISON OF CONVNETS
Scores Models True Acceptance Rate 1 True Rejection Rate 1 Rejection Rate |
M(%)£SD(%)  HO (p) M(%)4+SD(%)  HO (p) M(%)£SD(%)  HO (p)
CNN 7228 +£15.62 - 62.81 £9.28 - 60.81 £ 9.57 -

w ECNN-A  75.50£14.75 0 (3.7e—26) 61.64 £9.19 0 (5.7¢e—09) 64.62 £ 8.55 0 (2.6e—30)

mEniropy ECNN-B  76.714+15.20 0 (l.le—13) 65.83+7.48 0 (5.1e—19) 69.23+10.80 0 (7.6e—53)
ECNN-C  73.84+16.44 0 (1.5e—07) 63.84 £9.97 0 (2.6e—07) 62.55 +9.50 0 (1.0e—08)
CNN 71.70 £ 15.60 - 62.95 £ 9.09 - 60.00 £ 9.68 -

w ECNN-A 7549+ 14.63 0 (7.3e—31) 61.47+9.12 0 (5.6e—14)  64.90 £ 8.80 0 (2.6e—39)

rnme ECNN-B  76.77+15.17 0 (1.4e—18) 65.84 £7.46 0 (2.7e—18) 69.28 £10.75 0 (1.2e—58)
ECNN-C 73.82+£16.38 0 (1.3e—10) 63.76 £9.85 0 (4.5e—05) 62.77 £9.35 0 (6.9e—14)

ECNN-A  76.11 +15.13 - 57.23 £11.66 - 73.63 £10.26 -
Uvac ECNN-B  76.63 +15.13 1 (8.7e—01) 65.79 £ 7.46 0 (3.1e—50) 69.28 £10.86 0 (1.3e—15)
ECNN-C  73.77£17.18 0(1.8e—09) 63.26+11.31 0 (1.4e—68) 63.03+11.42 0 (3.9e—59)

ECNN-A  75.06 +14.71 - 59.83 £9.59 - 67.70 £9.07 -
Udiss ECNN-B  65.83+20.22 0 (6.7e—26) 60.98 =£9.93 0 (9.4e—05) 52.56 +£32.27 0 (5.3e—10)
ECNN-C  70.96 £15.52 0 (1.4e—24) 63.01 £9.66 0 (4.8e—45) 61.22+12.02 0 (1.8e—31)

ECNN-A 83.51 £15.43 - 55.88 £11.35 - 81.43 £7.65 -
Upac & Ugiss ~ ECNN-B  80.32+16.00 0 (1.8e—13) 62.8249.79 0 (7.3e—44) 76.64£10.20 0 (1.7e—17)
ECNN-C  77.35+16.53 0 (9.8e—57) 61.30+10.61 0 (1.1e—69) 70.23 £9.08 0 (2.9e—78)

I An upward arrow indicates that a higher value is desirable and vice versa.

2 The M and SD refer to the mean and standard deviation of each evaluation metric for 10 runs over 8 subjects.

3 The Wilcoxon signed rank test is applied to compare CNN with ECNN variants with commonly used uncertainty measures and to
compare ECNN-A with other ECNN variants with evidential uncertainty measures. The null hypothesis (HO) assumes that the median
of differences between two distributions is zero, which will be rejected when the p-value < 0.05.

* This multidimensional uncertainties-based rejection performance is achieved by rejecting predictions with high vacuity or dissonance.
Specifically, a prediction will be accepted only when its evidential uncertainties are less than predetermined thresholds, i.e, uyac < dvac
and Udiss < 6diss-
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Fig. 3. Multidimensional uncertainty-based rejection-capable accuracy in several data acquisitions across days.

observation of its fewer position shifts of wider sections as
time goes on. Note that a wider section of the violin plot
represents a higher probability that a model will show on the
given TAR. There are more details in the confusion matrix
results of the ECNN-A and ECNN-B, as presented in Fig. 4
and will be discussed in Sec. VI.

C. Comparison With SoA

The comparison of the inter-session cross-day recognition
accuracy in terms of non-rejection and rejection with the pre-
vious study was presented in Table V. It is observed that our

proposed uncertainty-aware models outperformed SoA models
under all conditions. The best performance was achieved
by ECNN-A, which significantly improves the recognition
accuracy by 3.71% and 13.88% under the non-rejection and
rejection schemes, respectively.

VI. DISCUSSION
NinaPro DB6 as a valuable benchmark dataset deserves
more investigation because it was built to be challenging
by including variability from data acquisitions over days
and aimed at improving the long-term robustness of hand
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Baseline (No rejection) Rejection with multidimensional uncertainties
ECNN-A ECNN-A
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Fig. 4. The normalised confusion matrices of ECNN-A and ECNN-B averaged for 10 runs over 8 subjects. For the sake of conciseness, G1-G7
represent ‘Large diameter grasp’, ‘Adducted Thumb grasp’, ‘Index finger extension grasp’, ‘Medium wrap’, ‘Writing tripod grasp’, ‘Power sphere
grasp’, and ‘Precision sphere grasp’. Note that an extra x-axis was introduced when presenting a confusion matrix with rejection, which should be
considered a separate part from the standard one where each cell refers to the rejection rate for a class.

TABLE V
COMPARISON OF THE PROPOSED MODELS WITH THE SOA RESULTS ON THE INTER-SESSION CROSS-DAY ACCURACY

Inter-session cross-day accuracy (%)

Model Window + Step  Features

Without rejection ~ With Rejection
TCN [27]  150ms + 15ms  raw sEMG 49.60" -
CNN [17]  150ms + 25ms  the spectrum of SEMG computed by FFT ~ 33.33 73.33 2
ECNN-A 200ms + 20ms raw SEMG 51.44 83.51 "
ECNN-B  200ms + 20ms  raw sEMG 46.97 80.32
ECNN-C 200ms + 20ms raw SEMG 50.07 77.35 "

! The incremental training protocol was used and this result were not purely cross-day, since the session 5, as part
of the training data, was recorded on the morning of day 3, while the session 6, as part of the testing data, was
recorded on the afternoon of the same day. Hence, assuming the strict intersession cross-day training protocol was
used, the actual accuracy would be lower than the reported one.

2 This accuracy was calculated by 1— its proposed error rate, which only considers the number of false acceptance
samples. Hence, the actual accuracy would be lower than their reported one.

* This best rejection-capable accuracy was reported based on multidimensional uncertainties, i.e., Uyqe and Ug;ss-

prostheses control systems. It is worth noting that electrodes as an uncertainty-aware model by integrating with evidential
were not required to be placed in expected locations exactly deep learning. Leaving aside the training strategies used by
during each data acquisition, which approaches real-life sce- ECNN, all ECNN variants statistically significantly outper-
narios and brings the challenge of remaining the long-term formed CNN under the rejection scheme, even if the overall
robustness of SEMG-based hand grasp recognition to the mean recognition accuracy of CNN was found to be 3.80% and
table. In this study, we proposed a 3D uncertainty-aware 0.7% higher than those of ECNN-B and ECNN-C when there
model (ECNN) to address this challenge by rejecting doubtful is no rejection option. It is worth noting that ECNN-B achieved
predictions with multidimensional uncertainties. The potential ~the best TAR and TRR with a common uncertainty u,gnrropy
of ECNN has been explored with three training strategies oOr unmp, although the lowest standard accuracy was achieved
implemented by slightly different loss functions. The main by it under the non-rejection scheme. This suggests that
implication of our results is that a CNN can be easily modified model selection based on standard recognition accuracy is not
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sufficient, especially when rejection is introduced. Following
our previously proposed reliability analysis [35], the mean
reliability of ECNN-B in terms of the normalised area under
precision-recall was calculated as 58.81% and 59.88% with
UpEntropy and Uppmp, which was 4.16% and 5.50% higher
than CNN. This matches the comparison between CNN and
ECNN-B with respect to rejection-capable recognition perfor-
mance, indicating that ECNN-B is more reliable than CNN.
This finding is consistent with previous research showing that
reliability analysis can be considered a useful supplementary
measure for studying sSEMG-based hand gesture recognition.

The outstanding rejection-capable hand grasp recognition
performance achieved by ECNN variants with multidimen-
sional uncertainties confirms that evidential uncertainties are
not only understandable but also useful in practical terms.
By rejecting predictions with either insufficient or conflicting
evidence, the ECNN variants are able to produce robust
long-term hand grasp recognition. This implies that model reli-
ability is associated with model robustness. However, it may
be quite difficult to determine which model yields the best
rejection-capable performance, as this is actually a trade-
off problem. Ideally, if a model has a standard accuracy of
52% and knows exactly what it does not know, it will obtain
100% TAR and 100% TRR with 48% RR by an optimal
rejection threshold under the rejection scheme. A compre-
hensive analysis is required to consider the efficiency of an
uncertainty-aware model by making a comparison between
the ideal and practical recognition performances. For example,
ECNN-B can be considered more efficient than ECNN-A
because it obtained an improvement of 54.46% in recognition
accuracy by making 59.67% more rejections, while ECNN-A
obtained an improvement of 60.60% in recognition accuracy
by making 69.65% more rejections compared to the ideal
situation.

One concern shown in Fig. 3 was that ECNN-C would
achieve 0% TAR on some runs because no accepted predic-
tions were found. This indicates that the approach used in
this paper to determine the rejection threshold may sometimes
yield a very strict threshold. It is confident that ECNN-C
can get better rejection-capable recognition with appropri-
ate rejection thresholds. Conversely, it can be said that
rejection-capable performance suffers from the limitation that
it is highly dependent on optimal rejection thresholds.

Fig. 4 shows the confusion matrices of the predictions
made by ECNN-A and ECNN-B under the non-rejection
and rejection scheme. The first finding from this figure is
that it is difficult to improve the recognition accuracy of
some classes, which were confused with others, by rejections.
For example, it can be observed that G2 and G4 were
difficult to correctly classify. When the highest number of
rejections (about 93% RR) was made in the samples labelled
G4, only a limited improvement in TAR was achieved by
ECNN-A and ECNN-B. The recognition accuracy of G4 even
decreased by approximately 50% after making approximately
93% rejections in ECNN-B. Associated with the relatively
poor rejection-capable performance achieved by the ECNN
variants with ug;5¢ shown in Table IV, it reveals a limitation in
the training of the ECNN variants. The current loss functions

used in this paper did not directly consider penalising training
samples with high dissonance because it may affect the normal
convergence of training CNNs. A boosting algorithm may be
a possible solution to address this problem [47]. The second
finding is that there is a positive correlation between baseline
performance and rejection-capable performance. For example,
ECNN-B obtained the highest classification accuracy on ‘rest’
as 86.07% and 95.21% with respect to the non-rejection
options and with rejection. This example also shows that, not
surprisingly, ‘Rest’ is considered the easiest class. Leaving the
easiest and hardest classes (‘Rest’, G2 and G4) aside, it was
found that about 20% improvements in hand grasps could be
obtained by allowing uncertain rejections with multidimen-
sional uncertainties regarding both ECNN-A and ECNN-B.
This implies that one can focus on improving the straight-
forward baseline performance first without suffering from the
limitations of investigating its rejection-capable performance
when designing an uncertainty-aware model integrated by
evidential deep learning.

VII. CONCLUSION

This study uses a very challenging benchmark dataset,
NinaPro DB6, to demonstrate the potential of designing an
uncertainty-aware model to improve the long-term robust-
ness of hand grasp recognition with raw SEMG signals. The
proposed ECNN allows us to reject predictions with high
evidential uncertainty from either less supported or conflicting
evidence. When there is no rejection option, it outperformed
the existing SOA with a significant improvement of 3.71% in
recognition accuracy. More importantly, it achieved as high
recognition accuracy as 83.51%, which was found to improve
the current SoA by 13.88% under the rejection scheme.
Furthermore, its long-term robustness has been verified by pre-
senting a high (> 85%) rejection-capable recognition accuracy
on each of 3 days with only a small degradation observed
in the afternoon of day 5. This encourages us to extend the
investigation to amputee subjects in improving the real-time
SEMGe-based control system.
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