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Abstract

Techniques from supervised and unsupervised machine learning, along with those from data and network science, are applied to generated datasets of mathematical objects relevant to string and gauge theories. Investigations show success in identifying and learning new structure associated to these objects. Datasets considered in the research work completed for this thesis include: dessins d’enfants, quivers, Hilbert series, amoebae, polytopes, Calabi-Yau manifolds, brane webs, and cluster algebras.
1 Introduction

As physics seeks better description of the universe we live in, fundamental theory refines itself to describe smaller and smaller scales of the universe, of which larger scales can be statistically inferred. At these smallest scales quantum field theory dictates how particles interact via electromagnetism and the strong and weak nuclear forces, with one final obstacle of description: quantum gravity. Issues with the quantisation of the theory of general relativity [1] indicate the need for a paradigm shift for fundamental theory.

At present, techniques from gauge theory describe the quantisable forces through the language of group and representation theory [2], [3]. The standard model gauge group: $SU(3) \times SU(2) \times U(1)$, dictates the symmetry principles of these physical laws, which matter particles (here fermions) obey by existing as representations of this product group. The groups themselves are gauged, such that the degrees of freedom from the representation redundancy in description are transferred into gauge fields (here bosons). These gauge fields also exist as algebra representations, and hence particles in their own right.

In addition to the spin-1/2 spinor representations of fermions, and the spin-1 vector representations of bosons, to establish mass for these particles whilst allowing gauge symmetry spin-0 scalar Higgs fields must be introduced to spontaneously break the symmetry such that leading scalar coupling terms in the broken regime act alike traditionally mass terms via the Higgs mechanism [4], [5]. The standard model gauge theory may then be quantised to produce a quantum field theory with which practical perturbative computations may be performed [6]. However, as stated the canonical methods of quantisation are unsuccessful with gravity, producing a theory which is perturbatively non-renormalisable and hence not useful for computation.

String theory presents such a paradigm shift for fundamental theory, whereby the assumption that the universe is built from exclusively 0-dimensional particles is relaxed, and instead allows the presence of $p$-dimensional branes for varying $p$. Of these branes the 1-dimensional strings are the most relevant at lower energies, and hence dominate computation and consideration at the low coupling regimes pertinent to our world. The endpoints of these strings trace out D-branes, and these may be considered as additional dynamical objects in string theory also [7].

Starting as a methodology to describe hadrons [8], [11], strings were then examined for bosonic vibrational patterns which had the potential to describe gravity in bosonic string theory [12], [13]. Extension to include fermionic vibrations, and relevant anomaly cancellations [14], [15] led to the consistent superstring theories: Type I, Type IIA, Type IIB, heterotic $SO(32)$, and heterotic $E_8 \times E_8$ [16], [17]. Later, dualities between the theories grouped them into a single larger M-theory [18], [19], where $p > 1$ dimensional branes become dominant dependent on coupling and dimension size in consideration.

For self-consistency, M-Theory must exist as a theory in 11 space-time dimensions (reducing to 10 dimensions in various superstring limits). To ensure a feasibly physical interpretation of these extra dimensions beyond our familiar (1,3)-space-time, these theories require compactification of the extra 6 dimensions on a Calabi-Yau (CY) manifold in the various superstring limits to describe a supersymmetric gauge theory consistent with our universe.
However the specific manifold used, and the particular formulation of M-Theory leaves a huge amount of redundancy, with many methods of description via many mathematical objects; objects which are rarely considered from a data science perspective.

Estimated to be at the order of $10^{500}$, the number of flux vacua over CY manifolds for string theory compactification establishes an enormous dataset with little known structure. This string landscape alone already manifests the importance of big data approaches to high-energy theory. Beyond CY data, many other objects used in this field can also be computationally represented and generated. With the exponential growth of computational power, it is becoming easier to build large datasets of these mathematical objects, allowing analysis beyond the archetypal cases considered.

As datasets grow in size, exhaustive calculation becomes extensively more infeasible. More traditional calculation using blackboard and chalk is quickly outcompeted by the speed and consistency of computational methods. Data science as a field represents a colossal number of these computational methods for data generation, management, and analysis, and as academic research calls for more detailed examination of more scenarios, statistical techniques become an essential tool to pragmatically extract data structure.

Machine learning (ML) is the modern umbrella term for these techniques of computational statistics, and application of these techniques to generated databases of physically relevant objects is the central theme to the work in this thesis. These techniques are applied with the hope that results may inspire analytic work in new directions, through conjecture from statistical analysis, that ultimately help to identify paths to stronger mathematical and physical understanding.

The computational work completed in these studies made use of high performance computing (HPC) resources made available at City, University of London. Scripts were largely completed in python with the use of ML libraries such as tensorflow, sci-kit learn, along with general libraries for topological data analysis (TDA) (ripser), network analysis (networkx), and analytic computation (sagemath), as well as mathematica. A GitHub of repositories relevant to works in this thesis is available at: https://github.com/edhirst.

This thesis is structured such that 2 gives a brief introduction to the key players of mathematical objects analysed in these studies, specifying how they relate to string and gauge theories. In 3 summaries of the research work performed for each of the selected papers is presented. Finally in 4 a general summary of this program of work is given, with some thoughts for further academic progression on these projects. Throughout the PhD I have been fortunate to work on a large number of papers, in this thesis a selection of those more relevant to this theme have been chosen for inclusion, whilst the other works are acknowledged here.

2 Dramatis Personae

Fundamental theory addresses a wide range of potential extensions to the standard model. Whether it be the inclusion of further conformal or super symmetries, enlarging the con-
considered gauge groups, changing the matter content, or changing the algebraic variety the
theory exists on, all extensions require many parameter choices within themselves. To effi-
ciently delineate similar theories different types of representation are chosen using different
mathematical tools. Naturally forming datasets associated to each chosen extension.

In this section the mathematical objects used to represent and probe certain styles of
theory are introduced, putting focus on those directly relevant to the research work of §3.
The introductions are roughly split between those more relevant to general gauge theories
§2.1, and those more relevant to a string theory interpretation §2.2 (although there is often
signficant overlap). Following the introduction of these key players, the data science and
ML techniques used across the research projects are also introduced in §2.3.

2.1 Gauge Theories

Gauge theories are theories of fields that obey a set of symmetries, where the symmetries can
be categorised to be global or local. Global symmetries (such as flavour) are fixed throughout
the space-time variety of the theory, and in Lagrangian theories may be thought of as trans-
formations of fields by a constant factor which leave the Lagrangian invariant. By contrast
local symmetries act differently throughout the variety, and the action may be represented
by a function on the variety. In Lagrangian theories local symmetries now transform fields by
a factor dependent on their position on the variety, still leaving the Lagrangian unchanged.
One may then note global symmetries are a subset of local symmetries for constant functions.

In a field theory, a global symmetry can be gauged to form a local symmetry by making
the constant function a general function and introducing a gauge field that transforms exactly
to cancel the variational effects of this change. The symmetry in its new form is a type of
local symmetry known as a gauge symmetry, and depicts the redundancy in description of
the physical theory by using the field representation. Any gauge transformation changes the
fields but not the overall theory’s behaviour, hence any choice of gauge leads to the same
output and one is often chosen to simplify calculation. In the same way, to extract the pure
physics from a theory one must consider gauge-invariant objects independent of this choice
in the redundancy.

The most popular gauge theories in physics are Yang-Mills theories [3], which are based
on gauged symmetries described by Lie groups [43]. Lie groups contain the famous matrix
groups, including the orthogonal $O(N)$, unitary $U(N)$, and symplectic $Sp(N)$ groups (with
their special counterparts) from the normal division algebras; commonly used as they allow
simple representation theory interpretations of the fields. Further notable Lie groups are
the exceptional groups: $E_6$, $E_7$, $E_8$, $F_4$, $G_2$, related to the octonionic division algebra and
necessary for Dynkin classification [44] relevant to quiver mutation later discussed.

Quivers are multi-digraphs (discussed as graph theory objects in §2.3.2), often used
to represent the structure of a category in category theory. However they also have use in
representation theory, where vector spaces are affiliated to each node and linear maps to each
edge. Due to this symbolic link with representations they can be used to diagrammatically
represent the symmetry and matter content of certain supersymmetric gauge theories. More
generally, these theories can be considered as effective limits of special brane systems from
string theory [45], [46].
Dependent on the number of supercharges under consideration, the content of the theory dictated by a quiver changes. Prototypical theories most closely related to our universe involve D3 branes, matching our (1,3)-dimensional space-time1. Systems of these branes for $N = 2$, with 8 supercharges, are constructed as gauge theories with gauge groups and matter; where the matter content is split into: vector multiplets (forming the supersymmetric equivalent of gauge groups), and hypermultiplets (forming the core matter), in the simplest cases. The quiver representation of this information denotes the gauge groups by circular nodes, labelled with the respective gauge group (if unlabeled often assumed to be $U(1)$, or $U(N)$ if $N$ is given); to each node an implicit vector multiplet in the adjoint representation of the respective gauge group is also assumed (analogous to the gauging process for non-supersymmetric theories to give adjoint gauge vector bosons). Then undirected edges between nodes represent the hypermultiplets in a bifundamental representation of the two connecting nodes’ gauge groups. Finally quivers may also show square nodes, which are related to global flavour symmetries, which the hypermultiplet edges may also be connected to. It is worth emphasising this restriction of quivers to theories with hypermultiplets only in bifundamental representations limits the types of theories they can represent.

4-dimensional theories with $\mathcal{N} = 1$, and hence 4 supercharges, have a slightly different notation due to their differing matter content. As there are less supercharges the multiplets are smaller, with gauge group vector multiplets now half the size (but still represented implicitly). The main change for 4 supercharges is the core matter is now portrayed by chiral multiplets instead of hypermultiplets. These chiral multiplets are now depicted with directed arrows between the two gauge groups they are in fundamental and anti-fundamental representations of respectively (direction dependent on convention). In fact $\mathcal{N} = 2$ quivers can be decomposed to $\mathcal{N} = 1$ quivers by adding to each node a directed loop (representing the chiral multiplet broken off of the $\mathcal{N} = 2$ vector multiplet), and replacing any undirected line with two directed lines in opposite directions (representing the two opposite chirality chiral multiplets the hypermultiplet breaks into) [40]. An example of this is given in Figure 2.1.1.

Quivers represent supersymmetric gauge theories directly, independent of their string interpretation, and through ideas of renormalisation [47], [48] in the low-energy infra-red (IR) limit some theories become equivalent. A combinatoric process on $\mathcal{N} = 1$ quivers connects theories with this same IR behaviour in a process known as Seiberg duality [49]. Under this process, also called mutation, a specific node and hence gauge group is first changed.

\[ U(N_1) \times U(N_2) \]

Figure 2.1.1: A quiver gauge theory with gauge group $U(N_1) \times U(N_2)$ in the (a) $\mathcal{N} = 2$ and (b) $\mathcal{N} = 1$ notation.

---

1Note that both the general dynamical $p$-branes and the string endpoint branes (D and NS) are labelled by the number of space dimensions they are extended in, therefore with time their worldvolume is $(p + 1)$-dimensional.
Figure 2.1.2: Both processes show mutation on a node $j$ of an $A_3$ quiver, mutation denoted $\mu_j$. In (a) the physics interpretation shows the chiral fields $X_{ij}$ and $X_{jk}$ flipping to the conjugate representations, a meson field $X_{ij}X_{jk}$ being introduced, and the gauge group rank updating $N_j \mapsto N_j^* = \sum_{\ell} a_{ij} N_\ell$ for quiver adjacency matrix $a_{ij}$. No hypermultiplets are introduced (as 2-cycles) to be integrated out. In (b) the equivalent cluster algebra mutation drops the field and gauge group interpretations but has the same combinatorics, whilst the initial cluster $\{x_i, x_j, x_k\} \mapsto \{x_i, x_i + x_k, x_j, x_k\}$ under the mutation $\mu_j$.

chosen, its rank is updated under the duality, then chiral multiplets connected to the group have their representation conjugated, additional meson fields are introduced to preserve any anomaly (or lack of), and finally any massive hypermultiplets are integrated out. This process is demonstrated for a different quiver in Figure 2.1.2a since the quiver in Figure 2.1.1b is too symmetric for interesting mutation. Repeated application of mutation on all the nodes leads to a duality tree (note not a graph-theoretic tree) of connected theories [50], [51], whose combinatorics is probed with ML techniques in §3.2.

Cluster algebras are special algebras whose set of generators are built from a finite subset under an equivalent mutation process [52], [53]. A cluster algebra of rank $r$ has $r$ cluster variables in its initial cluster, which along with an initial quiver form the initial seed. As algebras they may be considered as vector spaces with the extra operation of multiplication between elements, and are generally defined through generators (alike vector space basis elements) and relations. Those of rank $r$ are subalgebras of the field of rational functions in $r$ variables.

Under mutation of the cluster at a chosen variable, the quiver structure dictates how that variable updates to a new variable producing a new cluster. After the cluster mutation the quiver is then also mutated on the equivalent node in a parallel manner to the Seiberg duality process, overall producing a new cluster and quiver and hence a new seed. For a rank $r$ cluster algebra with initial seed $\{\{x_1, x_2, ..., x_r\}, Q\}$ where the quiver $Q$ has antisymmetric adjacency matrix $b_{ik}$, the cluster mutation $\mu_j$ on the $j$th variable/node updates the cluster according to

$$x_i \mapsto x_i' = \begin{cases} (\prod_{b_{\sigma i} > 0} x_i^{b_{\sigma i}} + \prod_{b_{\nu i} < 0} x_i^{-b_{\nu i}})/x_i & \text{if } i = j \\ x_i & \text{if } i \neq j \end{cases} \quad (2.1.1)$$

For cluster algebras these antisymmetric quiver adjacency matrices are called exchange matrices.
whilst the quiver updates according to

\[
\begin{aligned}
\begin{cases}
-b_{ik} & | j = i \text{ or } k \\
-b_{ik} + b_{ij}b_{jk} & | b_{ij} > 0 \text{ and } b_{jk} > 0 \\
b_{ik} - b_{ij}b_{jk} & | b_{ij} < 0 \text{ and } b_{jk} < 0 \\
b_{ik} & \text{ otherwise}
\end{cases}
\end{aligned}
\] (2.1.2)

An example of mutation of an initial seed for the rank 3 $A_3$ cluster algebra is given in Figure 2.1.2b. Repeated mutation at all variables produces a tree of seeds, alike the Seiberg duality trees, whose nodes represent seeds and edges indicate that mutation can transform either seed into the other. These cluster algebra trees are called exchange graphs, and these algebras form a richer structure for mutation which can reduce to quiver mutation under removal of the clusters from the seeds. The depth of an exchange graph is the number of mutations computed from an initial seed, a term particularly useful when considering infinite exchange graphs truncated to a finite size.

Cluster algebras can be classified into 3 distinct types, which can be characterised by the quiver exchange graphs (i.e. duality trees) and seed exchange graphs being either finite or infinite in size. These types are:

1) **Finite type:** These are defined by having a finite number of seeds and thus finitely many clusters, exchange matrices (quivers), and also cluster variables. All cluster algebras of this type are formed from quivers which take the form of oriented ADE Dynkin diagrams. Or where generalisation to allow skew-symmetrisable exchange matrices in place of quivers (skew-symmetric adjacency) is performed, this extends the finite type classification to all Dynkin types (i.e. with $B_n, C_n, F_4, G_2$). Since there are finitely many seeds and exchange matrices both the seed exchange graph and the quiver exchange graph form finite compact polytopes. These polytopes are called generalised associahedra (for this finite case). This algebra type may also be identified by the condition that $|b_{ij}b_{ji}| \leq 3$ $\forall$ $i, j$ in all exchange matrices in all cluster algebra seeds.

2) **Finite-mutation type:** Since the quiver exchange graph is strictly smaller than the seed exchange graph, it can be finite even if the seed exchange graph is infinite. Therefore finite-mutation type cluster algebras are defined by having finitely many exchange matrices (quivers) but may have infinitely many cluster variables, and hence also infinitely many clusters/seeds. Therefore whilst the seed exchange graph may be infinite, the quiver exchange graph is finite. These cluster algebras thus naturally include finite type but also others; in particular, the classification consists of cluster algebras formed from rank 2 quivers, from triangulations of marked surfaces, and a set of exceptional cases including: oriented versions of affine ADE types ($\tilde{A}_n, \tilde{D}_n, \tilde{E}_n$), oriented elliptic types ($\tilde{E}_n^{(1,1)}$), and two additional cases ($X_6, X_7$). Extending the finite type condition, finite-mutation type may also be identified by $|b_{ij}b_{ji}| \leq 4$ $\forall$ $i, j$ in all exchange matrices in all the seeds.

3) **Infinite type:** These encompass the remaining cases, with infinitely many clusters and exchange matrices leading to infinitely many cluster variables. Therefore both the seed

---

3Note that as the mutation process is an involution the edges are hence undirected.

4An orientation is introduced by adding arrows to the graph edges to make them directed.

5This is because multiple seeds may have the same quiver (perhaps infinitely many), therefore different nodes in the seed exchange graph become the same node in the quiver exchange graph.
A $\mathcal{N} = 1$ quiver and superpotential $W$, with their respective dimer.

An example dessin d’enfant

(a) A $\mathcal{N} = 1$ quiver and superpotential $W$, with their respective dimer.
(b) An example dessin d’enfant

Figure 2.1.3: Dessin examples from the (a) dimer construction, and (b) congruence subgroup construction. In (a) a new toric $\mathcal{N} = 1$ quiver is given along with a superpotential $W$; and the equivalent dimer model is drawn on the torus $T^2$ (note genus 1). The fields become dimer edges, and the gauge group the enclosed hexagonal face after tiling of the dimer. The superpotential then comes from a positive term going anticlockwise around the black node added to a negative term going clockwise around the white node. In (b) a genus 0 dessin of the type machine-learnt is given, this has 8 white nodes from $\beta^{-1}(0)$ and 12 black nodes from $\beta^{-1}(1)$, all with valencies given by the map degeneracy’s of $\beta^{-1}([0,1])$. The 6 faces come from $\beta^{-1}(\infty)$ and include the external face from drawing the dessin on a genus 0 closed surface.

exchange graph and quiver exchange graph are infinite and non-compact.

The algebra type and the respective combinatorics of the exchange graphs are examined through the lens of ML and general network analysis in §3.8.

**Dessins d’enfants** are bipartite graphs originally devised to represent the degeneracy of Belyi maps on Riemann surfaces [58], [59]. These covering maps $\beta : \mathcal{V} \to \mathbb{P}^1 \mathbb{C}$ from a Riemann surface $\mathcal{V}$, to the Riemann sphere $\mathbb{P}^1 \mathbb{C}$, are many-one. Specifically they have exactly three ramification points, which can be mapped to $\{0, 1, \infty\}$. This degeneracy for $\{\beta^{-1}(0), \beta^{-1}(1), \beta^{-1}([0,1])\}$, and $\beta^{-1}(\infty)$ are mapped to the bipartite graph nodes, edges, and faces respectively, allowing a combinatoric representation of the Riemann surface structure.

Further to this dessins are important objects in Galois theory as they are acted on faithfully by the elusive absolute Galois group over the rationals $Gal(\overline{\mathbb{Q}}/\mathbb{Q})$. This group looks at extensions of the rational base field $\mathbb{Q}$ by adding in non-rational numbers. The absolute Galois group then includes all non-rational numbers that can be formed as roots of rational polynomials in the extension. The dessin Belyi maps may include non-rational numbers as their coefficients, and where they do these numbers will be roots of some ‘minimal’ polynomial. Swapping this non-rational numbers for other roots of its minimal polynomial changes the Belyi map and hence the respective dessin – taking the dessin through its Galois orbit. How the size of these Galois orbits can be machine-learnt is the topic of §3.1.

Dessins d’enfants have also seen physical use in relation to supersymmetric gauge theories as novel methods of factorising Seiberg-Witten curves [60], [61], and also as dimer models/brane-tilings [62]–[64]. These dimer models are realised as toric quiver gauge theories describing $\mathcal{N} = 1$ superconformal theories from D3-brane stacks at the tip of a toric CY cone [65], [66]. They are built from the quiver and superpotential by taking the dual

---

6The lowest degree polynomial with coefficients in the base field (here $\mathbb{Q}$) that has this number (here some non-rational) as a root.
graph to the quiver and drawing it on a torus, such that combining the fields associated to each edge incident to a chosen node (in a clock/anti-clockwise manner dependent on node colour) gives the terms in the superpotential. This construction is exemplified in Figure 2.1.3a along with an example dessin of the type machine-learnt in Figure 2.1.3b.

**Hilbert series** are a tool from algebraic geometry with appealing application in physics. In general, they provide information about the grading of the coordinate ring used to define a complex variety embedded in a complex projective space. The series act as a generating function for the dimensions of these graded pieces, effectively enumerating the number of independent polynomials of each degree that can be defined on the variety.

On the physics side, these series give a way to count the number of single and multi trace BPS operators in gauge theories formed from brane stacks probing CY singularities, alike dimer models [67], [68]. In the closed forms of the Hilbert series, the parameters of the rational polynomials give information about the variety and its embedding, and hence information about the theory’s moduli space. Via the Hilbert-Serre theorem [69], the series can be written in 2 further closed forms equivalent to the defining form:

\[
H(t; V) = \sum_{i=0}^{\infty} (\dim C R_i) t^i, \tag{2.1.3}
\]

\[
H(t; V) = \frac{P(t)}{\prod_{i=0}^{s} (1 - t^{p_i})^{q_i}}, \tag{2.1.4}
\]

\[
H(t; V) = \frac{\tilde{P}(t)}{(1 - t^{J})^{\dim + 1}}, \tag{2.1.5}
\]

where (2.1.3) shows the defining form in terms of dimensions of the graded pieces of the coordinate ring \( R = \bigoplus_{i \geq 0} R_i \); (2.1.4) is in terms of a numerator polynomial \( P(t) \) over a denominator with parameters which define the ambient weighted projective space \( P_{\mathbb{C}}(p_0^{q_0}, \ldots, p_s^{q_s}) \); and finally (2.1.5) shows an alternative form where \( J \) is the Gorenstein index, \( \dim \) the variety’s dimension, and if the numerator \( \tilde{P}(t) \) is palindromic the variety is also Gorenstein in nature. All Hilbert series for the variety \( V \) are written in terms of a dummy ‘fugacity’ variable \( t \) and they may be Taylor expanded to give the full series used for the equivalent enumerations. If the expansion of the plethystic logarithm [68] of the series terminates at a finite order the variety is a special type of variety known as a complete intersection.

An additional point worth noting is that the moduli space variety in the physics is actually the cone over the variety \( V \) of the series. Learning the properties of the full variety from just the first terms in the series is the focus of the work in §3.3.

To exemplify the use of Hilbert series in physics the first few counts for the number of single trace BPS operators at each order for the quiver gauge theory in Figure 2.1.3a are shown below:

---

7 Complete intersections are defined to be generated by as many independent polynomials as their codimension in the ambient projective space.
where higher order generators are found using the F-terms of the superpotential \(0 = \partial_X W = \partial_Y W = \partial_Z W\), which here just states all the 3 generators are freely commuting so can be combined in all ways. In the simplest case where \(N = 1\) for the gauge group, the field representations are just complex numbers, giving a Hilbert series

\[
H(t; X) = \frac{1}{(1-t)^3},
\]

\[
H(t_1, t_2, t_3; X) = \frac{1}{(1-t_1)(1-t_2)(1-t_3)},
\]

where the second form shows the ‘refined’ case for toric varieties, used when one wishes to use multiple fugacities to distinguish the generators as opposed to combining them in the unrefined case discussed before. Since the Hilbert series shows 3 generators with no relations (seen via the trivial numerator) the moduli space here is simply \(\mathbb{C}^3\), which may be considered as the cone over the \(\mathbb{P}^2\) variety. Additionally, the numerator is trivially palindromic so the variety is Gorenstein, and taking the plethystic logarithm produces a terminating expansion (again somewhat trivially as there are no relations), indicating this variety is a complete intersection.

### 2.2 String Theories

String theories are more general theories of branes of varying dimension, of which strings become the most important in more commonly studied weak string coupling scenarios. These 5 consistent anomaly-free string theories mentioned in §1, along with theories of supergravity, are connected via dualities into the larger M-theory. One of the main dualities relates amplitudes calculated in one string theory at weak string coupling \(g_s\), with amplitudes in another string theory now calculated at strong string coupling \(1/g_s\), called S-duality. The other main duality is T-duality and relates sets of winding and momenta string states at a small compactification radius of \(R\) in one string theory with the conjugate momenta and winding states in another string theory at large compactification radius \(1/R\).

Developing from these more fundamental dualities of M-theory: the effects of S- and T-dualities can be combined into U-duality [18], connections have been made from T-duality to mirror symmetry between CY manifolds [70], and the AdS/CFT correspondence has opened the door to holographic dualities that relate gravitational theories to non-gravitational theories in lower dimensions [71].

Modern day string theory has provided a wealth of new ideas for exploration in algebraic geometry. Not least from the physical importance put on CY manifolds from compactification of the theory [20], as well as the later discovered mirror symmetry of these manifolds [72]—
pairing CY manifolds which lead to the same physical theories when compactified on. Many of the objects surveyed in the ensuing projects have strong links to CYs, of which we introduced more thoroughly now.

**Calabi-Yau manifolds** are traditionally defined to be compact Kähler manifolds with holonomy group $\subset SU(N)$, vanishing first Chern class, having a trivial canonical bundle, and are by nature Ricci-flat \[38, 75-77\]. However, there are definition generalisations where one looks at: non-compact constructions, perhaps as more general varieties (i.e. manifolds with singular points), or where the canonical bundle is not trivial. Sometimes reducible manifolds are also included, such as complex tori and other locally product spaces. Some of the conditions are sufficient in certain subsets, but importantly the Kähler property ensures the manifold has compatible Riemannian, complex, and symplectic structures by requiring a positive semi-definite metric $g_{ab}$ (to allow definition of a Hodge star, Laplacian, and harmonic forms) which is Hermitian and hence preserves the complex structure $J_a^b$ via $g(J_a^c u^c, J_a^b v^d) = g(u^a, v^b)$ and allows definition of a Kähler form $\omega_0 = i g_{ab} dz^a \wedge d\bar{z}^b$ with $d \omega = 0$ and Kähler potential $K(z, \bar{z})$ from $g_{ab} = \partial \partial K$ for coordinates $z^a$. For further details of the algebraic geometry surrounding their construction reference is made to appendix A of \[78\].

Elliptic curves make up the irreducible complex dimension 1 CYs, and K3 surfaces those of dimension 2, in both cases there is only one topological type (excluding products of tori). Those of complex dimension 3 are the most interesting for string theory compactification of the additional 6 real extra dimensions. For complex dimension 1 the topological type is parameterised by the genus (always 1) or Euler number $\chi$ (always 0), for complex dimension 2 the topological type is related to the Poincaré conjecture on real 4-manifolds so is notoriously difficult to determine. Importantly though for complex dimension 3, these CY 3-folds are topologically classified by their non-trivial Hodge numbers, second Chern class, and triple intersection numbers: \{(h^{11}, h^{21}), [c_2], d_{\alpha, \beta, 0}\}. There are three core methods of constructing CY manifolds: as complete intersections, as toric hypersurfaces, and as elliptic fibrations, each briefly detailed in the following.

Before jumping into each of these constructions, generally when defining CYs as complex manifolds through the language of algebraic geometry they are considered as the zero locus of polynomials in complex coordinates. However to ensure compactness (non-compact equivalents are examined later) these complex coordinates instead parameterise a complex projective space $\mathbb{P}^{n+1}_\mathbb{C}$ defined through the zero locus of a set of homogeneous polynomials in all the spaces’ coordinates. To be complete intersection these polynomials must intersect

\[\{(h^{11}, h^{21}), [c_2], d_{\alpha, \beta, 0}\}\]
minimally such that the variety they define as the zero locus has codimension equal to the number of polynomials in the set (i.e. each new polynomial slices out one additional dimension of the ambient space). In the simplest cases $m = 1$ and the ambient space is only one $\mathbb{P}^n_C$ giving the cyclic CYs. More generally though the complete intersection CYs can then be parameterised as

$$
\begin{bmatrix}
q_1^1 & q_1^2 & \cdots & q_1^k \\
q_2^1 & q_2^2 & \cdots & q_2^k \\
\vdots & \vdots & \ddots & \vdots \\
q_m^1 & q_m^2 & \cdots & q_m^k
\end{bmatrix}
$$

(2.2.2)

under conditions

$$
\sum_{j=1}^k q_i^j = n_i + 1 \quad \forall i \in \{1, 2, \ldots, m\},
$$

(2.2.3)

such that each row represents a projective space $\mathbb{P}^{n_i}_C$ in the ambient product space (where (2.2.3) ensures the Calabi-Yau property), and each column is a polynomial which is homogeneous in all the projective space coordinates for each projective space but with integer degree $q_i^j$ in the $n_i + 1$ coordinates of the $\mathbb{P}^{n_i}_C$ space. As a complete intersection, the resulting CY is of dimension $\sum_{i=1}^m (n_i) - k$, as the $k$ polynomials each slice out a dimension of the full ambient space. For the case of the physically interesting CY 3-folds, there are 7890 configuration matrices [79, 80] from which all the topological data can be extracted except explicit Hodge numbers later calculated in [81].

The second set of CY constructions generalises the hypersurfaces in projective space in a different way to the complete intersections. An initial alternative generalisation would be to alter the identification relation in (2.2.1) by introducing weights, $w_i \in \mathbb{Z}^+$, such that the identification becomes

$$(z_0, z_1, \ldots, z_n) \sim (\lambda^{w_0} z_0, \lambda^{w_1} z_1, \ldots, \lambda^{w_n} z_n) \quad \forall \lambda \in \mathbb{C} \setminus \{0\},
$$

(2.2.4)

creating weighted projective spaces, where now in an analogous way to the complete intersection CY condition in (2.2.3) a CY hypersurface is a homogeneous polynomial with degree $\sum_i w_i$ in this weighted projective space. For the CY 3-folds, there are 7555 weighted projective space hypersurfaces [74], which is the database of focus in §3.6. Beyond this first step of generalisation one may then consider taking products of these weighted projective spaces [82] as for complete intersections, however a more popular generalisation has been to extend these weighted projective spaces to toric varieties.

Toric varieties are most generally defined with lattice cones, however a nicer (and perhaps slightly more restricted) definition looks similar to our definition of projective spaces. Whereas for projective spaces the original $\mathbb{C}^{n+1}$ space has only the origin removed and is quotiented by a single relation, for toric varieties a larger subset of the original $\mathbb{C}^{n+1}$ space may be removed (at least the origin) and it is then quotiented by a set of relations (also called an algebraic torus). This is denoted

$$
(z_0, z_1, \ldots, z_n) \sim (\lambda^{w_0} z_0, \lambda^{w_1} z_1, \ldots, \lambda^{w_n} z_n) \quad \forall \lambda \in \mathbb{C} \setminus \{0\}, \forall a,
$$

(2.2.5)
for each of the $a$ sets of weights $w^a_i$. The weights $w^a_i$ form a matrix $\mathbf{w}$ and interestingly this weight matrix may be thought of as the kernel of the vertex matrix of a reflexive polytope $\mathbf{w}$.

A reflexive polytope is a lattice polytope whose dual polytope is also reflexive. A lattice polytope, $\Delta$, is a polytope whose vertices $\mathbf{p}_i$ all take position on the integer lattice $\mathbf{p}_i \in \mathbb{Z}^n$, and most often we are interested in convex polytopes where the polytope is the convex hull of the vertex points. A polytope’s dual, $\Delta^\vee$, is the set of all points $\bar{\mathbf{p}}_i \in \mathbb{R}^n$ which satisfy: $\mathbf{p} \cdot \bar{\mathbf{p}} \geq -1$. Reflexive polytopes are thus extremely important in the classification and construction of toric varieties, and the reflexivity condition at the polytope level becomes equivalent to mirror symmetry of the CY hypersurface at the toric variety level $\mathbf{w}$. In dimension 1 there is a single reflexive polytope (the point), in dimension 2 there are 16 reflexive polygons, in dimension 3 there are 4319 reflexive polyhedra $\mathbf{w}$, and in dimension 4 there are 473800776 $\mathbf{w}$. The ML of polytopes, their properties, and some properties of their respective toric varieties is the topic of the work summarised in $\mathbf{w}$.

The toric varieties built from reflexive polytopes in this way are Fano (i.e. with positive curvature), have complex dimension equal to the polytope’s real dimension, and may have singularities which are at worst Gorenstein in nature. The CY hypersurfaces within these Gorenstein toric Fano ambient space varieties are the anticanonical divisors (a specific type of codimension 1 hypersurface) $\mathbf{w}$. Hence reflexive polygons give elliptic curves (CY 1-folds), reflexive polyhedra give K3 surfaces (CY 2-folds), and 4-dimensional reflexive polytopes give CY 3-folds, with the connection continuing for higher dimensional polytopes. Importantly for the topological data that classifies the CY 3-folds, the Hodge data can be extracted directly from the polytope $\mathbf{w}$, but the second Chern class and triple intersection number cannot be. In their computation the ambient space is required to be smooth which is only the case where the polytope is also ‘regular’, which happens rarely. Therefore to resolve singularities (related to the lattice points on the polytope facets which are not vertices) the polytope must first be triangulated, which introduces a huge redundancy in the number of resolved toric varieties and hence CY hypersurfaces that can be constructed from each polytope. Polytope triangulation is a popular topic of research for this reason $\mathbf{w}$. In a similar vein to the complete intersection CY construction with products of projective spaces, there is further work to use products of toric varieties $\mathbf{w}$, or to generalise the ambient space used further beyond toric varieties. However these constructions produce relatively few CYs in comparison at this present time.

Beyond this polytope construction for compact Fano toric varieties, the same construction can be used for non-compact varieties also, and in the non-compact case these can be CY directly. The condition for a toric variety to be CY is that the polytope vertices must exist in a codimension 1 hyperplane of the lattice. This can artificially be done by embedding an $n$-dimensional polytope in an $(n+1)$-dimensional lattice with the last coordinate 1 for all the vertices. Then the fan over this polytope defines a toric variety which is CY, but also explicitely non-compact, as the vertices need to form cones which cover the full lattice for the variety to be compact, here prevented by the cohyperplanar condition $\mathbf{w}$.

---

$^9$Toric varieties reduce to weighted projective spaces when this matrix has only one row, and reduce again to unweighted projective spaces when it is a row where all entries are 1.

$^{10}$In this notation $\mathbf{p}_i$ represents a single vertex, with the $i$ index running over the dimensions.
The polytopes used in this non-compact construction are called toric diagrams, and for CY 3-folds they are 2-dimensional lattice polygons [93], [94].

The third and final method of constructing CYs is through elliptic fibration. Here the Weierstraß form of the dimC = 1 CY elliptic curve: 
\[ z_2z_1^2 = 4z_0^3 - g_2z_0z_2^2 - g_3z_2^3 \]
in \( \mathbb{P}^2 \), is lifted such that it becomes a fibre over an appropriate base. This is done by making the \( g_2, g_3 \) functions of this base space. For the popular CY 3-folds, the base spaces can only be of a specific types: del Pezzo, Hirzebruch and their blowups, or Enriques surface [95]. It is believed that in many cases this formulation can be mapped by changing coordinates such that the 3-fold is considered again as some hypersurface within a Fano variety, and there are programs of work to perform this for CY 3-folds [96], [97]. Although this construction has some relevance to the dessins d’enfants considered in §3.1 via elliptically fibred K3s, the work in §3.6 and other objects examined in this research is more relevant to the other constructions.

Beyond these 3 constructions for compact CYs, more general non-compact CYs can also be constructed as the representation varieties of quiver gauge theories [98], where this construction can produce any non-compact CY variety. The simplest non-compact CY is \( \mathbb{C}^n \) as it is trivially flat (and hence Ricci flat) and has trivial holonomy (hence \( \subset SU(n) \)). Stepping beyond this case one can create orbifolds which are CY by taking certain quotients of \( \mathbb{C}^n \), such that the quotient is by a discrete finite subgroup of \( SU(n) \) and noting to resolve the variety singularities appropriately [99]–[101].

Brane webs are a diagrammatic tool used to represent certain classes of supersymmetric quantum field theories coming from string theory [102], [103]. Whilst compactification of M-theories on CY spaces can lead to physically interesting superconformal field theories in 5 dimensions, brane webs provide an alternative route for their consideration as low energy descriptions of systems of Type IIB 5-branes. The 5-branes can be set-up to each end on a 7-brane, and the whole system of intersection is drawn in a 2-dimensional plane [104]. This 2-dimensional plane is parameterised by two integers \( (p, q) \) which represent the branes magnetic charges under the RR and NSNS 2-forms respectively.

Supersymmetry in the theory requires the 5-branes to have 4 common dimensions of extension, such that the \( (p, q) \) plane contains the only non-trivial information about the branes’ set-up. The \((1, 0)\)-direction indicates D5-branes, and the \((0, 1)\) direction NS5-branes, with general 5-branes taking any integer \( (p, q) \) values, such that the \( gcd(p_i, q_i) = n_i \) gives the multiplicity of the brane \( (gcd \Rightarrow \text{greatest common divisor}) \). The full brane web set-up is then a collection of 5-branes ending on 7-branes which intersect at a point in the \( (p, q) \) plane, such that this intersection junction conserves both the \( p \) and \( q \) charges. An example of a brane web, as well as the two types of equivalence move \( (SL(2, \mathbb{Z}) \) and Hanany-Witten) is shown in Figure 2.2.1 whilst Table 2.2.1 demonstrates the incident dimensions each of the possible branes are extended in.

However there is redundancy in this representation of the theories. In particular, the \( SL(2, \mathbb{Z}) \) duality of Type IIB string theory transfers to the brane web in the 2-dimensional plane, as well as another redundancy known as a Hanany-Witten move, where a 5-brane leg can be shortened along its direction of extension in the 2-dimensional plane until it crosses the intersection point of the web and moves onto the other side. After the transition to the other side of the intersection, the 7-brane at the end of the 5-brane is left with an axiodilaton.
Table 2.2.1: A table demonstrating the dimensions each brane type is extended in for the 5-dimensional brane web construction of Type IIB string theory. An ‘x’ indicates a brane is incident and hence extended in that respective dimension, where dimensions 5 and 6 are the D5 and NS5 directions in the 2-dimensional plane the web is drawn in; the 7-branes are point-like in this plane.

<table>
<thead>
<tr>
<th>Brane</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>D5</td>
<td>x x x x x x</td>
</tr>
<tr>
<td>NS5</td>
<td>x x x x x x</td>
</tr>
<tr>
<td>(p, q)</td>
<td>x x x x x x</td>
</tr>
<tr>
<td>7</td>
<td>x x x x x x</td>
</tr>
</tbody>
</table>

Figure 2.2.1: An example 3-leg brane web. The centre image shows 3 intersecting 5-branes each ending on a respective 7-brane in the (p, q) plane, with the junction of intersection at the origin (0,0) in each case. Each brane has multiplicity 1 labelled on the leg, and axiodilaton branch cuts oriented away from the intersection. The leftmost web is a brane web equivalent to the original under an example $SL(2,\mathbb{Z})$ transformation, rotating and shearing all the legs together. The rightmost web is another equivalent brane web reached via a Hanany-Witten move on the ‘(*’ labelled leg which has its (p, q) values flipped to (−p, −q) and then respective branch cut swept clockwise through the (−1,1) leg causing a monodromy action of:

$$M_{(p,q)} = \begin{pmatrix} 1 + pq & -p^2 \\ q^2 & 1 - pq \end{pmatrix} = \begin{pmatrix} 3 & -1 \\ 4 & -1 \end{pmatrix},$$

on this leg; finally the moved leg’s multiplicity updates to conserve charge at the intersection.

The classification of 5d superconformal field theories that can be constructed from 3-leg brane webs was the topic of the work in §3.7, and the relative success of the ML techniques employed identified a gap in the current understanding of their invariants.

Amoebae are central objects in the study of tropical geometry, a field of geometry based on the tropical semiring $(\mathbb{R} \cup \{-\infty\}, \oplus, \odot)$, i.e. a field with no additive inverse. The semiring’s operations of tropical addition, $x \oplus y := \max(x, y)$, and tropical multiplication, $x \odot y := x + y$, become manifest under the amoeba projection on complex polynomials, making them natural objects of study in this field. In this projection one first considers a multi-variable polynomial determining a Riemann surface, which we define from a toric diagram.
Figure 2.2.2: The relations between an example genus 1 amoeba, its respective Riemann surface (the 0th Hirzebruch surface $F_0 \cong \mathbb{P}^1 \times \mathbb{P}^1$), the brane web the surface is a thickening of, and the toric diagram used to generate them. The toric diagram has one internal vertex (leading to a maximum genus of 1 in the Riemann surface), and 4 external vertices, creating a Newton polynomial:

$$P(z_1, z_2) = c_0 + c_1 z_1 + c_2 z_2 + \frac{c_3}{z_1} + \frac{c_4}{z_2}$$

for coefficients $\{c_i\}$, which the amoeba is the Log projection of. The brane web is also the dual graph to the toric diagram and vice versa.

Starting with a convex lattice polytope, $\Delta$, as a toric diagram in $n$ dimensions (dimensions indexed by $i$) with points indexed by $j$ such that each point $p_i \in \Delta$, the polytope’s Newton polynomial is defined as $P(z) := \sum_j c_j z^{p_i}$ such that the $c_j$ are arbitrary $\mathbb{C}$ coefficients, and the $z$ represents a $\mathbb{C}^n$ vector space for the $n$-dimensional polytope $\Delta$. Each lattice point hence produces a monomial term which is a product of each $z_i$ raised to the power $p_i$ for the $n$ dimensions indexed by $i$ (taking $p_i$ as the $i$-th entry of the lattice point $p_i$). Each of these monomial terms is then summed to produce the surface’s equation $P = 0$. Representing points on the surface as

$$z = (z_1, z_2, \ldots, z_n) = (e^{s_1 + i\theta_1}, e^{s_2 + i\theta_2}, \ldots, e^{s_n + i\theta_n})$$

a Log projection can be taken to the $s$ coordinates to provide a $\mathbb{R}^n$ representation of the surface known as the amoebae, $A$:

$$Log : (z_1, z_2, \ldots, z_n) \mapsto (s_1, s_2, \ldots, s_n) = (\log|z_1|, \log|z_2|, \ldots, \log|z_n|)$$

Equivalently one may consider the projection to $\theta$, known as the algae map [107].

Lopsided-amoebae provide a good approximation to amoebae, and are easier to calculate genus from due to the condition of lopsidedness. The Lopsided amoeba, $L\mathcal{A}$, is the set of all points $a \in \mathbb{R}^n$ such that $P(a)$ is not lopsided. To not be lopsided the requirement on
the Newton polynomial coefficients \( \{c_j\} \) is that \( \exists j \text{ s.t. } |c_j| > \sum_{k \neq j} |c_k| \). Physically this corresponds to there not existing a set of complex phases \( \theta \) such that the point in the real space can be lifted via \( \log^{-1} \) into the complex space to a set of points that satisfy the equation \( P = 0 \). This follows naturally from the triangle inequality. To further calculate membership for the true amoebae requires considering all coefficient lists for lopsidedness in the amoeba’s generating ideal, computed using cyclic resultants [108].

The connection to physical theories is through the toric diagram’s dual being the \((p, q)\)-brane web, with the Riemann surface being the thickening of this brane web. This Riemann surface may then be considered as the mirror geometry to the CY 3-fold probed by D3 branes in string theories [107], [109]. Beyond this the Mahler measure may be used for physical interpretation of tropical limits of toric quiver gauge theories depicted with amoebae [110], [111]. The number of interior points of the toric diagram gives the maximum genus of the Riemann surface, and the conditions that lead to these holes and their projection onto the amoeba is the topic of §3.4. An example of an amoeba examined thoroughly in §3.4, along with its toric diagram, brane web, Newton polynomial and Riemann surface is given in Figure 2.2.2.

### 2.3 Data Science

Data science is an enormously broad field that concerns itself with the generation, processing, analysis, and inference of data. In modern times, this field relies almost exclusively on computational resources for each of these data management techniques.

As discussed in §1, computational work in the research projects included largely relied on the use of python, and regularly used HPC resources with parallelisation for big data tasks. As also referenced in the introduction, string theory and its related gauge theories are now at the point large datasets can readily be generated, as has already been done in the case of the Calabi-Yau landscape. These large datasets call for analysis methods that can handle large amounts of data, in particular methods of a statistical nature are needed for research inquiries seeking feasible extraction of big data structure.

Machine learning is the subfield of data science that centres itself on application of techniques from computational statistics. In many forms the models used seek to learn underlying, usually inconspicuous, structure in the data leading to inference on the properties of the objects that make up the dataset. An insightful comparison can be made here to the mathematical process of conjecture formulation. In traditional mathematics one examines a selection of simpler examples, extracts a pattern in their behaviour, and uses this to construct a conjecture which applies beyond the examples considered. This process is a nice parallel to the typical workflow of machine learning. A sample dataset is taken, a technique is applied to learn some structure in the data, this structure is assessed on data outside of the original sample. Therefore, in times where academia has a wealth of resources for large scale data generation it has become especially appropriate to employ techniques from machine learning to extend the limits of pattern recognition and conjecture formulation.

In the following subsections of §2.3.1 machine learning as a vast field in itself is broadly introduced, putting focus on the methods most relevant to the succeeding research work. Then in §2.3.2 some relevant techniques from network science are introduced, as many of the mathematical objects worked with take the form of graphs and networks.
2.3.1 Machine Learning

ML problems generally categorise themselves into: *supervised*, *unsupervised*, and *reinforcement*. Each category has a number of different architectures that can be employed to address the problem at hand; in most cases the input data is formatted as a set of tensors and the architecture seeks to learn some data structure.

In the first case of *supervised* learning, the style most commonly used and often the focus of the following projects, the ML architecture is given data in a pair-like format, one part being the input tensor, and the other the output tensor. The architecture then runs through the training data attempting to reproduce the output tensor from the input tensor for each pair in the full training dataset. Within supervised learning there’re two main subcategories:

1) Classification – the outputs take value in a finite set, such that the output tensor is a vector with each entry corresponding to a potential class that the input tensor is in, usually normalised to a probability. The highest valued entry of the vector is taken as the classification.

2) Regression – the outputs take value in a continuous range, such that the output tensor can take any form, populated with floating point numbers, which the architecture is aiming to make as close to the true output tensor (according to some chosen loss function).

The second case of *unsupervised* learning inputs data as a single input tensor, with no output tensor. The architecture then aims to find patterns in the data, simplifying its representation (feature extraction) or sorting it into sets (clustering).

The final case of *reinforcement* learning uses data which is selected from an environment to input into the architecture according to some Markovian process. The goal is to train an agent to know how to sensibly navigate this environment, selecting from the list of available actions in such a way as to maximise cumulative reward. When the agent is at a certain state in the environment, the state data the architecture processes is used to calculated a corresponding reward/punishment according to some function, which educates the architecture about its next selection of an action from those which are available. This style aims to find near-optimum sequences of actions that meet some desired conditions [112].

Each of these categories of ML has seen a variety of applications to high-energy theory. In particular the applications for string theory started with [113]–[117] and since then there has been an explosion of areas of applicability for this wealth of techniques. Beyond a strong program of work using ML methods to numerically find CY metrics [118]–[132] and other CY properties central to examining the string landscape [133]–[162], there has been substantial use of ML in other string theory and mathematics related areas including but not limited to: elliptic curves [163], [164], space-time classification [165], conformal field theories [166]–[169], quantum chromodynamics [170], [171], integrability [172], group theory [173]–[175], number theory [176]–[179], knot theory [180]–[184], graph theory [185], and general mathematics [186], [187]. There is even a program of work to describe neural network evolution with concepts from quantum field theory [188]–[195]. The machine-learning work completed for this thesis has focused on techniques from supervised and unsupervised learning, the techniques, or *architectures*, used are detailed in the following subsections.
2.3.1.1 Supervised Architectures

The most common architecture used in supervised learning is a neural network (NN) [196]. These NNs are code structures for non-linear function fitting. Their design was generally inspired by that of a biological brain, being built out of components known as neurons, and they have seen significant success in recent years where computation speed can now compensate for the computational inefficiency of using these networks compared to traditional algorithms. Of particular importance are the theorems of universal approximation, which state that a NN of sufficiently large width [197], or of sufficiently large depth [198]-[200] can approximate any continuous function, with non-polynomial activation [201]. These theorems support the use of NNs in the wide selection of problems they are applied to. A majority of networks used in the subsequent projects were dense and deep, in that they had all neurons fully connected between layers, and there were multiple hidden layers in the network. This NN structure is represented diagrammatically in Figure 2.3.1.

![Figure 2.3.1: A diagrammatic representation of a dense feed-forward NN. An input tensor is inputted into all nodes in the first layer, the single number output of each neuron is then sent to all nodes (dense) in the next layer only (feed-forward). Each layer may have a different number of neurons, and the whole NN any number of layers. The final layer’s output gives the output tensor.](image)

These NNs are formally ‘Multi-Layer Perceptrons’, in that they are a combination of perceptron neurons into sets of layers. Each perceptron neuron acts linearly, and then non-linearly on its input tensor (usually just a vector for dense NNs), to give a single number output. The formal representation for this is that for an input vector into any neuron, \( \mathbf{x} \), made-up of the number outputs of the previous layer collected together (or just the input vector), the neuron applies the function:

\[
\mathbf{x} \mapsto \text{act}(\mathbf{w} \cdot \mathbf{x} + b),
\]

acting with a dot-product on the weight vector, \( \mathbf{w} \), and then adding the bias number, \( b \). After this linear action, the neuron acts with a non-linear function called the activation function, here denoted \( \text{act}(...) \).

Although NNs are the most commonly used architecture for supervised learning, they are not the simplest. Perhaps the most simple of these architectures, designed for the simplest supervised learning problem of binary classification is the logistic regressor (LR) [202]. The logistic regressor function takes the form

\[
p(x_i) = \frac{1}{1 + e^{-(\beta_0 + \sum_{i=1}^{n} \beta_i x_i)}},
\]
for a vector of $n$ inputs $x_i$ and $i+1$ trainable parameters $\{\beta_0, \beta_i\}$ to give the probability of class 1 (i.e. a positive case) over class 0 (i.e. negative non-case). The functional form is shown for one input in Figure 2.3.2a. Since there are so few trainable parameters the complexity of the classification it can perform is low, however conversely this means often very little data is needed to train it.

The next step in architecture complexity for supervised binary classification is the support vector machine (SVM) [203]. Support vector machines consider the input $n$-dimensional data as points in $\mathbb{R}^n$, and over training they optimise the position of an $(n-1)$-dimensional hyperplane that best separates the datapoints into the two binary classes (optimised by having the largest distance to the nearest point).

They are designed to draw linear hyperplanes in the space, but can be generalised to produce non-linear hyperplanes by using the kernel trick. The kernel trick effectively introduces non-linearity to the data’s feature space by trading the non-linear degrees of freedom for linear degrees of freedom in a higher-dimensional embedding of the original feature space. In ensuing computations for optimisation of the linear hyperplane in this higher-dimensional space only the kernel is used, which is the inner product between these higher-dimensional features. Since this kernel is naturally symmetric and positive semi-definite, the kernel matrix in the higher-dimensional space can be written as just a function of the original features via Mercer’s theorem – no computation of each of the higher-dimensional embeddings of the original features or explicitly their inner product is needed, the kernel can be computed directly.

The linear hyperplane (effectively in the higher-dimensional functional space if using the kernel trick) can be defined with the equation: $0 = \sum_i (w_i x_i) - b$ for datapoint vectors $x_i$ and trainable hyperplane parameters of weights $w_i$ and a bias $b$. The optimum hyperplane is then found by minimising

$$\frac{1}{N} \sum_x \left( \max \left( 1 - y_i \left( \sum_i (w_i x_i) - b \right) \right) \right) + \lambda \sqrt{\sum_i w_i^2}.$$ (2.3.3)

The idea is that two hyperplanes with equations $\sum_i (w_i x_i) - b = 1$ or $-1$ respectively can be drawn to separate the data, and the algorithm desires to make these as far apart as possible (and hence as close as possible to the respective classes). The final hyperplane is then halfway between these and has distance $1/||w||$ to either bounding hyperplane, which explains the $||w|| = \sqrt{\sum_i w_i^2}$ term to be minimised. If the data’s classes are labelled $y_i \in \{1, -1\}$ then the bounding hyperplanes can be written $1 - y_i (\sum_i (w_i x_i) - b) \geq 0$, and to ignore datapoints which are already in the correct class (the correct side of the hyperplane) the $\max$ function is introduced. Finally the parameter $\lambda$ indicates the trade-off between how well the hyperplane separates the classes and how wide the separation to those correctly classified is. An example of a SVM separating two datasets in 2-dimensions is given in Figure 2.3.2b.

For the projects summarised in this thesis, some projects used logistic regressors and support vector machine as starting grounds for classification, however a majority of the results are centred on application of NNs for the learning. The NNs used were sequential in form, meaning they satisfied the simple conditions of single input and output tensors, and sequential layer to layer information flow (feed-forward NNs). All NNs used were deep,
this means they contained hidden layers – any layers which are not either the input or output layers. The number of layers indicates the NN depth, and may be correlated to the problem's complexity, as it represents the number of times non-linearity acts on the data flowing through the network. The NNs tended to be dense, where the outputs of all neurons in one layer become the input for all neurons in the next layer, also called fully-connected. Where the alternative to this is sparse, where some neurons are not connected between layers – this idea is utilised in the introduction of dropout layers to avoid overfitting.

**NN layer types** dictate the style of NN one is using, and should be chosen to match the style of the problem. Keeping focus on the most frequently used architecture (even outside of supervised learning) of the NN, we briefly discuss a few of the common layer structures used to build and delineate them. The most standard NN layer is a dense layer, here all nodes in the layer are connected to all nodes in the previous layer. The structure is simple, where each node of the layer has a weight vector applied, and bias number added, to the vector input from the previous layer. Activation is then applied at each node to give the input vector for the next layer’s nodes. Dense layers strictly take the inputs as vectors, however since they are fully connected any multi-dimensional organisation of the input is irrelevant.

Dropout layers are commonly added between regular layers. They take one probabilistic argument (a float in \([0,1]\)), which determines the proportion of vector entries to randomly ignore from the previous layer’s output vector. This process reduces the likelihood of overfitting to data, as some connections are ignored and then retrained differently as the training data passes through the network. It is possible to seed the random selection to repeat training processes if desired.

Convolutional layers are used in convolutional neural networks (CNNs). They maintain any multi-dimensional tensor structure of an input, and explicitly limit the connectivity to put a focus on local connections between the input data’s coordinates. The input into each neuron is based on a kernel tensor\(^{11}\) which selects only values of the layer’s input tensor which surround the neuron aligned with the current neuron (in the specified kernel shape)

---

\(^{11}\)Note the use of ‘kernel’ here is independent of the use for the kernel trick for non-linear SVMs.
to use in calculation at that neuron, enforcing the local structure used for learning. The same weight, bias, and activation process is applied to the used inputs at each neuron. The stride of the kernel can be specified which dictates how the kernel is moved across the input tensor, it is how many sites across/down the kernel is moved for calculation at the next neuron; ideally this should match the change in the layer sizes. Pooling layers may also be applied between the convolution layers. These are either ‘max’ or ‘mean’ in type, such that another kernel this time is taken over the tensor and instead the maximum, or mean, value is taken of all entries in the kernel. This introduces more non-linearity and focuses the NN on the most important local features. In both uses of the kernel, a padding is required. This adds values on the boundary of the tensor such that the image size can be maintained as the kernel runs over it. For max pool the padding is with $-\infty$ values, and for mean pool it is with 0s. If padding is ‘valid’, then no boundary is added and the layers then decrease in size according to the kernel size and stride. If the padding is ‘same’ then boundary values are added such that the output tensor is of the same size as the input.

Finally in designing a CNN, a Flatten layer is required after the convolutional layers. This removes the multi-dimensional tensor structure of the input, and outputs a vector which can then be processed by the final dense layers used to output the classification probabilities (or another output format). CNNs were trialled in some the following projects’ investigations, but final results showed simpler dense NNs as more suitable, as locality of the data structure was less relevant and the CNN local structure can be learnt from the more general dense NNs if more optimal.

The layer-to-layer connectivity can have a strong impact on the learning performance, and can even change the problem structure. An important example is that of Siamese NNs (SNN), which train multiple identical NN architectures simultaneously such that they learn to map similar data inputs to similar embeddings in the output vector space, a particularly useful NN structure for classification \[204\].

**Activation functions** importantly introduce the non-linearity into the NN. After each standard layer the activation function acts on each node’s output to give a non-linearly modified output. Importantly the activation function is chosen to be easily differentiable so that it is computationally inexpensive when used in the NN optimiser’s gradient descent method of some form.

The most common functions are: ReLU, sigmoid, tanh, softmax. ReLU is the simplest, defined

$$ReLU(x) = \begin{cases} x & x > 0 \\ \alpha \cdot x & \text{otherwise} \end{cases}, \quad (2.3.4)$$

for $\alpha = 0$ in the simplest case, however setting $\alpha \in [0, 1]$ (usually $\sim 0.05$) creates the ‘leaky-ReLU’ function. This function simply adds priority to more significant parts of the layer’s input tensor, whilst being computationally quick to calculate with. There are generalisations of the ReLU function, such as ELU which is smooth at the origin, and may be preferable for gradient calculations. However the simplicity of ReLU means it is often used in preference to the other options. Softmax as an activation, used in classification problems, importantly normalises its output into a probability distribution. It is hence used in the final output layer, where there should be as many neurons as data classes.
Data formatting is important for controlling the training process. During supervised learning, the machine is optimising the matching of inputs and outputs, outputs being floats in regression problems or simple class numbers in classification problems. The data hence has two equal size lists. One is the data form the machine is learning (inputs), and the other the values used in verification of predictions for the architecture parameter updating process (outputs). In contrast in unsupervised learning there is only one list, and the machine is set to determine its own patterns without another list for verifying its success.

Traditionally during supervised learning the full dataset is split into three smaller datasets. The important two are training and testing. Training data is given to the machine during its learning, it uses the data in this input list to optimise its loss function via updating the parameters of the architecture function (i.e. for NNs its neurons’ weights $w$ and biases $b$). Test data is, importantly, unseen to the architecture, it is used after training to calculate the metric measure of the architecture’s success. The final dataset split is the validation dataset, this is a subset of the training dataset, still used in training, but is also used for giving intermediary measures of the performance. Often validation data is not used, as training loss can provide a sufficient measure of performance during the training process. Usually the dataset is split such that 80% of the data is used for training (with 0% of that used for validation), and the final 20% used for testing. Varying these ratios to reduce the training proportion can show how easily the architecture is learning the underlying trend (since less data is being used).

A common additional procedure for evaluating confidence in an architecture’s ability to learn, is using $k$-fold cross-validation. Here the full dataset is split into $k$ equal subsets (or as close to equal as discretely possible). Then in turn $k$ independent architectures (of exactly the same specifications) are trained and tested with two datasets formed from this split. One dataset is $(\frac{k-1}{k})$-th of data, and is formed from concatenating $(k-1)$ of the subsets, whilst the other makes up $(\frac{1}{k})$-th of data being the final subset. The first of these new datasets is used for training, and the latter for testing. Hence $k$ independent architectures have been trained and tested in $k$ different ways on the full dataset (each with a different test set from the $k$-partition). Therefore the final metric outputs can be averaged and corresponding confidence calculated. A common choice of $k$ is 5.

The training dataset is usually split into batches, often with default of 32 inputs at a time. This determines how many input tensors to run through the architecture before the next iteration of the optimiser is run to update the function’s parameters (i.e. NN weights/biases). A large batch size leads to more accurate updating of the values, however as the architecture needs to account for more data in the parameter updating the optimisation process then takes longer, and requires more memory. More frequent passes of the optimiser with smaller batches may then be preferable to speed up computation, but will be more stochastic and less accurate. However there is a trade-off, as the stochastic nature of smaller batches also helps the optimiser avoid local minima in the loss function.

Beyond this the iterations variable for the training will dictate how many times to run a batch through the architecture and then apply the optimiser before moving onto consider the next batch. Then in a similar vain, the number of epochs is the number of times the entire learning process is repeated on the architecture, running all the data batches through and then starting again. More iterations and epochs will lead to a better trained architecture,
but may lead to overfitting. Usually no iterations are used (value of 1), whilst the number of epochs is larger than 1 (∼ 20).

Overfitting is a typical problem in ML, it occurs when the architecture learns how to predict the output from the input by learning all the inputs as opposed to the true underlying data structure. Where overfitting occurs the accuracy and losses during training show very promising values, whilst those on the test data are poor. Overfitting is typically avoided by ensuring the number of iterations and epochs of the training data is not too high such that the architecture is not over-trained. Alternatively regularisation methods are introduced. In the case of NNs these include introduction of dropout layers which obstruct the information flow, or adding loss function terms (for chosen layers) which’re proportional to either the absolute value of a layers weights (L1), or the square of weights (L2), to penalise complicated connections.

Problems associated to overfitting are well established in the context of bias vs variance. This standard problem in ML addresses the importance of selecting the appropriate complexity of architecture to describe the dataset. Where a model is too simple such that it cannot well represent the true distribution of the data, the model is described to have high bias, however over-simple models typically have low variance such that they perform consistently on a variety of samples of the dataset. However, over-complex models in contrast tend to overfit to the data’s true distribution and are hence described to have low model bias whilst being prone to high variance as they have overfit the trained sample.

Another typical issue of ML, associated primarily to classification problems is bias of the data. For example, where a classification problem dataset is naturally biased, having more occurrences of a particular class, an architecture can shortcut to a good accuracy by never predicting other classes. Although this gives promising learning measures, it is not truly learning the structure of the data, so must be avoided. This bias can be deterred by introducing class weights in the training process, such that the architecture used is told to pay proportionately more attention to smaller classes. Certain learning measures are less susceptible to bias in the architecture, giving a better measure of the architecture’s performance.

In general the more data available for an architecture to train and test on, the better the model will be. In particular, higher dimensional data requires exponentially more datapoints for an equivalently effective model to be learnt; this conflict between wanting more technical data to work with (with more features / dimensions) whilst then needing exponentially more data to train well is known as the ‘curse of dimensionality’.

**Architecture hyperparameters** dictate the style of training and ultimately impact the final trained model performance. They are the variables used to define the specific architecture and fitting algorithm used, such as the number of NN layers, layer sizes, training tolerances, etc. In selecting these hyperparameters it is important to also select a relevant loss function, appropriate optimiser, and representative metric.

The **optimiser** of a NN defines the method of optimising the non-linear fitting. It is defined during architecture compilation, and often uses some form of gradient descent in the architecture’s parameter space. During the optimisation process (after seeing each data batch during training), the optimiser updates the architecture’s parameters (i.e. weights and biases at each of the network’s neurons) to better fit the data it has just seen, often with
some statistical variation included. The standard optimiser is stochastic gradient descent (SGD), however the most common is an extension of SGD known as Adam. Adam is an alteration of SGD which allows for variation of the learning rate according to the first and second moments of the parameter upgrading gradients [206].

The loss function is also specified during compilation of the chosen architecture. This is the function which the training process is seeking to optimise, there is no necessary range for the evaluation, but it is often a function which the machine is minimising by following the method specified by the network’s optimiser choice. The choice of loss function depends on the problem type. For regression problems, a simple mean-squared error (MSE) or mean-absolute error (MAE) function may be used, fitting the architecture’s approximate non-linear curve to the data in the standard statistical way. These functions, as well as other common choices, take the form

\[ MAE = \frac{1}{N} \sum_{x} |y_{true} - y_{predicted}|, \]
\[ MSE = \frac{1}{N} \sum_{x} (y_{true} - y_{predicted})^2, \]
\[ MAPE = \frac{1}{N} \sum_{x} \frac{|y_{true} - y_{predicted}|}{y_{true}}, \]
\[ \log(\cosh) = \frac{1}{N} \sum_{x} \log(\cosh(y_{true} - y_{predicted})), \]
\[ \text{cross-entropy} = - \sum_{x} \sum_{c} y_{true,c} \log(p_{predicted,c}), \]

for \( N \) datapoints in the dataset \( \{x\} \) each paired with an output \( y_{true} \) whose value is predicted by the architecture to be \( y_{predicted} \), such that perfect prediction makes these equal and minimises each loss. Mean-absolute-percentage error (MAPE) is defined in an analogous way to MAE with each datapoints contribution being relative to its value (note this can cause blow-ups for data evaluating to 0). Log(\cosh) is a smooth generalisation of MAE which approaches MAE in the limit of the output values being large but is smooth at the discontinuity of \( y_{true} = 0 \), so is better for gradient computations. For classification problems categorical cross-entropy is used, this is based on Kullback-Liebler divergence, and aims to introduce independence between the classes by considering their information entropy. It is defined as in (2.3.5), by summing over all datapoints \( x \) and classes \( c \) where \( y_{true,c} \) now is the binary label \( \{0, 1\} \) of whether the current datapoint is in class \( c \) and \( p_{predicted,c} \) is the predicted probability that this datapoint is in class \( c \). A common variant used to avoid data output formatting is sparse categorical cross-entropy, this provides the same functionality but doesn’t require the data labels in the form of a vector space, instead it can handle simpler integer class labels.

Measures of the performance, or equivalently metrics, are essential for justifying the use of ML in supervised problems (where there is output data to evaluate with). These functions are often of the same form as loss functions, providing similar functionality, however the metric is usually chosen to be of a simpler form. For regression problems the metrics are exactly the loss functions, however there is no restriction to use the same function as the
loss and of course they are now evaluated exclusively on the test data. In addition, there is a further traditional regression performance measure known as $R^2$. This evaluates how well a regressor is performing by comparing the proximity of the predicted output to the mean (which would be the prediction for a null regressor model). For this measure 1 is optimal, 0 means that prediction is not better than just predicting the true mean each time, and $< 0$ means worse than just predicting the mean. It is defined

$$R^2 = 1 - \frac{\sum (y_{true} - y_{pred})^2}{\sum (y_{true} - y_{true\text{mean}})^2},$$  

(2.3.6)

summing over all predicted, $y_{pred}$, and true, $y_{true}$, outputs in the test data. In addition for $R^2$ the mean of the true values over the test data outputs, $y_{true\text{mean}}$, is also used.

The most standard metric for a classifier is accuracy. This is the proportion of correct classifications performed by the classifier on the validation or testing datasets. To ensure the measure is unbiased, it is important these datasets are not used for training whilst still being representative. More technical measures of performance used include precision, recall, specificity, F1 score, and Mathew’s correlation coefficient (MCC). These measures take into account Type I and II errors from misclassification. A Type I error being a ‘false positive’ (FP), where an object not in the considered class is classified into the considered class, and conversely a Type II error is a ‘false negative’ (FN), where an object is classified as not in its true class by the NN. The F1 score measure gives equal weight to Type I and II errors, it is the harmonic mean of precision and recall, whereas the MCC measure uses variable weights based on the occurrence of true positives and negatives (TP/TN). These factors make MCC a more favourable measure [207].

All metric measures can be summarised as functions over the confusion matrix, defined for binary classification:

$$CM = \begin{pmatrix} TP & FN \\ FP & TN \end{pmatrix},$$

(2.3.7)

and which can be generalised to the multiclassification case with:

$$CM = \begin{pmatrix} TP_1 & E_{12} & E_{13} & \cdots & E_{1n} \\ E_{21} & TP_2 & E_{23} & \cdots & E_{2n} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ E_{n1} & E_{n2} & E_{n3} & \cdots & TP_n \end{pmatrix},$$

(2.3.8)

for $n$ classes, where the entry $CM_{ij}$ is the number of objects truly in class $i$ which the classification architecture classifies into class $j$. Therefore for class $k$, the TP value is given by the diagonal entry (denoted $TP_k$), the FN value by $\sum_{i \neq k} E_{ki}$, FP by $\sum_{i \neq k} E_{ik}$ and finally TN by $\sum_{i,j \neq k} E_{ij}$. Such that for each class, or directly in the binary classification case, these
metrics which evaluate performance can be defined via

\[
\text{accuracy} := \frac{TP + TN}{TP + TN + FP + FN},
\]

\[
\text{precision} := \frac{TP}{TP + FP},
\]

\[
\text{recall} := \frac{TP}{TP + FN},
\]

\[
\text{specificity} := \frac{TN}{TN + FP},
\]

\[
\text{F1 score} := \frac{2 \cdot TP}{2 \cdot TP + FP + FN},
\]

\[
\text{MCC} := \frac{TP \cdot TN - FP \cdot FN}{\sqrt{(TP + FP) \cdot (TP + FN) \cdot (TN + FP) \cdot (TN + FN)}}.
\]

(2.3.9)

In addition, all of these measures have generalised forms for the multiclassification case, however due to their common use both broadly and in these studies the formulas for accuracy and MCC are given by

\[
\text{accuracy} := \frac{\sum_i CM_{ii}}{\sum_{ij} CM_{ij}},
\]

(2.3.10)

\[
\text{MCC} := \frac{\sum_{ijk} (CM_{ij}CM_{jk} - CM_{ij}CM_{kl})}{\sqrt{\left(\sum_i (\sum_j CM_{ij})(\sum_{k \neq i} CM_{kl})\right)\left(\sum_i (\sum_j CM_{ji})(\sum_{k \neq i} CM_{lk})\right)}}.
\]

All measures excluding MCC evaluate in the range \([0, 1]\), whilst the MCC measure takes values in \([-1, 1]\). A value of 1 for any measure indicates perfect prediction of the model. All these metrics provide useful statistical insight, however accuracy is the industry standard measure, and MCC is typically considered to be the most representative measure of the learning (since it better accounts for varying class sizes, and is less susceptible to bias).

### 2.3.1.2 Unsupervised Architectures

What characterises data for unsupervised learning is the lack of output data to train with. Given a dataset unsupervised architectures seek to extract structure from this data, and this can be done in two distinct ways. Feature extraction identifies the most dominant parts of the data which best describe it in a simplified representation. Whereas clustering seeks to sort the data in its current form into sets with common behaviour or features.

In the research work carried out techniques from both of these branches were used, as described in the following.

**Principal component analysis** (PCA) is a method of feature extraction which looks for independent linear combinations of the inputs which have the most variance and hence best describe the distribution of the data \([208]\). This is practically computed by starting with the the covariance matrix, which for a dataset of \(n\)-dimensional vectors \(x_i\) takes the form

\[
K(x_i, x_j) = E((x_i - E(x_i))(x_j - E(x_j))),
\]

(2.3.11)
for expected values $E(x_i)$, the mean of that coordinates values. This matrix is positive semi-
definite such that its eigenvalues are non-negative, and symmetric such that its eigenvectors
are orthogonal. Therefore the eigendecomposition of this matrix produces an eigenbasis of
‘principal components’ which give the most natural directions to describe the data’s variance.
These eigenvectors are usually sorted in decreasing order of eigenvalue, and the first $k < n$
are selected as the dimensionally reduced basis to describe the data. This is done by projecting
each data vector onto these $k$ principal components using the $k \times n$ matrix built from
these normalised eigenvalues. The choice of $k$ can be made by examining the normalised
distribution of the eigenvalues, say one wants to represent 80% of the data structure one
could choose the first $k$ eigenvectors such that $\sum_{i=1}^{k} \lambda > 0.8$ for normalised eigenvectors $\hat{\lambda}$
sorted in decreasing order of size. An example of PCA in 2-dimensions is shown in Figure
2.3.3.

PCA can be extended to non-linear combinations of the inputs by use of the kernel
trick (as described in §2.3.1.1 for SVMs) in kernel PCA (KPCA). The higher-dimensional
embeddings of the feature vectors have an equivalent covariance matrix whose explicit diag-
onalisation is bypassed by use of the kernel to give a method of projecting the features onto
these non-linear variational principal components. The kernel function is defined through
the outer product operation on the higher-dimensional features (expanded into a function),
in a parallel manner to the linear covariance case which is the average of the outer product
of the centred feature vectors (as can be seen in (2.3.11) where the internal $E(x_i), E(x_j)$
terms remove the means in centring).

As hinted to in the KPCA interpretation, PCA methods tend to perform better on
centred data where all the feature vector components are shifted by their mean value across
the data. The correlation matrix is a naturally centred object, but if one were to diagonalise
the average outer product of the feature vectors directly the resulting eigenvectors would
be shifted by a factor proportional to the mean vector. Therefore in this work centring
is always performed implicitly to avoid this biasing. In addition to centring, scaling is another
common practise prior to PCA. When scaling the components are divided by their variance
such that each feature vector component has unit variance. This practise is important when
each of the feature vectors have different units of measure and hence a direct comparison
has less physical meaning so scaling is used to make the entries dimensionless and sensibly
comparable. However in this work all the datasets were directly vectors (with common units)
so this practise was not used.
Topological Data Analysis (TDA) is a class of methods used to extract topological features of a dataset. These methods are not always categorised under the machine learning umbrella, however due to their clear use for topological feature extraction we have listed them here.

The most prominent technique within TDA is persistent homology [209]. Homology and cohomology within algebraic geometry are concerned with equivalence classes of forms on manifolds, they create the groups which lead to computation of Hodge numbers for complex manifolds, and Betti numbers for real manifolds (although are also defined for complex manifolds via their real interpretation). Betti numbers $b_k$ are the ranks of the respective homology groups $H_k$, and effectively $b_k$ counts the number of $k$-dimensional curves which can be removed from a manifold keeping it connected. Betti numbers however also have a simpler interpretation in terms of complexes, which may be considered the discrete equivalents of manifolds, which make them particularly useful for data analysis through persistent homology.

For the $n$-dimensional datapoints in the dataset, considered as points in $\mathbb{R}^n$, a Vietoris-Rips (VR) complex can be created for all distance scales $\delta \in [0, \infty)$. For a set distance scale $\delta$ the VR complex $\Delta_\delta$ is constructed by considering all subsets of points which are mutually separated by at most the Euclidean distance $\delta$, then for each set of size $(\kappa + 1)$ the $\Delta_\delta$ contains a respective $\kappa$-complex (for $\kappa \leq n$, as a $s$-simplex needs at least $s$ dimensions). A filtration of these complexes is then made as the $\delta$ value increases from 0, recording the next step in the filtration at each $\delta$ value the complex changes. This filtration can be imagined to be built by starting with $\delta = 0$ and the $\Delta_0$ complex being the start of the filtration consisting of 0-simplices (points) for every datapoint. Then as $\delta$ is increased one could image $n$-balls being drawn centred on each datapoint in the $\mathbb{R}^n$ space of radius $\delta$, and the balls’ radii being simultaneously continuously increased. As soon as the first two balls touch a 1-simplex (line) is drawn between the equivalent two 0-simplices whose datapoints produced those balls. This changes the complex and gives the next step in the filtration. This steady increase in $\delta$ continues, adding $\kappa$-simplices every time $\kappa$ balls intersect (for $\kappa \leq n$), and producing the next step in the filtration for each $\delta$ a change is made to the complex. Eventually $\delta$ will reach a value where all possible simplices exist between all datapoints, this is where the filtration terminates. Some VR complexes from the persistent homology filtration for an example 2-dimensional dataset are given in Figure 2.3.4.

The persistent homology is then built on this filtration of VR complexes. The role of persistent homology in the analysis of this filtration is to examine how long cycles of $k$-simplices last throughout the filtration before they become filled by the $(k + 1)$-simplices they bound. Specifically $H_k$ examines how long cycles of $k$-simplices exist until becoming filled by $(k + 1)$-simplices. For $n$-dimensional space up to $H_{n-1}$ can be considered, however as $k$ increases $H_k$ becomes much more computationally intensive to compute. Therefore in the projects TDA was applied, in §3.6 and §3.7, only $H_0$ and $H_1$ were considered and used the ripser library for computation [26].

Each class in $H_0$ is a connected component in $\Delta_\delta$. Since there is a homology group for each complex in the filtration, $b_0$ counts the number of connected components in the VR complex at each stage in the filtration. The persistence of persistent homology then concerns itself with how persistent these features are throughout the filtration, i.e. how
many stages through the filtration until each $H_0$ feature $b_0$ counts disappears. Each $H_k$ feature has its (birth, death) recorded, as the $\delta$ values where the feature was created and then destroyed respectively. For the $H_0$ features this means that the birth is always $\delta = 0$ where each datapoint is a component, whilst the death $\delta$ value is each time a 1-simplex is added connecting two different features into one (killing the shorter lived feature by convention). Equivalently the $H_1$ features are cycles of 1-simplices which are not the boundary of a set of 2-simplices (triangles). These are born at $\delta$ values where a sequence of points are distance $\leq \delta$ away from each other, but they are not mutually all within distance $\delta$ of each other. They then die when at the $\delta$ value within which all the points are mutually $\leq \delta$ away from each other.

Persistence diagrams plot these (birth, death) pairs for each of the $H_k$ features. $H_0$ features naturally lie on a vertical line (since all the births are 0), and $H_1$ features indicate a lot of noise usually close to the birth = death diagonal where cycles are quickly filled. The interesting structure persistent homology seeks to find is large gaps in the $H_0$ persistence diagram line – where there are largely separated clusters of data which persist as connected components for a large $\delta$ range without change. While the interesting $H_1$ features are those far from the diagonal – which are ring-like structures requiring a big step in $\delta$ to be filled.

**K-Means clustering** is a clustering method which partitions the dataset into a specified number of clusters based on squared Euclidean distance \([210], [211]\). During clustering the K-Means optimiser takes an input pre-decided number of clusters, initialises cluster centre values for each cluster, and then iteratively updates these cluster centres such that the final sum of squared distances from each datapoint to its nearest cluster centre is minimised. The concept is related to that of Voronoi cells, and during the iterative process firstly the datapoints are collected into clusters associated to the initialised cluster centre value they are closest to. Then within each cluster the mean is calculated and the cluster centre is updated to that value, then all the datapoints are reclustered with respect to the new cluster centres, with the process repeating until the cluster assignments of the datapoints don’t change.
Figure 2.3.5: The iterative process of K-Means clustering is exemplified for this example 2-dimensional dataset. The data (black dots) is plotted in the 2-dimensional plane, and for the input of 3 clusters the cluster centres (red crosses) are randomly initialised. The next step shows the datapoints being sorted into clusters dependent on which centre they are closest to, shown by the red circles enclosing the clusters. For each cluster the centres are then updated according to the mean of the cluster members, moving the red crosses. Then the data is reclustered according to the new means, and the process repeated until convergence where the cluster membership of the datapoints does not change.

The most common measure of clustering performance is inertia, defined

$$I = \sum_{\mathcal{C}} \sum_{x \in \mathcal{C}} \left( \sum_{i} (\mu_{\mathcal{C},i} - x_i)^2 \right),$$

(2.3.12)

for clusters \( \mathcal{C} \), with respective means \( \mu_{\mathcal{C},i} \), and all datapoints \( x_i \) exclusively in their nearest cluster. The innermost bracket is the standard sum of squares of the difference vector components. Inertia is minimised when the clustering process has converged, but not necessarily to a global minimum as different initialisations can affect the performance. An example K-Means clustering process for a 2-dimensional dataset with 3 clusters specified on initialisation is given in Figure 2.3.5.

As described in the iteration process, the K-Means algorithm requires the number of clusters to use to be specified. This however is often the goal of a clustering task, to identify the optimum number of clusters. To find this optimum number a method known as the elbow method is used. Here the clustering is performed to convergence for a range of integers as the input numbers of clusters, and final inertia recorded. The inertia values, relative to the inertial value for clustering with one cluster (i.e. the total squared distance to the dataset mean for all the data), are plotted against number of clusters, with a weighting factor to penalise the use of too many clusters.\(^{12}\)

\(^{12}\)The penalisation is needed since more clusters means trivially better clustering, for \( N \) datapoints \( N \) clusters has optimum inertia 0.
For the work in §3.6, a more novel measure we called ‘scaled-max-inertia’ was used in the elbow method. This measure identifies the maximum squared-distance any point is from its closest cluster centre, normalises it according to that maximum squared-distance from using only one cluster, and adds this weight factor to penalise using an excessive number of clusters. We define this to be:

$$I_{max} = \frac{\text{Max}_x\left(\sum_i (\mu_{C,i} - x_i)^2\right)}{\text{Max}_x\left(\sum_i (\mu_1 - x_i)^2\right)} + \frac{(k - 1)}{100},$$

where $\text{Max}_x$ determines the maximum over all datapoints $x_i$, examining the squared distance to either the closest cluster’s mean $\mu_{C,i}$ or the single cluster’s mean $\mu_1$; then weighting by the number of clusters $k$.

As well as the inertial values for the full dataset, normalised equivalents were also used to measure the final clustering performance, based on a normalisation by the number of datapoints and also by the range of the datapoints’ values. These are detailed further with the results in §3.6.

2.3.2 Network Science

Many of the mathematical objects considered in these studies take the form of graphs, such as quivers, dessins, and cluster algebra exchange graphs. Graphs are defined with two sets, a set of vertices/nodes $V = \{\nu_i\}$, and a set of edges $E = \{\varepsilon_{\alpha}\}$ which are pairs of vertices $\varepsilon_{\alpha} = (\nu_i, \nu_j)$ and define the connectivity amongst them \[212\]. Graphs can be undirected such that the presence of $(\nu_i, \nu_j)$ implies the presence of $(\nu_j, \nu_i)$ and a single edge is drawn to represent them, or directed where an arrow labels the direction from first to second vertex in the edge pair. If the vertex set can be split into two subsets such that all the edges are only between these sets then the graph is ‘bipartite’, the vertices are usually then drawn with black or white colouring respectively. Graph vertices and edges can have labels, and in particular if the edges are assigned numerical labels, known as weights, the graph becomes a weighted graph and is called a network.

The embedding of the graph is not important to its structure, all that matters is its content and the combinatorics of its connectivity. The connectivity can be represented by an adjacency matrix $A_{ij}$, whose entries indicate either the number (graphs) or weight (networks) of the edges connecting vertices $\nu_i$ and $\nu_j$. In the undirected case these matrices are naturally symmetric, and for directed graphs without multiple edges between the same vertices they will be antisymmetric. Another important type of edge is a loop, where both vertices in the edge pair are the same $(\nu_i, \nu_i)$. Many graphs under our consideration are ‘simple’ such that they have no loops and don’t have multiple edges between the same vertex pairs, and also built from only one connected component. An example graph, with a variety of the features discussed is shown in Figure 2.3.6.

When analysing a graph the first property one considers is usually the degree distribution. The degree of a vertex is the number of edges incident to it, in the directed case this splits into an in-degree and out-degree for edges ending or starting on the vertex respectively. Next a style of analysis known as clustering examines how the distribution of this connectivity leads to clustering of the nodes. The measures for clustering used in this work are global in nature (i.e. functions of the full graph); they were the average triangle and square clustering...
coefficients \[213\]. These measures return the proportion of sets of three/four vertices which are connected in a triangle/square respectively.

Beyond degrees, and related to clustering, another important property of the connectivity is the existence of cycles. Firstly a path around a graph is a sequence of edges where each subsequent edge starts at the vertex the previous edge finished at; from there a cycle is a path with the first and last vertices the same. Existence of cycles shows some degeneracy in connectivity as there are multiple different paths which link the same start and end vertices. Trees are graphs without cycles, and spanning trees are subgraphs which are trees including all the vertices in the original graph – these are useful for building a minimum cycle basis.

Considering the cycles in a graph, they can be added via symmetric difference. The symmetric difference of two cycles is the set of all edges that belong to only one of the two cycles (i.e. any edge in both cycles is removed and the cycles are joined into one on the other edges), and all the vertices of both cycles. With this addition rule, and multiplication by 0 to give the null graph of the cycle (just the vertices) or by 1 to give the same cycle, a cycle space can be defined over the finite field \(\{0, 1\}\) \[212\]. In this cycle space each vector entry is one of the possible cycles in a basis, where 1 indicates presence of the cycle and 0 indicates the cycle is not present. Since there are many possible bases for the cycle space, the minimum cycle basis is often chosen (the basis with the smallest total number of edges, or weight if networks) \[214\]. Interestingly there is a dual to this cycle space, the cut space. The cuts which make up this space are the edges that when removed separate the graph into two connected components.

Further to analysis of degrees and cycles, in graphs one is also often interested in the shortest paths between any two vertices. The Wiener index provides a global measure of this shortest path, as the total length of all shortest paths between all distinct pairs of vertices across the vertex set \[215\]. This measure can then be suitable normalised by the number of pairs \(nC2\). The final common avenue of network analysis is centrality analysis. Centrality measures how relatively influential vertices in the graph are. The method focused on in this thesis was eigenvector centrality \[216\]. This is computed by diagonalisation of the adjacency matrix, and taking the unique vector with the largest eigenvalue. The respective eigenvector then gives the relative centralities of all the vertices in the graph, note if they are all equal.
then there is no obvious centre to the graph (it is symmetric).

Therefore when examining a graph or network, as in the work of §3.8 a full analysis considers the degree distribution and techniques from each of: clustering analysis, cycle analysis, shortest path analysis, centrality analysis. Although the exchange graphs in §3.8 are the graphs seeing the most analysis through these methods, the quivers themselves, as multi-digraphs, are valid graphs in their own right (as in §3.2) which are directed and allow multiple edges between vertices. The python library networkx was used for handling of the graph objects and computation of these network analysis measures [27].

3 Research Work

Throughout the period of my doctoral studies I have been very fortunate to work on a large variety of projects, studying a range of different mathematical objects through the lens of machine learning and data science.

In this section the research work performed by myself in contribution to the respective papers is summarised. The sections are listed by the arxiv numbers of the respective papers and the mathematical objects which were the centre of each ML investigation.

3.1 Dessins d’Enfants (2004.05218)

Dessins d’enfants, as introduced in §2.1 are bipartite graphs that describe the structure of Riemann surfaces through the combinatorics of their Belyi maps, expressing them as covers over the Riemann sphere, $\beta : \mathcal{V} \rightarrow \mathbb{P}_C^1$.

Dessins first saw academic interest for determining combinatorial invariants associated with the action of the absolute Galois group of the rational numbers, $\text{Gal}\left(\overline{\mathbb{Q}}/\mathbb{Q}\right)$, which has no direct description [59]. In defining the Galois group, Galois extensions of a base field are considered. These are algebraic field extensions which are both normal and separable[13] [217]. A Galois group is then the group of all automorphisms of a Galois extension which fix the base field. Beyond these the absolute Galois group of a field, requires a specific extension of the base field known as the separable closure of the field. Note that here since the base field considered, $\mathbb{Q}$, is perfect, the separable closure is equal to its algebraic closure denoted $\overline{\mathbb{Q}}$.

The important relation which the theory of dessins capitalises on is an equivalence between several categories. The equivalence relates the category of embedded dessin graphs with: finite sets under permutation; field extensions; and certain types of algebraic curves. Since field extensions are directly related to the definition of the absolute Galois group, it is through this categorical equivalence that representations of the Galois group act faithfully on dessins d’enfants; which is what makes dessins so useful in studying the elusive $\text{Gal}\left(\overline{\mathbb{Q}}/\mathbb{Q}\right)$ group [218], [219].

Much of the inspiration for dessins came from Belyi’s theorem. This states that any non-singular algebraic curve represents a 3-point ramified covering of the Riemann sphere. Therefore the Belyi function used to define a dessin is ramified at exactly three points, from

\[13\] A field extension $E/F$ is normal if every minimal polynomial with roots in $E$ has all its roots in $E$ and separable if it has no repeated roots.
here the three points can be mapped to \( \{0, 1, \infty\} \) under a Möbius transformation of the form:

\[
    z \mapsto \frac{az + b}{cz + d}, \quad \text{for } a, b, c, d \in \mathbb{Z}, \; z \in \mathbb{C}.
\]  

(3.1.1)

The white and black nodes are associated with the preimages of the points 0 and 1 respectively under the action of the Belyi function. In addition the edges are associated to the preimage of the unit interval \([0,1]\). Finally, the ramification of the \( \infty \) points are then inferred from the graph structure. Since the ramification points represent degeneracy in the Belyi function, the graph-theoretic degree of the vertices hence corresponds to the ramification degree of the general Riemann surface cover, as well as the first non-zero order in the map’s Taylor expansion.

Dessins in the database considered in this study are ‘clean’, such that the degree of all vertices in one of the sets is 2. This allows simplification of the representation by removing all of the degree 2 vertices and connecting the edges which were incident to each – producing a standard graph with one type of vertex. Alternatively introducing vertices at the edge midpoints of standard graphs forms clean dessins. Additionally, any dessin can be ascribed a genus associated with the lowest genus surface it can be drawn on. In particular, these dessins are ‘planar’, as they can be embedded on a genus 0 sphere, or the \( \mathbb{R}^2 \) plane.

This specific dataset of dessins examined relate to certain subgroups of the modular group, \( \text{PSL}(2, \mathbb{Z}) \). The focus was on those dessins corresponding to specific forms of elliptically fibred K3 surfaces as examined in [220], whose corresponding Seiberg-Witten curves were also computed in this work following [60], and further examined in [221]. To classify these dessins according to the degree of the field extension they are defined over, and hence equivalently the size of their Galois orbits, NNs were used working with tensorial representations of the dessins.

The first of the representation methods takes the adjacency matrix of the dessin as input, whilst the second a list of cycles around each node inspired by the set permutation category equivalence (which we call cyclic edge lists); both are classified according to the degree of the field extension as output. High accuracy for the cyclic edge list learning suggests the possibility of a way to directly understand the Galois orbits of dessins, and thence the absolute Galois group via tensor representations of the dessins’ graph information, at least stochastically.

Action of elements of the absolute Galois group may change the subfields of the algebraic completion which the Belyi functions are defined over, this maps Belyi maps to each other, and hence corresponds to moving around orbits of dessins. The orbit of a dessin is all dessins that the absolute Galois group can transform the original dessin into. The largest orbit in the dataset considered corresponds to a quartic extension of the rationals. The minimal polynomial associated with the quartic root used in the extension hence has four distinct roots (since the extension is also separable). Therefore each dessin in this Galois orbit corresponds to an extension of the rationals by one of these four roots. The root corresponding to each of these dessins is used in defining the coefficients of its Belyi map. Importantly the size of the orbit of a dessin corresponds to the degree of the field extension. This degree of field extension is also an invariant under Seiberg duality of the equivalent dimer model, and hence acts as a useful test for QFT duality, the physical interpretation of this degree is further examined in [222].
3.1.1 Modular K3 Surfaces and Dessins

As stated previously, the dessins considered in this paper, arise through analysis of the modular group, \( \text{PSL}(2, \mathbb{Z}) \). It is the group of \( 2 \times 2 \) matrices with integer entries and unit determinant. The projective quality of the group arises through the identification of elements \( A \sim -A \) through the standard quotient method in the group’s definition: \( \text{SL}(2, \mathbb{Z})/\{\pm 1\} \). This group represents fractional linear transformations on the upper half complex plane, \( \mathcal{H} \), acting alike Möbius transformations in (3.1.1).

A principle congruence subgroup is the kernel of a reduction modulo \( n \) morphism on the field the matrix elements are defined over, i.e. it is what maps to the identity under \( \pi_n : \text{SL}(2, \mathbb{Z}) \mapsto \text{SL}(2, \mathbb{Z}/n\mathbb{Z}) \). Note the actual matrices aren’t necessarily finite order modulo \( n \), just their elements are either 1 (if on-diagonal) or 0 (off-diagonal) modulo \( n \). A congruence subgroup is then any subgroup which contains a principle congruence subgroup for some \( n \geq 1 \); the smallest \( n \) such that the \( n \)th principle congruence subgroup is contained is known as the level of the subgroup [223].

More specifically we are interested in torsion-free subgroups, where all elements of the subgroup (except the identity) are of infinite order. Additionally the subgroups considered must be genus zero. The genus of the subgroup is the topological genus of the modular curve formed from the quotient of \( \mathcal{H} \) by the subgroup’s action (such that parts of \( \mathcal{H} \) which map to each other under elements of the subgroup are identified). This is equivalent to saying the modular curve formed from the subgroup is topologically the Riemann sphere [224].

Importantly there are only 33 torsion-free genus zero congruence subgroups of the modular group. The conjugacy class decomposition of the modular group using these subgroups leads to indexes: \( \{6, 12, 24, 36, 48, 60\} \), where the restriction to a multiple of 6 can be shown through use of the Riemann-Hurwitz formula [220]. The action of the subgroups in question can be extended from \( \mathcal{H} \) to \( \mathcal{H} \times \mathbb{C} \) such that:

\[
(\tau, z) \mapsto \left( \frac{z + m\tau + n}{c\tau + d}, \frac{\gamma}{\tau}, z \right), \quad \text{for } \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \quad m, n \in \mathbb{Z},
\]

(3.1.2)

where \( \gamma \) denotes action of an element of one of the subgroups with the Möbius action of (3.1.1). Now taking the quotient of \( \mathcal{H} \times \mathbb{C} \) by this extended automorphism gives the modular curve (from before the extension) with an elliptic fibration to form the unique ‘modular surface’ for that subgroup. The index of the subgroup used gives the Euler number of the corresponding modular surface [220].

The modular surfaces formed from the index 24 torsion-free genus zero congruence subgroups are K3 surfaces. These modular surfaces hence take the form of a Weierstraß equation:

\[
z_1^2 = 4z_0^3 - g_2(z)z_0 - g_3(z),
\]

(3.1.3)

where the coefficients \( g_2 \) and \( g_3 \) are functions of the base Riemann sphere’s complex coordinate \( z \), alike in [22] for construction of elliptically fibred CYs but using \( z_2 = 1 \) to give the non-compact version in \( \mathbb{C}^2[z_0, z_1] \) (not \( \mathbb{P}_2^\mathbb{C} \)), and fibred with the new coordinate \( z \).

Weierstraß elliptic equations may be thought of as the relation between the Weierstraß elliptic function, \( \wp \), and its derivative \( \wp’ \) (respectively denoted by \( z_0 \) and \( z_1 \) in (3.1.3)). These Weierstraß elliptic functions are two-periodic, and hence are functions of some abstract complex plane coordinate, \( z \), and two periods (which define a lattice structure for the complex
plane in $\mathbb{C}^2$). The two periods of this lattice define the ‘fundamental parallelogram’ in the complex plane, and due to the periodic structure, this parallelogram hence has the topology of a 2-torus; an important property in the definition of this fibration as an elliptic curve.

Taking the Laurent expansion of the Weierstraß function about the origin gives a series in increasing powers of two. The coefficients for the $z^2$ and $z^4$ terms are directly proportional to the $g_2$ and $g_3$ coefficients (used in (3.1.3)) respectively. These coefficients are known as invariants of the function. Taking a polynomial equation of these invariants one can form the ‘modular discriminant’, a modular form of weight 12. This is defined

$$\Delta := g_2(z)^3 - 27g_3(z)^2,$$

and as a discriminant it indicates the degeneracy of roots of the cubic part of the Weierstraß elliptic equation. Modular forms are particularly useful in creating Galois representations, as well as appearing in many other useful areas of mathematics also. In general they are holomorphic functions on $\mathcal{H}$, and satisfy the condition

$$f\left(\frac{az + b}{cz + d}\right) = (cz + d)^k f(z),$$

for weight $k$. This condition shows the response of a modular form to action of the modular group on its input. Using the modular discriminant, a weight zero modular form can be defined, this is known as the $j$-invariant,

$$j(z) := \frac{g_2(z)^3}{\Delta} = \left(\frac{g_2(z)^3}{g_2(z)^3 - 27g_3(z)^2}\right),$$

which is a modular function (in fact the unique one that generates the field of modular-invariants). Since the form is weight zero it is hence invariant under action of the modular group. These $j$-invariants for the K3 modular surfaces in consideration can be considered as endomorphisms of the Riemann sphere, which are ramified at $\{0, 1, \infty\}$. Note that some definitions of $j(z)$ may include an additional factor of 1728, requiring a further Möbius transformations to convert the second ramified point from $1728 \mapsto 1$.

The key observation is that due to the ramification structure of (3.1.6), these $j$-invariants are Belyi! This striking property is discussed and proved in [226]. To get a sense for this structure consider $j(z) = 0$, this requires $g_2(z) = 0$, and the cubic dependence on it in the invariant function makes each root into a three-fold ramification point; these are the white nodes of the dessin. Equivalently $j(z) = 1$ requires $g_3(z) = 0$, and the square dependence here makes each root into a two-fold ramification point; the black nodes. Finally the $j(z) = \infty$ singularities require the modular discriminant $\Delta = 0$ (or $z \mapsto \infty$). Thus, each modular surface gives a dessin via its $j$-invariant.

In particular, the degree of the $j$-invariant’s numerator equals the surface’s index (here 24). So that the $z \mapsto \infty$ limit remains a singularity we require the denominator to have a lower leading order, hence the $g_2^3$ and $g_3^3$ factors must be of the same degree (both being 24), so the leading power of $g_2^3$ can be negated. This makes the invariants $g_2$ and $g_3$ of degree 8 and 12 respectively, leading to 8 trivalent white nodes, and 12 bivalent black nodes in these dessins.
Henceforth, we will focus on these ‘extremal’ K3 surfaces where all singular fibres are of Kodaira type $I_n$ and there are exactly 6 of these fibres (further discussed in \cite{226} and \cite{220}). These 6 Kodaira singularities act as a 6-part partition of the mapping’s degree (which is 24), giving the passport information. These 6 ramifications induce the 6 faces of the dessins (including the outside face, since the dessin is truly drawn on a sphere). There are 112 elliptic modular K3 surfaces which are extremal (indeed, there are 199 6-partitions of 24 but \cite{226} showed only 112 produce K3s) and we will focus on these in this study\footnote{Note that if dessins are in the same Galois orbit they necessarily have the same passport (but not vice versa).}.

### 3.1.2 The Dessin Data

In summary, we study 112 extremal K3 elliptic fibrations, where the modular K3 surfaces have index 24. The $j$-invariant of each is a Belyi map with passport

$$\begin{aligned}
\left\{ \begin{array}{c}
3^W \\
2^B \\
\prod_{i=1}^k n_i^{a_i}
\end{array} \right\}, & \\
W & = \text{number of preimages of 0} = 8 \\
B & = \text{number of preimages of 1} = 12 \\
\{n_i^{a_i}\} & = \text{cusp widths of elliptic modular K3 surface}
\end{aligned}$$

such that

$$\sum_i a_i = 6, \quad \sum_i a_i \cdot n_i = 24.$$  \hspace{1cm} (3.1.7)

Each dessin is planar, trivalent, and clean and corresponds to a particular subgroup of the modular group $PSL(2; \mathbb{Z})$. Of these, 9 are congruence subgroups, including the principal ones $\Gamma(m), m = 3, 4, 5$; whilst the remainder correspond to more general ones.

All such K3 surfaces and associated dessins were classified in \cite{226} and \cite{227}, with respective subgroups computed in \cite{220}. All these dessins, along with their field extensions, adjacency matrices, and cyclic edge lists are available as a database in the appendices of \cite{30}.

As can be seen in this database, there are actually more than 112 dessins in the dataset, in fact there are 191. Whilst there are 112 distinct passports in this dataset, the dessins sort themselves into 125 orbits of varying degree extension, where the degree of extension is equal to the size of the orbit (leading to 191 dessins). In some cases there are multiple orbits per passport, and this accounts for the extra 13 orbits on top of the 112 passports.

Dessin isomorphisms occur when a Galois orbit contains complex conjugate pairs, such that the Galois action between these conjugate roots leads to a chirality flip of the dessin embedding. Additionally, they may also occur in rare cases between dessins in different orbits. Both these subtleties associated to graph isomorphism are rectified with the cyclic representation method, which is sensitive to the embedding. Removing repeated matrices due to these isomorphisms leads to 152 distinct matrices in the dataset, corresponding to the 152 dessins unique up to this isomorphism within their own orbit (where isomorphisms occur out of orbit both matrices are removed). Whereas for the cyclic edge list representation all 191 lists are independent and can all be used.

Since these dessin objects are drawn as graphs, it is logical to first try learning from the adjacency matrix representation method (the graph-theory standard method of tensorial
representation). Therefore under this representation method, since our dessins are clean, it suffices to only draw the white vertices and the graph is, at least combinatorically, completely captured by adjacency matrices of shape $8 \times 8$. The second data input style represents dessins by cyclic lists of the edges surrounding each node to give a white node list set of 3 edges per 8 nodes, and black node list set of 2 edges per 12 nodes such that the full representation has 48 entries. This is a faithful representation method, and hence all 191 dessins are included in this dataset whereas the adjacency matrix representation can only use 152 distinct dessin matrices.

Importantly, for our dataset, the dessin Bely˘ı maps are defined over $\mathbb{Q}$, or some extension of $\mathbb{Q}$ involving a square, cubic, or quartic root. This means that the extension degree of all our dessins are 1, 2, 3, or 4 (where 1 means $\mathbb{Q}$ itself). Where the field is an extension of $\mathbb{Q}$, the Galois action maps between the roots of the minimal polynomial defining the extension and in each case this corresponds to a different dessin.

**Example:** This example dessin, as given in Figure 2.1.3b, is shown again to the right with vertices and edges arbitrarily numbered. This dessin corresponds to ramification passport:

$$\left\{ \begin{array}{c}
3^8 \\
2^{12} \\
4^6
\end{array} \right\}, \quad (3.1.9)$$

which can be read off from the dessin due to the 8 valence 3 white vertices, 12 valence 2 black vertices, and 6 faces (including outer face) which are each bordered by 4 white vertices (and 4 black vertices). Using the respective Bely˘ı map provided in [228]:

$$\beta(z) = \frac{(z^8 - 14^4 + 1)^3}{(-108 z^4 (z^4 + 1)^4)}, \quad (3.1.10)$$

since the map contains no roots of rational numbers the field is simply $\mathbb{Q}$ with no extension and hence an orbit size of 1 containing only this dessin. Equating the map to (3.1.6), the functions $g_2$ and $g_3$ can be extracted:

$$g_2(z) = z^8 - 14z^4 + 1, \quad (3.1.11)$$

Using these functions in (3.1.3), the Weierstraß equation for the modular surface is:

$$z_1^2 = 4z_0^3 - z_0(z^8 - 14z^4 + 1) - \frac{1}{3\sqrt{3}}(z^{12} + 33z^8 - 33z^4 - 1). \quad (3.1.12)$$

This is the modular surface which corresponds to the extended quotient action of the congruence modular subgroup $\Gamma(4)$ on $\mathcal{H}$, as described in §3.1.1.

Conversely calculating the preimages of $\{0, 1, \infty\}$, the dessin can be reproduced. The preimages of 0 correspond to roots of the Bely˘ı map numerator. The preimages of 1 correspond to roots of the polynomial formed from the difference of the Bely˘ı map numerator.
and denominator. Finally the preimages of $\infty$ are given by the limit $z \mapsto \infty$, or the roots of the Belyi map denominator.

These preimages, along with their ramification multiplicities are listed in Table 3.1.1 calculated using Mathematica [29]. In each case the number of preimages and the multiplicities agree with this example dessin’s passport. Therefore producing the 8 trivalent white vertices, 12 bivalent black vertices, and 6 faces (including the outer face) of the dessin in this example.

Table 3.1.1: The preimages of $\{0, 1, \infty\}$, along with their multiplicities, for a Belyi map corresponding to congruence modular subgroup $\Gamma(4)$.

<table>
<thead>
<tr>
<th>$\beta(z)$</th>
<th>Preimages $z$</th>
<th>Number of Preimages</th>
<th>Ramification Multiplicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$\sqrt{2} \pm \sqrt{3}, -\sqrt{2} \pm \sqrt{3}, i\sqrt{2} \pm \sqrt{3}, -i\sqrt{2} \pm \sqrt{3}$</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>$\pm \left(1 + \frac{1}{\sqrt{2}} + i\sqrt{\frac{1}{2}(3 + 2\sqrt{2})}\right), \pm \left(1 + \frac{1}{\sqrt{2}} - i\sqrt{\frac{1}{2}(3 + 2\sqrt{2})}\right)$, $\pm \left(1 - \frac{1}{\sqrt{2}} + i\sqrt{\frac{1}{2}(3 - 2\sqrt{2})}\right), \pm \left(1 - \frac{1}{\sqrt{2}} - i\sqrt{\frac{1}{2}(3 - 2\sqrt{2})}\right)$</td>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>$\infty$</td>
<td>$0, \pm \frac{1}{\sqrt{2}}(1+i), \pm \frac{1}{\sqrt{2}}(1-i), \infty$</td>
<td>6</td>
<td>4</td>
</tr>
</tbody>
</table>

This example dessin can be represented in both of the two tensorial forms used in this study. The first through its adjacency matrix, as given in (3.1.13), by absorbing the redundant information of the black vertices (all valence 2 as the dessins are clean) into the edges and only considering the white vertices. Noting also that this representation is only unique up to permutation of the rows/columns corresponding to the relabelling of the vertices. The second representation was as a cyclic edge list, listing the edges surrounding each white/black vertex in a clock/anticlockwise manner, shown in (3.1.14). For this representation there is redundancy associated to cyclic permutation of the edge lists, reordering of the edge lists, and relabelling of the edges.

\[
M_{8 \times 8} = \begin{pmatrix}
0 & 1 & 0 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 & 0 & 1 & 0
\end{pmatrix}
\]  

(3.1.13)

\[
V_{48} = \{\{8, 1, 9\}, \{2, 3, 10\}, \{4, 5, 11\}, \{12, 6, 7\}, \{18, 14, 19\}, \{22, 16, 23\}, \{13, 24, 17\}, \{21, 20, 15\}\}, \{\{1, 2\}, \{9, 13\}, \{10, 14\}, \{3, 4\}, \{15, 11\}, \{24, 23\}, \{17, 18\}, \{8, 7\}, \{5, 6\}, \{12, 16\}, \{21, 22\}, \{20, 19\}\}.
\]  

(3.1.14)

Therefore in each of the ML investigations the NN architecture is seeking to learn the relationship

\[
\{M_{8 \times 8}, V_{48}\} \rightarrow \text{Extension Degree over } \mathbb{Q},
\]  

(3.1.15)
### Table 3.1.2: ML results showing the learning measures of Accuracy and MCC, each averaged with standard error over the 5 NNs trained in each investigation for the 5-fold cross-validation performed. The 5 investigations constitute 2 data formats, the first the adjacency matrix format, the second the cyclic edge list format. For the cyclic edge list format the number of permutations generated under each redundancy are also given in the form \{Edge Cycles : Node Reordering : Edge Relabelling\}. The \textit{nan} return value (not a number) constitutes where the MCC could not be computed as one class was never predicted in one of the cross-validation runs.

<table>
<thead>
<tr>
<th>Data Input Type</th>
<th>Averaged Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
</tr>
<tr>
<td></td>
<td>MCC</td>
</tr>
<tr>
<td>$M_{8 \times 8}$ (matrix)</td>
<td>0.54 ± 0.00</td>
</tr>
<tr>
<td>$V_{48}$ (edge list)</td>
<td>0.92 ± 0.03</td>
</tr>
<tr>
<td>1000:0:0</td>
<td>0.38 ± 0.02</td>
</tr>
<tr>
<td>0:1000:0</td>
<td>0.55 ± 0.01</td>
</tr>
<tr>
<td>0:0:1000</td>
<td>0.42 ± 0.02</td>
</tr>
<tr>
<td>10:10:10</td>
<td>0.42 ± 0.02</td>
</tr>
</tbody>
</table>

via multiclassification across the possible extension degrees \{1, 2, 3, 4\}.

Each respective dataset of tensorial representations was augmented to increase its size using the respective redundancies. For the matrix representation, the 152 distinct adjacency matrices were permuted through vertex relabelling to produce ~200,000 matrices, ignoring any repeated matrices (i.e. that were invariant under the chosen permutation). For the edge list representation, the 192 dessin lists were permuted in each of the 3 redundancy re-ordering/relabelling methods (both individually and together) to produce again ~200,000 vectors (flattened versions of the lists). The proportions of the datasets with extension degree \{1, 2, 3, 4\} were \{0.49, 0.31, 0.19, 0.01\} and \{0.40, 0.35, 0.24, 0.02\} respectively for matrix and edge list representations. These proportions were approximately the same after data augmentation, and were used as class weights in training the NNs to avoid biasing.

### 3.1.3 ML Results

NNs built from 4 layers of 512 Leaky-ReLU neurons (with 0.25 dropout) and an output softmax layer of 4 neurons, were trained with an Adam optimiser on cross-entropy loss for 20 epochs with batches of size 32. The 5-fold cross-validation results are shown in Table 3.1.2.

The results show mediocre success for learning the adjacency matrix representations, since an accuracy of 0.25, and MCC of 0, denotes true random guessing amongst the 4 categories. This lesser performance here may be perhaps attributed to the subtleties in using this representation method for dessins associated to isomorphisms occasionally occurring outside of Galois orbits. For the cyclic edge list representation, the latter 3 experiments were not especially successful, for some NNs classes were completely ignored in classification, leading to MCC being incalculable (shown by the value ‘\textit{nan}’). However the cyclic edge list
representation with dataset augmented using the cyclic reordering of edges within each node list was highly successful, exceeding 0.9 accuracy and with MCC 0.88 (indicating non-bias learning across the classes). This result is exceptionally strong, and shows the importance of the cyclic property in this representation, and suggests a promisingly strong link between this cyclic edge representation of dessins and their Galois orbit size / extension degree.

**Conclusion**

This study showed the success of ML methods in predicting the degree of the field extension over the rationals which a dessin d’enfant graph’s Belyı́ map is defined over. The simplicity of the networks used indicates that perhaps there is a simpler description undermining the dessin structure which allows the extension degree to be extracted. Since the field extension is closely related to the orbit structure of the dessins, perhaps this indicates a direction for further research, and supports the use of dessins in examining the Galois group structure of $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$.

### 3.2 Quiver Mutation (2006.10783)

Quivers, as introduced in §2.1, diagrammatically represent supersymmetric gauge theories using graphs from graph theory. Within these general supersymmetric gauge theories, those from quivers which represent 4-dimensional $\mathcal{N} = 1$ theories exhibit an electric-magnetic duality known as Seiberg duality [49] which connects theories with the same low-energy IR description under renormalisation group flow. The quivers describing these theories are connected through a graph mutation process, as depicted in Figure 2.1.2a.

In this process the node mutated has its gauge group swapped to the dual group (by changing the rank as described in the figure), and incident fields to the node are swapped to their conjugate representations in this dual group. A meson field is then introduced as an edge connecting any 2-path through the node into a 3-cycle, and finally where introduced edges lead to a 2-cycle both edges are removed, as these correspond to two chiral-multiplets in opposite bifundamental representations combining to form a massive $\mathcal{N} = 2$ hypermultiplet which can be integrated out of the theory as focus is on the low-energy effective theory where these massive fields are not present. The dualising process for the gauge group rank update is defined in the figure using incoming arrows, however could also be equally well defined with outgoing arrows and thus leads to ambiguity for anomalous quivers where $\sum_{\ell \to j} a_{\ell j} N_\ell \neq \sum_{j \to \ell} a_{j \ell} N_\ell$ for mutated node $j$. Hence in this study, the rank information is only considered in the anomaly-free cases. In a sense, one can think of anomaly-free theories as existing in the kernel of a quiver’s adjacency matrix, for their gauge group rank selection.

In conjunction to the quiver, when considering a quiver gauge theory it is also important to consider the theory’s superpotential, which determines the theory’s interactions through its Lagrangian description. The fields corresponding to the quiver arrows arise in the superpotential as gauge invariant operators, which are combinations of traces and products of fields corresponding to selected cycles in the quiver [229]. Under Seiberg duality, the dual theory’s superpotential is equivalent to the original with products of fields relating to 2-paths through the dualised node replaced with meson fields (i.e. $X_{ij}X_{jk} \mapsto M_{ik}$); and then meson fields replaced by cubic interaction terms between the meson and the two new dual fields relating to the new reversed arrows of the 2-path (i.e. $M_{ik} \mapsto M_{ik}X_{kj}\tilde{X}_{ji}$).
As also discussed in §2.1, the Seiberg duality process is mathematically equivalent to the process of cluster algebra mutation \[230\]–\[232\]. Cluster algebras are built from a subset of generators under the cluster mutation process, dictated by quivers (specifically $N = 1$ quivers with no loops or 2-cycles). Dropping the cluster information from each seed gives only the mutating quivers, and respectively the Seiberg duality process. Cluster algebras are further discussed in §3.8, where this work \[31\] is extended to analysis and ML of cluster algebras directly in \[37\].

Repeated application of the duality process on all the quiver’s nodes produces a duality tree (or quiver exchange graph in the cluster algebra language). Where interestingly the node ranks are constrained to always obey a classifying Diophantine equation \[51\], \[233\]. The structure of these duality trees is dictated by the equivalent cluster algebra type, as described in §2.1, being finite or infinite.

3.2.1 The Quiver Data

Beyond the desire for both finite and infinite types, the selection of the quivers used in this investigation was somewhat arbitrary. However, those with fewer numbers of nodes were preferable to make computation of the mutation more feasible.

The quivers were represented as adjacency matrices, highlighting here that since the quivers were oriented the matrices were anti-symmetric. Hence an edge $i \to j$ means the quiver adjacency matrix has entries $a_{ij} = 1 = -a_{ji}$. Choosing this antisymmetric representation for adjacency matrices simplified processing of the ranks. Whereby the quiver node ranks were represented by an $n$-vector, $N$, whose entries were the corresponding ranks of the nodes listed in the same order as the matrix rows, $N_i$ for node with gauge group $U(N_i)$. With this representation, the vector produced by $a \cdot N \equiv A$, which we call the ‘anomaly vector’ is preserved under the Seiberg duality operation. In particular, if the quiver gauge theory in consideration was anomaly-free, the anomaly vector was the zero vector, and the dual rank vector remained in the dual adjacency matrix’s kernel under Seiberg duality. This we relate to the fact that anomaly-free theories remain anomaly-free under Seiberg duality, as does the style of anomaly in anomalous theories.

These quivers, and their adjacency matrices were generated and manipulated using the \texttt{sagemath} package \[234\]. The rank vectors were inserted manually, and dualised externally to the package. Since no quiver nodes had loops, in all cases the matrix diagonal entries were all zeros. Since this is as many entries as the rank vector, when the rank information was included it was placed in the adjacency matrix as the diagonal entries (efficiently storing the matrix and rank information together in a tensor for the ML architecture to process).

The specific quivers used in generation of the duality-trees / mutation classes for use in the ML investigations discussed here are shown in Figure 3.2.1. These give a range of types, with consistent sizes within the types (so adjacency matrices are the same shape), which produce a sizeable amount of data for the architecture to learn from when generating each duality tree to depth 5.

Six investigations were carried out, classifying: 3 finite type classes, 3 infinite type classes, 2 finite and 1 infinite type classes; each for the case of classification with and without rank information.

In the finite type investigation 3 initial quivers based on the respective A8, D8, and
Figure 3.2.1: Quivers used to generate the duality trees via repeated exhaustive application of quiver mutation to all nodes up to depth 5. Each row corresponds to an investigation amongst: (a)-(c) finite types, (d)-(f) infinite types, (g)-(i) mixed types. Quivers are shown with labelled nodes and randomly oriented red directed edges, where blue edges then indicate more than one edge (with the number given by the edge label).

E8 Dynkin diagrams were used to generate the 3 mutation classes for learning. In the infinite type investigation the 3 initial quivers were anomaly-free and chosen to be those denoted $I_1$, $I_2$, & $I_3$. Finally, the mixed mutation type investigation used a mix of the two types, notably 2 finite type quivers based on the A6 and D6 Dynkin diagrams, and another anomaly-free infinite type denoted $I_6$. Each of these quivers were used to generate a respective mutation class, mutating up to a depth of 5, to contribute to that investigation’s dataset. Where rank information was included the 1-vector (a vector with all entries 1) of size equal to the quiver’s number of nodes was used as the rank of the initial quiver.

Additional quivers, and hence duality trees, were also considered for further investigations as discussed in [31]. However, focus in this thesis is placed on my contributing work as summarised in the subsequent investigation results.

Example: The NN input was the flattened adjacency matrix of the quiver in question, outputting a 3 vector which dictated the relative probabilities the input quiver was in each of the classes being multiclassified, with the largest / most probable entry taken as the predicted classification. To exemplify the input data for the quiver we consider the adjacency
matrix for the quiver $I_1$ given in Figure 3.2.1d. This has adjacency

$$a = \begin{pmatrix} 0 & 1 & 0 & -1 \\ -1 & 0 & 3 & -2 \\ 0 & -3 & 0 & 3 \\ 1 & 2 & -3 & 0 \end{pmatrix},$$

(3.2.1)

flattened to give the 16 entry input vector, which when an example rank vector $N = [1, 1, 1, 1]$ is used gives the vector input as

$$[1, 1, 0, -1, -1, 1, 3, -2, 0, -3, 1, 3, 1, 2, -3, 1],$$

(3.2.2)

with anomaly vector $A = a \cdot N = [0, 0, 0, 0]$, indicating the $I_1$ theory with these ranks is anomaly-free as $N$ is in the kernel of the $I_1$ adjacency matrix.

### 3.2.2 ML Results

The primary scope of the application of ML in this study was to see if the architectures can learn the mutation process, by identifying the duality tree class structure.

The ML problem considered hence mapped a randomly ordered dataset of quiver matrices (either all with or all without rank information) to one of 3 mutation classes which the data was generated from. Each NN’s goal was to correctly classify these quiver matrices into their correct mutation class, with learning measures averaged over the 5-fold cross-validation. Each NN consisted of 4 64-neuron layers, with Leaky-ReLU ($\alpha = 0.01$) activation, and dropout (0.2 dropout factor) between them. These layers were followed by a final dense layer with as many neurons as classes (3), and softmax activation. The softmax activation normalises the outputs to probabilities such that the most probable class can be selected as the NN’s predicted class for an input quiver matrix. The NNs were trained in batches of 16 over the dataset for 20 epochs, using Adam optimiser to minimise the sparse-categorical cross-entropy loss function.

The results are shown in Table 3.2.1. They show the NNs average accuracy, macro-F1 (mean of the 5 cross-validation F1 scores), and MCC scores for each investigation, with the standard deviation across the 5 NNs trained. These results show strong success for these simple NNs in differentiating between finite type quivers, and between finite and infinite types also. Rank information had negligible impact, but did slightly improve learning in the finite vs infinite type investigation, where information on the anomaly is more important and as expected aided the classification. The NNs did not perform well in the case of classifying infinite types, since these represent anomaly-free physical theories this was disappointing. Results could perhaps be improved with a larger dataset, but overall indicate that finite type quivers have more characteristic mutation under the Seiberg duality process.

Further results in the paper saw accuracies and MCC values reaching 1 for binary classification between and amongst types. Enhancement of the data by including the rank information, or variables inspired by the Diophantine equations associated to the duality trees did not improve learning. There was however reasonable success in identifying the correct duality tree on data at depths beyond that trained on, and the architectures performed very well when classifying against random antisymmetric matrices.
Investigation & Learning Measures

<table>
<thead>
<tr>
<th>Investigation &amp; (matrices)</th>
<th>No Rank</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>A8 &amp; D8 &amp; E8 (4801 matrices)</td>
<td>0.956 ± 0.004</td>
<td>0.952 ± 0.004</td>
</tr>
<tr>
<td>I1 &amp; I2 &amp; I3 (1357 matrices)</td>
<td>0.426 ± 0.016</td>
<td>0.425 ± 0.017</td>
</tr>
<tr>
<td>A6 &amp; D6 &amp; I6 (2660 matrices)</td>
<td>0.915 ± 0.004</td>
<td>0.920 ± 0.002</td>
</tr>
</tbody>
</table>

Table 3.2.1: Results of classification of quiver matrices into their mutation classes. Number of matrices in each investigation’s full dataset listed, each chosen such that it is approximately balanced between the classes. Results show the 3 averaged learning measures with standard error for learning on the given quivers with and without rank information included in the matrices.

In these additional investigations (whose results are not listed here) the data was set up such that inputs were concatenated pairs of matrices, with binary label of whether the quiver matrices belonged to the same duality tree or not. This data set-up allowed multiclassification problems to be rephrased as binary classification, and the combinatorics of selecting pairs hugely inflated the dataset for learning. Along with NN architectures, many of the good results used a Naive Bayes architecture. This architecture is built out of Bayes theorem, looking at conditional probabilities of the binary outcomes given the training data information [235], since this reflects the independence between the pairwise data structure it is expedient that this architecture did so well. More information about these investigations can be found in [31].

**Conclusion**

This study showed success when using NNs to differentiate quivers according to their mutation classes / duality trees. It supports the idea of simple invariants under the mutation process being extractable from the adjacency matrix representation and motivates the further use of ML in the field of quiver and cluster mutation, as performed and summarised in §3.8.

### 3.3 Hilbert Series (2103.13436)

Hilbert series, as introduced in §2.1, provide a means of counting regular functions on varieties. Physically, they are used in a range of scenarios, including to count BPS operators [67, 68, 236–239], determine moduli spaces [240, 243], find standard model invariants [244–246], deal with string compactifications [247], as well as for a range of other quiver-related computations [65, 248–254].

In our use we consider them as encoding complex varieties embedded in \( \mathbb{P}^n \), more specifically encoding the dimensions of the graded pieces of the coordinate ring which defines the variety. In the closed forms the Hilbert series are functions of geometric properties of the variety and the embedding space, as detailed in (2.1.3), (2.1.4), (2.1.5). The cones over these varieties physically correspond to moduli spaces of supersymmetric gauge theories from a
string interpretation. Often one wishes to compute the moduli space from the matter and superpotential information, and in certain (particularly non-toric) scenarios this must be done by counting gauge invariant operators order by order. An example of this process is given for the quiver gauge theory of Figure 2.1.3a at the end of §2.1.

To bypass this lengthy computation we examine the performance of ML techniques in learning the properties of the variety and its embedding, defining the moduli space, directly from the Hilbert series Taylor expansion coefficients.

3.3.1 The Hilbert Series Data

Hilbert series data used for this work was retrieved from the Graded Ring Database (GRDB) [255–257], consisting of Hilbert series associated to three-dimensional Q-Fano varieties with Fano index one [258, 259]. Investigations also used generated ‘fake’ data, created through sampling the parameters of the equations (2.1.4) and (2.1.5) from distributions fitted to the ‘real’ GRDB data. The distributions are available in the appendices of [32]. The sampling discarded parameter combinations which did not satisfy certain physical conditions, encouraging the data to be more representative; and also discarded any repeats of GRDB data.

For both Hilbert series styles of input data mentioned, which we call ‘real’ and ‘fake’ respectively, the Hilbert series closed forms were Taylor expanded and expansion coefficients saved. These lists of coefficients form vectors of integers, and make up the ML input for the investigations carried out. Two types of coefficient vector were used as inputs, one from the start of the series (coefficients 0-100) and one from deeper into it (coefficients 1000-1009). The reason to also learn with coefficients sampled from deeper in the series was to provide intuition on the importance of the variety’s orbifold points, which have a greater relative significance than the initial part at higher orders.

Output data depended on the investigation. For the regression of embedding weights (each \( p_i \) repeated \( q_i \) times), these were sorted 3-vectors of integers (sampled in the range [1,10]). For the multi-classification the outputs were single integers in the range [1,5], which were the values of either the variety’s Gorenstein index (\( J \)) or its dimension (\( \text{dim} \)) respectively. The final binary classifications just outputted 0 or 1 dependent on whether the Gorenstein (palindromic numerator) or complete intersection properties were respectively satisfied, or whether the data came from the GRDB or was generated by us. Whereas the plethystic logarithm can be used to confirm the complete intersection property, in this work a specific factorisation of the numerator was used in generating complete intersection Hilbert series, as detailed in [32].

\footnote{Hilbert series closed forms which lead to Taylor expansions with negative coefficients were discarded, as the respective graded pieces cannot have negative dimension. Additionally series with a denominator degree less that or equal to the numerator degree were discarded, since Hilbert series are required to have an infinite expansion.}
Example: Considering an example Fano variety (number 11122 in the GRDB) embedded in \( \mathbb{P}_\mathbb{C}(1^3, 2^2, 3^2) \), it has Hilbert series

\[
H(t; \mathcal{V}) = \frac{1 - 2t^4 - 2t^5 + 2t^7 + 2t^8 - t^{12}}{(1 - t)^3(1 - t^2)^2(1 - t^3)^2}
\]  
(3.3.1)

\[
\tilde{P}(t) = \frac{\tilde{P}(t)}{(1 - t^6)^4},
\]

... for \( \tilde{P}(t) = 1 + 3t + 8t^2 + 18t^3 + 34t^4 + 58t^5 + 89t^6 + 127t^7 + 167t^8 + 203t^9 + 232t^{10} + 248t^{11} + 248t^{12} + 232t^{13} + 203t^{14} + 167t^{15} + 127t^{16} + 89t^{17} + 58t^{18} + 34t^{19} + 18t^{20} + 8t^{21} + 3t^{22} + t^{23},
\]

in both respective forms of (2.1.4) and (2.1.5). The vector of weights is simply \([1,1,1,2,2,3,3] \) from (3.3.1)’s denominator powers, then from (3.3.2)’s denominator the Gorenstein index is \( \mathcal{J} = 6 \) and the dimension \( \text{dim} = 3 \). This variety is a ‘real’ example since it comes from the GRDB, it is Gorenstein as the numerator of (3.3.2) is palindromic, and it is not of the complete intersection form used in this work (described further in [32]). The input vector (in the 0-100 coefficients case shown here) is computed from its Taylor expansion as:

\[
[1, 3, 8, 18, 34, 58, 93, 139, 199, 275, 368, 480, 614, 770, 951, 1159, 1395, 1661, 1960, 2292, 2660, 3066, 3511, 3997, 4527, 5101, 5722, 6392, 7112, 7884, 8711, 9593, 10533, 11533, 12594, 13718, 14908, 16164, 17489, 18885, 20353, 21895, 23514, 25210, 26986, 28844, 30785, 32811, 34925, 37127, 39420, 41806, 44286, 46862, 49537, 52311, 55187, 58167, 61252, 64444, 67746, 71158, 74683, 78323, 82079, 85953, 89948, 94064, 98304, 102670, 107163, 111785, 116539, 121425, 126446, 131604, 136900, 142336, 147915, 153637, 159505, 165521, 171686, 178002, 184472, 191096, 197877, 204817, 211917, 219179, 226606, 234198, 241958, 249888, 257989, 266263, 274713, 283339, 292144, 301130, 310298].
\]

3.3.2 ML Results

In performing the learning, NN architecture was used for the binary classification of the Gorenstein, complete intersection, and real/fake properties, as well as for multiclassification of the varieties’ Gorenstein index and dimension, and for regression of the embedding weights.

The NNs used were built of 4 dense layers of 1024 neurons, all with ReLU activation and 0.05 dropout factor, and final layer reflecting the output tensor size\(^{16}\). Training was in batches of 32 for 20 epochs using the Adam optimiser to minimise either the regression log(cosh) loss function or the classification cross-entropy loss function. 5-fold cross-validation provided confidence on the metrics used to evaluate the learning via averaging and standard error.

To analyse the binary classification ML results, the unsupervised technique of PCA (with linear kernel) was also implemented to examine whether there was simple linear structure

\(^{16}\)For binary classification the final layer had 2 neurons with softmax activation, for multiclassification there were 5 neurons also with softmax for each possible \( \mathcal{J} / \text{dim} \) value, for regression there were 3 neurons with no activation for the 3 weights.
<table>
<thead>
<tr>
<th>Investigation</th>
<th>Embedding Weights</th>
<th>Gorenstein Dimension</th>
<th>Gorenstein Property</th>
<th>Complete Intersection</th>
<th>GRDB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output Ranges</td>
<td>3 x [1,10]</td>
<td>[1, 5]</td>
<td>Binary</td>
<td>Binary</td>
<td>Binary</td>
</tr>
<tr>
<td>Measure</td>
<td>MAE</td>
<td>MCC</td>
<td>MCC</td>
<td>MCC</td>
<td>MCC</td>
</tr>
<tr>
<td>Orders</td>
<td>0 - 100</td>
<td>± 0.11</td>
<td>0.916</td>
<td>± 0.006</td>
<td>0.717</td>
</tr>
<tr>
<td></td>
<td>± 0.12</td>
<td>± 0.010</td>
<td>± 0.006</td>
<td>± 0.155</td>
<td>± 0.022</td>
</tr>
<tr>
<td>1000 - 1009</td>
<td>± 0.12</td>
<td>± 0.022</td>
<td>± 0.031</td>
<td>± 0.073</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.919</td>
<td>± 0.073</td>
</tr>
</tbody>
</table>

Table 3.3.1: ML results for each of the Hilbert series investigations. NNs learnt geometric properties associated to an algebraic variety from coefficients in their Hilbert series expansions. Regression was assessed with mean absolute error (MAE) and classification with Matthew’s correlation coefficient (MCC), training using 5-fold cross-validation to provide a standard error on the averaged measures.

in the coefficient vectors which the NNs could take advantage of in the learning. The 0-100 coefficient vectors produced PCA eigenvectors of size 101, hence to enable visualisation of these components only the two most significant principal components were plotted (i.e. projections of the coefficient vectors onto the first two eigenvectors) to provide a means for examining the data’s clustering.

NN Results
In the regression investigation, MAE evaluated learning by computing the average absolute difference between each true embedding weight and the NN predicted embedding weight. This measure evaluates in the range $[0, \infty)$ with 0 indicating perfect learning, where the embedding weights are always correctly predicted. In the classification investigations, MCC evaluated the learning. This measure evaluates in the range $[-1, 1]$ with 1 indicating perfect learning.

ML results are provided in Table 3.3.1 for each of these 5 investigations. Learning of the varieties’ ambient space embedding weights predicted each weight within an average range of 1 from the correct values when using higher order coefficients. Additionally the geometric parameters of equation (2.1.5) were learnt exceptionally well, but now better from the lower order coefficients.

Each of the binary classifications also evaluated with MCC values exceeding 0.9, demonstrating strong learning. Both the Gorenstein and ‘fake’ (non-GRDB) properties were better identified with higher order coefficients, whilst the complete intersection property was only learnt from lower orders but performed equally well.

PCA Results
Whilst the learning so far uses NNs from supervised ML, PCA provides another avenue for analysis of this data from the conjugate field of unsupervised ML. These PCA plots can be seen for the three binary classification investigations in Figure 3.3.1.

Here, 2-dimensional PCA was performed for each of the binary classification investigations, and the datapoints in each class plotted separately in different colours. The largest 2 components respectively represented proportions $\sim 0.6, 0.98, 0.94$ of the variances for the Gorenstein, complete intersection, and real/fake investigations, generally motivating 2-dimensional plotting. Whilst there is no clear separation for the Gorenstein data, the complete intersection and ‘real’/‘fake’ data do show some separation, indicating there is some
linear structure that the NNs can take advantage of for classification. In particular the occurrence of this for the ‘fake’ data demonstrates the difficulty of generating representative Hilbert series.

**Conclusion**

The learning results demonstrate the success of NNs in learning geometric properties of a variety from Hilbert series. Their application allows extraction of information about a supersymmetric gauge theory’s moduli space (for analysis of the theory) from counts of the numbers of single-trace BPS operators at lower orders, effectively allowing extrapolation to the counts for higher orders without direct computation.

The PCA results indicate that the complete intersection property can be somewhat identified from linear structure in the coefficient data, however the Gorenstein property is much harder to extract and hence learn. Finally the generation of representative ‘fake’ data is particularly difficult, and techniques beyond direct modelling and sampling of the GRDB data are motivated for further investigation.

### 3.4 Amoebae (2106.03695)

Amoebae, as introduced in §2.2 find their primary uses in tropical geometry, with a fortuitous connection to brane webs as duals of toric diagrams through their Newton polynomial Riemann surfaces. The central focus of the work in [33], examined methods for ML amoebae genus from the abstract space of amoebae coefficients; sampling the vectors of $n$ coefficients from varying bounds within the lattices: $(\mathbb{Z}^+)^n$, $(\mathbb{R}^+)^n$, $\mathbb{R}^n$. Balanced datasets were created for NNs to multiclassify amongst all the possible genus values for each of the amoeba considered. These amoeba included the prototypical $F_0$, but also $L^{3,3,2}$, $C/(\mathbb{Z}_2 \times \mathbb{Z}_4)$, and $K^{4,5,3,2}$ which had many more interior and boundary points respectively. Accuracies often exceeded 0.9, performing better on the more restricted lattices, and also on the smaller toric diagrams (and hence smaller coefficient vectors). Different nonlinear projection methods (such as multidimensional scaling and isomap from the yellowbrick library [260]) could reproduce the boundary conditions in the coefficient space where the genus changed, agreeing with derived boundaries from lopsidedness arguments.

However, my contribution focused on assessing the success of ML on the amoebae images directly. For these investigations the $F_0$ Riemann surface was used to generate amoebae,
as the prototypical example shown in Figure 2.2.2 with the database consisting of point-sampling generated images of \( n = 1 \) lopsided amoebae.

CNNs find their most common uses in image related tasks, due to their convolutional action over the local structure of the images. Since this is the behaviour used in collecting sampled points into a full amoeba, this ML architecture was the most natural choice. To fully investigate their success in identifying genus from these images, varying image resolutions were used for the CNN input. Determining how the learning measures varied as the amoebae images varied in quality was the main focus of this investigation.

### 3.4.1 The Amoeba Image Data

In this work, the database consisted of point-sampling generated images of the \( F_0 \) amoebae for varying coefficients such that the full database consisted of 1000 genus 0 amoebae, and 1000 genus 1 amoebae. The amoebae genus, \( g \), labelling used the \( n = 1 \) lopsided amoeba approximation

\[
g = \begin{cases} 
0, & |c_5| \leq 2|c_1c_4|^{1/2} + 2|c_2c_4|^{1/2} \\
1, & |c_5| > 2|c_1c_4|^{1/2} + 2|c_2c_4|^{1/2}
\end{cases}, \tag{3.4.1}
\]

for the \( F_0 \) amoebae with Newton Polynomial: \( P(z_1, z_2) = c_1z_1 + c_2z_2 + c_3z_1^{-1} + c_4z_2^{-1} + c_5 \). Here the genus condition is analytically derived, using the asymptotic behaviour of the amoebae spines to identify their intersection point – the amoeba centre. Since the \( F_0 \) case has at most one hole, due to the toric diagram polygon’s singular interior point, identifying the lopsidedness behaviour at the centre dictates whether the centre is contained within the amoebae, thus giving the amoebae genus.

Point-sampling image generation is commonly used for more complicated amoebae where analytical expressions are hard to compute and then plot. In this process the analytic bounds between an amoeba and its complement in the \( \mathbb{R}^2 \) space are had to determine through projection of the Riemann surface equation. Instead the point-sampling method is implemented whereby points are randomly sampled from the complex surface and each point projected down onto the amoeba. This sample of amoeba points in \( \mathbb{R}^2 \) can then be used to stochastically infer the amoeba bounds, and in particular the existence of hole to determine the amoeba genus. Therefore examining the success of a CNN in identifying genus from these plots is a particularly relevant task. We now undertake this task of the CNN ML of the labelled dataset

\[
\text{Image}(\mathcal{A}_{P(F_0)}) \longrightarrow \text{genus} \{0 \text{ or } 1\}.
\]

The amoebae images in the dataset are of varying shape, to create consistency across the dataset (as needed for the CNN tensor inputs), the images are resized such that there is always an equal number of pixels in each dimension. The images contained the real plane axes since the identification of a plot’s origin is useful in determining genus for F0 amoebae by eye, hence giving the CNN realistic information for its learning. Images are reformatted to greyscale such that inclusion in the amoeba is the only relevant data at each resolution. The resolutions learnt on varied logarithmically with base 2, choosing this base such that the computational learning algorithms worked most efficiently.
Figure 3.4.1: An example $F_0$ amoeba image of genus 1 at varying resolutions. Each subcaption denotes the respective number of pixels in the resizing, the original image is reformatted to a square shape for consistency across all amoebae.

**Example:** An example of a genus 1 amoeba from the dataset is given in Figure 3.4.1, this amoeba had randomly generated $\mathbb{R}^+$ coefficients:

$$(c_1, c_2, c_3, c_4, c_5) \sim \{0.6104, 1.8940, 0.4989, 2.9777, 6.9871\}.$$  

(3.4.2)

In the figure the image at the varying resolutions considered is shown, the reshaping to square from the original is clear, and the binary nature of the data is emphasised by the greyscaling (here plotted with a blue-yellow colour scheme).

### 3.4.2 ML Results

The CNNs trained had a consistent layer structure: 3 2-dimensional convolutional layers of size matching the image input size, each followed by a 2-dimensional max-pooling layer and a dropout layer (factor 0.01); following these is a flattening layer, then a dense layer of size...
Table 3.4.1: Learning results for CNN binary classification of $F_0 n = 1$ lopsided amoebae images, determining genus 0 or 1 over balanced dataset of 2000 images at varying image resolutions. Resolution is given in terms of the number of pixels. Measures are averaged accuracies and MCCs over the 5-fold cross-validations runs, with standard errors. MCCs calculated over less than 5 of the cross-validations are denoted with a ‘∗’, for those completely incalculable ‘nan’ is given.

Figure 3.4.2: Averaged accuracy and MCC learning measures for the CNNs trained over $F_0$ amoebae images at varying resolutions (denoted by number of pixels in one dimension of the square images). MCC values were incalculable at certain resolutions, and may be artificially high at resolutions $\{8, 256\}$.

equal to the number of pixels in one dimension of the input image, and then a final output dense layer with 1 neuron. All layers used a LeakyReLU activation (with $\alpha = 0.01$), except the final output Dense layer which used sigmoid activation to better map to the required binary classification. The convolutional and max-pooling layers used the ‘same’ padding regime, and the convolutional layers used a $3 \times 3$ kernel size.

The CNN architecture used for the investigation at each image resolution is trained over 20 epochs of the data on batches of 32, in a 5-fold cross-validation scheme. The Adam optimiser is used to minimise the binary cross-entropy loss function for predicting genus 0 or genus 1 respectively. The learning is measured using the metrics: accuracy and MCC, which are averaged over the 5 runs in the 5-fold cross-validation.

**CNN Results**

Results for the CNN ML over varying image resolutions are given in Table 3.4.1. The
accuracies increase as image resolution improves up to some optimal value, around $32 \times 32$ pixels where it then falls off; this behaviour is further shown in Figure 3.4.2. The high accuracies at optimal resolution ($> 0.98$) show the success of CNNs in identifying genus from point-sampling generated amoeba images.

The change in accuracy as image resolution decreases from the largest size considered may be explained by initial resolution loss causing averaging over the generated points to produce a connected amoeba component with a clearer hole structure in genus 1 amoebae (Figure 3.4.1e). Then further decrease in resolution loses more of the image information combining any holes into the amoebae themselves until there is no sensible information in the image remaining (Figure 3.4.1a).

Similar behaviour can be seen over the MCC values where calculable. Although MCC as a measure is less susceptible to bias in the data making it generally preferential, there are issues of incalculability where learning fails and the same class is predicted for all test data. Where this happened for some of the 5 runs in the 5-fold cross-validation, the MCC average and standard error is calculated over the calculable values, and are denoted with a ‘$*$’ (note this inflates the measures’ value as the cases of no learning are ignored). Where the MCC is incalculable for all runs an averaged MCC is then incalculable also, these scenarios are denoted with ‘nan’ in the results in Table 3.4.1.

**CNN Misclassifications**

Examining the image resolution $32 \times 32$ which led to the most successful CNN classification, the misclassifications where the CNN disagreed with the images labelled genus provide interesting further insight into the learning. In one of the 5-fold cross-validation runs 3 of the 400 images in the testing dataset were misclassified such that the predicted amoeba genus differed from the labelled genus. These images are shown at full resolution as well as the $32 \times 32$ resolution in Figure 3.4.3.

The first image misclassified, shown in full and lowered resolutions in Figures 3.4.3a & 3.4.3d respectively, is labelled as genus 0, but misclassified to genus 1. The original image shows the true genus 0 amoeba, however the sampling of amoeba points shows a particularly low density in the amoeba’s centre, this leads to a poorer collation of points as the resolution drops, shown by fainter parts of the amoebas centre in the lower resolution image perhaps misleading the CNN to predict a non-zero genus.

The second misclassified image, shown in full and lowered resolutions in Figures 3.4.3b & 3.4.3e respectively, is labelled as genus 1, but misclassified to genus 0. In the original image in particular, the issues with the point-sampling image generation become clear, the amoeba looks disconnected into two parts, where the hole in the centre dominates the amoeba. This leads to part of the hole’s boundary being lost in the lower resolution image, making the amoeba appear to be genus 0, misleading the CNN.

The third and final misclassified image in this run, shown in full and lowered resolutions in Figures 3.4.3c & 3.4.3f respectively, is also labelled as genus 1, but misclassified to genus 0. Here the original image shows a genus 0 amoeba, interestingly this scenario is a rare occurrence where the $n = 1$ lopsided amoeba (used to produce the genus labels for the dataset as in 3.4.1) has a different genus to the true amoeba. Therefore although this is considered by the CNN as a misclassification, the CNN has actually managed to predict
Figure 3.4.3: Example CNN misclassifications during model testing, images show the original image and the image at the $32 \times 32$ resolution considered. Case 1, (images a & d) were labelled as genus 0 with the CNN predicting genus 1; cases 2 & 3 (images b,e & c,f) were labelled genus 1 with CNN predictions of genus 0.

the true amoeba genus from the image, whilst at the same time highlight a case where the match-up to lopsided amoebae fails.

**TDA Genus Identification**

TDA provides an alternative technique for describing the topology of data manifolds. Within this field, identifying genus of surfaces is often well performed by the technique of persistent homology as described in §2.3.1.2.

In the persistent homology computation of this image classification problem, the 2-dimensional sampled amoeba points would have 2-dimensional discs of radius $\delta$ drawn about each of them, with $\delta$ varied to build a filtration of VR complexes from the disc intersections. Emphasising here that TDA is performed on the point-sampling generated amoebae directly and not on the varying resolution images used by the CNNs.

To identify the genus, one must analyse the occurrence of 2-dimensional holes; the $H_1$ homology should then have persistent features for each hole contributing to the genus count. For these examples where genus is 1 there should hence be a single persistent feature which
Figure 3.4.4: Persistence diagrams for the 3 misclassification cases considered, showing the $H_0$ and $H_1$ persistent homology of the point-sampled amoebae points.

is far from the persistence diagram diagonal, corresponding to a hole whose boundary is connected quickly and fills in much later. Conversely for 0 genus there should be no such feature.

Additionally, the $H_0$ homology keeps track of the number of connected components in the complex, for well sampled amoeba points all the features should hence ‘die’ quickly as all the amoeba points become connected to nearby points and form the amoeba as a single component. The persistence diagrams for each of these three misclassification cases considered are plotted in Figure 3.4.4.

The $H_0$ homology of cases 1 and 3 show the amoeba is connected quickly, with no gaps in the $H_0$ feature line. However for case 2 there are gaps in the line, indicating the sampling is poor and the amoeba appears as disconnected components, agreeing with previous analysis.

For the $H_1$ homology all cases have no significant features far from the diagonal, indicative of a 0 genus amoebae. Any significant features should be a distance from the diagonal comparable to the scale of the amoeba. Since the amoeba centres have size $\sim 2$ and all $H_1$ features die for $r \lesssim 0.3$, despite there being some points slightly further from the diagonal they are not persistent enough to indicate a significant hole and genus 1. For case 1 the persistent homology now correctly predicts the genus 0, outperforming the CNN. However for case 2 where the genus is truly 1 the homology prediction is incorrect, likely due to the same reasons as the CNN, that poor sampling means the case 2 boundary isn’t connected properly. Finally for case 3 the true amoeba genus of 1 is correctly identified (as for the CNN) where the lopsided approximation breaks down giving an incorrect label of genus 1.

Conclusion
The CNN learning of the amoeba genus directly from point-sampling generated amoeba images performed better as image resolution was dropped to average over the points. The exceptionally high classification performance supports the use of ML in determining genera of amoeba in an automated fashion. Applying persistent homology to the 3 misclassified images produces $H_0$ and $H_1$ data which corroborated these CNN results. However, the persistent homology technique did perform better with case 1, correctly identifying the genus of 0.

These three misclassification examples from the run analysed demonstrate the subtleties of this point-sampling image generation for amoeba, as well as the issues with relying on the lopsided amoeba approximation for genus prediction.
3.5 Polytopes (2109.09602)

As discussed in §2.2, lattice polytopes can be used to construct toric varieties, within which CY hypersurfaces can be taken. In particular if the lattice polytope, $\Delta$, contains the origin in its strict interior and all the vertices, $p_i$, of the polytope are primitive such that $\gcd(p_i) = \pm 1 \ \forall \ \text{vertices}$, then the toric variety is Fano. They are further called canonical Fano if the origin is the only interior point. Note here that the Fano condition is slightly more general than the reflexive condition which also requires the bounding facets to be a distance 1 from the origin \[17\] [257, 261–264].

In the work [34] summarised here, properties of lattice polytopes and their respective toric varieties in dimensions 2 and 3 were learnt. In dimension 3 the polyhedra considered generated canonical Fano 3-folds and NN regressors learnt the polytope volume, dual polytope volume, and reflexivity. The volume was learnt to an MAE of 1.68, dual volume to 2.59, and reflexivity to accuracy 0.81. However the focus of the my contribution was the ML of polygons in dimension 2.

3.5.1 The Polygon Data

In general there is a large redundancy in the matrix representation of lattice polytopes. Any polytope is traditionally represented by a matrix of its vertices $M_{ij} = (p_i)_j$, where $i$ indexes the lattice dimension and $j$ indexes the vertices. However any rotation or reflection of the polytope which keeps it on the integer lattice clearly preserves the polytope structure. In fact, this generalises further, and any $GL(n, \mathbb{Z})$ preserves the combinatorics such that it generates the same $n$-dimensional toric variety \[265\].

However the redundancy of this $GL(n, \mathbb{Z})$ action can be avoided by instead representing the polytopes by their Plücker coordinates. Plücker coordinates are the maximal minors of the integer kernel of the vertex matrix, and are naturally $GL(n, \mathbb{Z})$ invariant. They hence vastly reduce the redundancy in representation, except for the ordering of these Plücker coordinates in the NN vector inputs due to the reordering of the vertices in the matrix, a redundancy taken advantage of for data augmentation. Further to this, to ensure the Plücker coordinates uniquely determine the polytope, only polytopes whose vertices generate the integer lattice $\mathbb{Z}^n$ are considered (avoiding the need to consider quotient gradings) \[266, 267\].

The properties machine learnt in this work included the polytope volume, defined in a dimensionally covariant way for an $n$-simplex as $Vol(\Delta_n) = \frac{1}{n!} \prod_{i=1}^{n} h_i$ \[268\], such that the polytope volume $Vol(\Delta)$ is then the sum over the volumes of the simplices that make up any triangulation of $\Delta$ multiplied by $n!$ to normalise it. The $h_i$ values are defined for any ordering of the $(n+1)$ $n$-dimensional $n$-simplex vertices $((p_i)_1, (p_i)_2, \ldots, (p_i)_{n+1})$ such that $h_1$ is the distance between $(p_i)_1$ and $(p_i)_2$, $h_2$ is the height of $(p_i)_3$ above the line connecting $(p_i)_1$ and $(p_i)_2$, $h_3$ is the height of $(p_i)_4$ above the plane containing $(p_i)_1$, $(p_i)_2$, and $(p_i)_3$, etc. Defined equivalently for dual volume as the volume of the polytope’s dual $\Delta$.

\[17\] This distance 1 idea comes from the intersecting hyperplane definition of a lattice polytope $\Delta = \{ p_i \mid A \cdot p \geq c \}$, for integer matrix $A$ made up of primitive elements of the dual integer lattice, and integer vector $c$. For interior point $\tilde{p}_i$ the reflexivity condition is then $A \cdot \tilde{p} - c = 1$, i.e. translating the polytope such that the interior point is the origin (setting $\tilde{p} = 0$) then simply means $c = -1$. 
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Whilst these two properties are for the specific polytope under consideration, two properties of the respective toric variety were also learnt. The first was the Gorenstein index $J$, as studied in §3.3, which in the polytope context is the smallest positive integer $J$ such that the $J$-dilation of the polytope’s dual is lattice. Note this is trivially 1 where the polytope is reflexive (such that the dual is automatically lattice), and is more useful for non-reflexive polytopes whose duals have vertices in $\mathbb{Q}^n$. Codimension, $C$, was also considered as the dimensional difference between the toric variety and the weighted projective space it is embedded in. This is technically computed from the size of the Hilbert basis ($HB$) over the lattice points in the cone of the dual polytope when embedded in the $z_n = 1$ hyperplane in $\mathbb{R}^{n+1}$, which is equivalent to the number of points in and on the dual polytope. To get the codimension $C = |HB| − dim(\Delta) − 1$.

The specific database of polytopes considered were of dimension 2, these polygons consisted of $m \in \{3, 4, 5, 6\}$ vertices with \{277, 7041, 16637, 3003\} respectively generated, such that there was a total of 26958 polygons. For each polygon the properties: $\{Vol(\Delta), Vol(\overline{\Delta}), J, C\}$ were computed, with distributions in the respective ranges $[3, 514], (0.21, 15.37], [1, 30], [2, 42]$. Note that the properties were all integer-valued except for dual volume which was rational, and since there are only 16 reflexive polygons reflexivity wasn’t learnt.

For each polygon with $m$ vertices there are $\binom{m}{2}$ Plücker coordinates with a redundant ordering. Therefore each investigation focused on a specific $m$ and used 3 distinct permutations of the Plücker coordinates to augment the data. This led to 80874 input-output pairs for the NN architectures to learn: $\text{Plücker}(\Delta) \mapsto \text{Property}(\Delta)$.

**Example:** An example of a lattice polygon and its dual is given in Figure 3.5.1. The dual polytope is also lattice, such that both polytopes are reflexive with Gorenstein index 1. Since both also only have the origin in their strict interior they are both also canonical Fano. Also since the original polygon (a) has no lattice points on its facets (i.e. edges in 2-dimensions), the variety is smooth, however the dual (b) has many boundary lattice points so is not, these singularities would need resolution for use in physics.

To exemplify computation of the learnt parameters in the ML investigations, we compute each of $\{Vol(\Delta), Vol(\overline{\Delta}), J, C\}$ for the original lattice polytope in (a).

- $Vol(\Delta)$: To compute volume the polytope must be first triangulated into simplices, as shown also in (c). Each of the triangles (2-simplices) in this triangulation can have the origin and one of the top right two points selected as $(p_1)_1$ and $(p_1)_2$ to make $h_1 = 1$, then the final point $(p_1)_3$ is a perpendicular distance of $h_2 = 1$ away in each case. Therefore each simplex volume is \(\frac{1}{2!} \prod_{i=1}^{2} h_i = \frac{1}{2} (1 \cdot 1) = \frac{1}{2}\). The total polytope volume is then $(2!) \sum_{\text{simplices}} Vol(\Delta_n) = 2 \cdot (\frac{1}{2} + \frac{1}{2} + \frac{1}{2}) = 3$.

- $Vol(\overline{\Delta})$: The computation of the dual volume is the equivalent process on the dual polytope, triangulated in (d). Within this triangulation the two lower-left-most triangles can have the longest (external) side selected to be $h_1 = 3$, and the origin point is then $(p_1)_3$ in both cases and a perpendicular distance of $h_2 = 1$ away. Therefore for these two simplices the volume is \(\frac{1}{2!} \prod_{i=1}^{2} h_i = \frac{1}{2} (3 \cdot 1) = \frac{3}{2}\). For the final upper-right triangle, taking the longest side as $h_1 = \sqrt{3^2 + 3^2} = 3\sqrt{2}$, then the origin as $(p_1)_3$ is a perpendicular distance of $h_2 = \sqrt{\frac{1}{2}} = \frac{1}{\sqrt{2}}$ as half the diagonal of a lattice grid. This final simplex hence has volume $\frac{1}{2!} \prod_{i=1}^{2} h_i = \frac{3}{2} \cdot \frac{1}{\sqrt{2}} = \frac{3}{2\sqrt{2}}$.
Figure 3.5.1: An example of a lattice polygon (a) with vertices \{(1, 0), (0, 1), (-1, -1)\}, corresponding to the compact del Pezzo surface \(dP_0 = \mathbb{C}^3/\mathbb{Z}_3\) where identification is with weights (1,1,1) for the \(\mathbb{Z}_3\) such that it is the familiar \(\mathbb{P}^2\); and its dual polytope (b) with vertices \{(2, -1), (-1, 2), (-1, -1)\}, corresponding to the surface \(\mathbb{C}^3/\mathbb{Z}_3 \times \mathbb{Z}_3\) where identification is with weights (1,0,2), (0,1,2) for each \(\mathbb{Z}_3\) respectively. Below shows the triangulations of these polygons ((c), (d) respectively) using the single interior point, into 2-simplices for volume computation.

\[
\frac{1}{2} (3\sqrt{2} \cdot \frac{1}{\sqrt{2}}) = \frac{3}{2}.
\]

The overall polytope volume is therefore \((2!) \sum_{\text{simplices}} \text{Vol}(\Delta_n) = 2 \cdot \left(\frac{3}{2} + \frac{3}{2} + \frac{3}{2}\right) = 9\).

- \(J\): As stated before since the polytope is reflexive the dual polytope is already lattice and hence needs no dilation, making \(J = 1\).

- \(C\): To compute the codimension the cardinality of the Hilbert basis is first needed, which can be found from the number of lattice points on and in the dual polytope, for the polytope (a) the dual (b) has 10 points (1 interior, 6 on the edges, and 3 vertices) making this Hilbert basis size 10. The codimension is then equal to: \(|HB| - \text{dim}(\Delta) - 1 = 10 - 2 - 1 = 7\).

For completeness, the dual polytope in (b) has parameters: \(\{\text{Vol}(\Delta), \text{Vol}(\tilde{\Delta}), J, C\} = \{9, 3, 1, 1\}\). Since it is the dual the volume and dual volume are switched. As it is still reflexive the dual is lattice so the Gorenstein index is 1. Finally the codimension is computed using the size of the Hilbert basis as the number of points on and in (a) = 4 (1 interior, 0 boundary, and 3 vertices), such that \(C = 4 - 2 - 1 = 1\).

For the original polygon in (a) its Plücker coordinates can be computed from its vertex matrix

\[
V_{(a)} = \begin{pmatrix} 1 & 0 & -1 \\ 0 & 1 & -1 \end{pmatrix} \implies \text{ker}(V_{(a)}) = \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix},
\]

(3.5.1)

giving a 1-dimensional kernel, geometrically indicating the proportions to add the vertex coordinates in to produce the origin. Since this polygon has 3 vertices there are \(\binom{3}{1} = 3\) Plücker coordinates, which are each of the 3 \(1 \times 1\) minors of the kernel, trivially just the entries. Therefore the example polytope in (a) has Plücker coordinates (1,1,1).
The dual polytope in (b), can also have its Plücker coordinates computed from the vertex matrix as

\[ V(b) = \begin{pmatrix} 1 & -2 & 1 \\ 1 & 1 & -2 \end{pmatrix} \implies \text{ker}(V(b)) = \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix}. \] (3.5.2)

Again there are \( \binom{3}{1} = 3 \) Plücker coordinates, which are trivially again just \((1,1,1)\). Here both the polytope and its dual have the same kernel, and for (a) the kernel is the same as the weights used in the identification to define the variety \cite{93, 269}. However since the polygon’s vertices in (b) do not span the \( \mathbb{Z}^2 \) lattice, additional quotient gradings are needed to define the variety, explaining the different weights \cite{266}.

### 3.5.2 ML Results

NN regressors with 4 layers of 64 neurons and Leaky-ReLU activation \((\alpha = 0.01)\) and then a single output neuron were trained with Adam optimiser in batches of 32 for 20 epochs to minimise a log(cosh) loss function. Performance was measured with MAE as a regression measure, and also accuracy bins were used to determine what proportion of the test data was predicted to be within a specific range of the true value. These bin sizes were either 1 (i.e. can it predict the true value correctly to the nearest integer), or a proportion of the range of the output parameter learnt across the dataset (proportions being 0.025 or 0.05 to be within 5% or 10% of the true value).

As a first test volume was learnt for the polygons (stratified by number of vertices) from the vertex matrix input (flattened) and the Plücker coordinates input. As shown from the results in Table 3.5.1 the Plücker coordinate representation outperformed the vertex representation every time. This motivates the use of Plücker coordinates in the following investigations, with superior success thought to be attributed to both the Plücker representation and parameter values being preserved under the rotational/reflectional invariance of the polytope. Additionally, both volume and Plücker coordinates come from determinant calculations on the vertex matrix, so it is not surprising they are intimately linked.

ML results for the parameter properties considered are given in Table 3.5.2 where the volume learning results from Plücker coordinates are repeated from Table 3.5.1. The ranges used in calculating the accuracy bin widths are: 511, 15.16, 29, 40; for volume, dual volume, Gorenstein index, and codimension respectively. The results show that volume can be learnt especially well for all number of vertices. In addition dual volume can be learnt well, and codimension with some success. Conversely Gorenstein index could not be learnt with this NN architecture.

Whereas volume is a determinant and likely a simpler function of Plücker coordinates to learn, hence the good performance. Dual volume is less simple to compute and surprisingly still is learnt well, hinting at some simpler function that connects these inputs and outputs that shortcuts computation of the dual polytope. The lesser performance for codimension and Gorenstein index indicate they are likely incredibly complex, if not even non-existent, functions of the Plücker coordinates (and all performed even worse when using the vertices as input). In general, learning is more successful for lower numbers of vertices, perhaps due to the smaller Plücker vector inputs, and the larger datasets available for these polygons.
Table 3.5.1: ML polygon volume from polygon representations: flattened list of vertices, or Plücker coordinates. Investigations carried out for each subset of polygons with each number of vertices. Learning is measured using MAEs, and accuracies (to 3d.p.) of test set predicted volumes being within some bin centred on the true value. The first bin has width 1, the second and third have widths of 5% or 10% × range respectively, where “range” is the difference between the maximum and minimum volumes in the full dataset (for volume the range is 511).

<table>
<thead>
<tr>
<th>Number of Vertices</th>
<th>Representation</th>
<th>MAE</th>
<th>Accuracy ±0.5</th>
<th>±0.025 × range</th>
<th>±0.05 × range</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Vertices</td>
<td>4.941</td>
<td>0.302</td>
<td>0.891</td>
<td>0.945</td>
</tr>
<tr>
<td></td>
<td>Plücker</td>
<td>0.209</td>
<td>0.827</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>4</td>
<td>Vertices</td>
<td>10.012</td>
<td>0.072</td>
<td>0.891</td>
<td>0.945</td>
</tr>
<tr>
<td></td>
<td>Plücker</td>
<td>0.625</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>5</td>
<td>Vertices</td>
<td>8.640</td>
<td>0.060</td>
<td>0.777</td>
<td>0.926</td>
</tr>
<tr>
<td></td>
<td>Plücker</td>
<td>1.051</td>
<td>0.451</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>6</td>
<td>Vertices</td>
<td>14.947</td>
<td>0.036</td>
<td>0.603</td>
<td>0.826</td>
</tr>
<tr>
<td></td>
<td>Plücker</td>
<td>3.359</td>
<td>0.139</td>
<td>0.969</td>
<td>0.997</td>
</tr>
</tbody>
</table>

Table 3.5.2: ML results for each of the properties considered, using input Plücker coordinates representing the polygons in each subset of the full dataset based on the number of polygon vertices. Learning is measured with MAEs and accuracies based on test set predictions being within some bin centred on the true value. The bin widths are based on the range of values each property can take in the full dataset. Results show volume and dual volume learnt well, codimension learnt to some extent, and Gorenstein index could not be learnt. For reference the respective ranges are: 511, 15, 29, 40 for volume, dual volume, Gorenstein index, and codimension respectively.

<table>
<thead>
<tr>
<th>Property</th>
<th>Number of Vertices</th>
<th>MAE</th>
<th>Accuracy ±0.5</th>
<th>±0.025 × range</th>
<th>±0.05 × range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume $Vol(\Delta)$</td>
<td>3</td>
<td>0.209</td>
<td>0.826</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.615</td>
<td>0.625</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.051</td>
<td>0.452</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>3.359</td>
<td>0.139</td>
<td>0.969</td>
<td>0.997</td>
</tr>
<tr>
<td>Dual Volume $Vol(\overline{\Delta})$</td>
<td>3</td>
<td>1.181</td>
<td>0.370</td>
<td>0.370</td>
<td>0.501</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.642</td>
<td>0.634</td>
<td>0.634</td>
<td>0.754</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.818</td>
<td>0.496</td>
<td>0.496</td>
<td>0.638</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.941</td>
<td>0.405</td>
<td>0.405</td>
<td>0.557</td>
</tr>
<tr>
<td>Gorenstein index $J$</td>
<td>3</td>
<td>5.710</td>
<td>0.039</td>
<td>0.064</td>
<td>0.132</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>5.002</td>
<td>0.069</td>
<td>0.101</td>
<td>0.196</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>4.632</td>
<td>0.071</td>
<td>0.102</td>
<td>0.202</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>5.343</td>
<td>0.056</td>
<td>0.080</td>
<td>0.150</td>
</tr>
<tr>
<td>Codimension $C$</td>
<td>3</td>
<td>1.897</td>
<td>0.192</td>
<td>0.361</td>
<td>0.615</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2.726</td>
<td>0.140</td>
<td>0.268</td>
<td>0.496</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3.182</td>
<td>0.103</td>
<td>0.210</td>
<td>0.404</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>2.884</td>
<td>0.126</td>
<td>0.251</td>
<td>0.468</td>
</tr>
</tbody>
</table>

Presumably differing dataset sizes also explains the occasional lower performances learning with triangles compared to quadrilaterals and pentagons.
Figure 3.5.2: NN regressor measures for learning pentagon volume from Plücker coordinates, at varying proportions of the dataset used for the training data. The results show strong learning for the standard MAE measure used such that good predictions can be achieved quickly; whilst the improvement for MSE shows that more training data does lead to better learning.

Augmenting the input Plücker coordinates by also concatenating the gcds between their values did not improve learning as may be anticipated from the potential function form.

Finally to investigate the extent to which the architectures need large amounts of data to fit the well performing NN functions when learning volume, learning performance was plotted for varying train:test proportions on the pentagon data (the largest subdataset). The test data results are plotted for the MAE, log(cosh), MSE, and MAPE measures (when trained consistently with log(cosh)) in Figure 3.5.2. Learning is still consistently good for the linear measures at lower train proportions, emphasising that the function fitted for the volume from Plücker coordinates is likely of a simple form such that not much data is needed to approximate it well. However the MSE value does blow-up for low amounts of training data, indicating that the function becomes worse at fitting to all the data and focuses on the bulk, such that outliers whose difference is averaged out in the linear measures have significantly larger contributions for this squared measure.

Conclusion
This study advocated for the use of Plücker coordinates as a $GL(n, \mathbb{Z})$-invariant representation of polytopes over the standard vertex matrices. This was strongly supported by the ML learning results for a variety of polytope properties. Focus was on lattice polygons which generate toric Fano varieties, and NN regressors managed to learn volume and dual volume with surprising success, indicative of a simple relation which can be extracted from this representation. There was some learning for codimension, and negligible learning for Gorenstein index. As more complicated parameters this was less surprising, and motivates development of the study to tackle this again with more technical architecture.

Beyond this study, investigation into Plücker representation, and general ML, of higher-
dimensional polytopes is also prudent, in particular the KS dataset of 4-dimensional reflexive polytopes useful for constructing CY 3-folds \([86], [156]\).

### 3.6 Calabi-Yaus (2112.06350)

As discussed in \(\S\)2.2, there are many different ways to construct compact Calabi-Yau manifolds. The most abundant source being as codimension 1 hypersurfaces in a toric variety created from a reflexive polytope. The prototypical subset of these are the CYs coming from hypersurfaces in weighted projective spaces. For CY 3-folds there are exactly 7555 weighted projective spaces which admit these CY 3-folds as hypersurfaces, as found in \([74]\). These 4-dimensional projective spaces are defined with a set of 5 positive coprime integer weights as in \((2.2.4)\), which along with the non-trivial CY Hodge numbers make up the data used in this study. The vanishing first Chern class for these hypersurfaces reduces nicely to the condition that the polynomial homogeneous degree \(d = \sum_i w_i\) in the case of weighted projective spaces. However only in the special 7555 cases are these hypersurfaces CY.

The Hodge numbers for any complex variety count the number of classes of forms with both holomorphic and anti-holomorphic indices at each level. The restriction on the form levels due to the manifold dimension inspires a symmetrical layout in a Hodge diamond, as can be seen in

\[
\begin{array}{cccccc}
  & h^{0,0} & & & & \\
  h^{1,0} & h^{0,1} & & & & \\
  h^{2,0} & h^{1,1} & h^{0,2} & & & \\
  \vdots & \vdots & \ddots & \ddots & \ddots & \\
  h^{n,0} & \cdots & \cdots & \cdots & \cdots & h^{0,n} \\
  \vdots & \vdots & \ddots & \ddots & \ddots & \\
  h^{n,n-2} & h^{n-1,n-1} & h^{n-2,n} & & & \\
  h^{n,n-1} & h^{n-1,n} & & & & \\
  h^{n,n} & & & & & \\
\end{array}
\]

\[
(3.6.1)
\]

for a complex \(n\)-fold. In the Hodge diamond of the CY 3-folds, only the \(h^{1,1}, h^{2,1}\) entries are non-trivial positive integers. The other entries are 0 or 1, due to a series of relations. These relations include use of complex conjugation implying \(h^{\alpha,\beta} = h^{\beta,\alpha}\) and Serre duality implying \(h^{n,0} = h^{0,n} = 1\) (hence also a unique \((0, n)\)-form by conjugation), and this \((n, 0)\)-form can be contracted with any \((0, \alpha)\)-form to produce a \((n, \alpha)\)-form which by Serre duality gives a \((0, n - \alpha)\)-form, and means \(h^{0,\alpha} = h^{0,n-\alpha}\). Also as the CYs are simply connected then the first fundamental group is zero and so too is the first homology group trivial implying \(h^{1,0} = h^{0,1} = 0\).

For the CY 3-fold Hodge diamond the corners are hence \(1 = h^{3,0} = h^{0,3} = h^{0,0} = h^{3,3}\), with the latter two coming from \(h^{0,0} = h^{0,n-\alpha}\) and the conjugate relation. The sides are \(0 = h^{1,0} = h^{0,1} = h^{2,3} = h^{3,2} = h^{2,0} = h^{0,2} = h^{1,3} = h^{3,1}\), with the second two coming from Serre duality of the first two, the third two from \(h^{0,\alpha} = h^{0,n-\alpha}\) and the conjugate relation, and the final two from both these relations applied together. This just leaves the final two
non-trivial Hodge numbers $h^{1,1}$ (which equals $h^{2,2}$ from Serre duality), and $h^{2,1}$ (which equals $h^{1,2}$ under complex conjugation or Serre duality). The final Hodge diamond for these CY 3-folds is hence

$$
\begin{array}{cccc}
1 & & & \\
0 & 0 & & \\
h^{1,1} & 0 & & \\
1 & h^{2,1} & h^{2,1} & 1 \\
h^{1,1} & 0 & & \\
0 & 0 & & \\
0 & & 0 & 1
\end{array}
$$

(3.6.2)

where $h^{1,1}$ are dubbed the Kähler parameters, and $h^{2,1}$ are the complex parameters.

Since CY manifolds are Kähler, there is a relation that the sum of each row in the Hodge diamond is the respective Betti number as $b_i = \sum_{\alpha+\beta=i} h^{\alpha,\beta}$. Which then leads to computation of the Euler number $\chi = \sum_i (-1)^i b_i$. In this CY 3-fold case, hence $\chi = 2(h^{1,1} - h^{2,1})$.

These topological parameters can be extracted from the weights of the ambient projective space from formulas in [270]–[273]. Specifically these are

$$Q(u, v) = \frac{1}{uw} \sum_{i=0}^{\sum_i(w_i)} \left[ \prod_{l=0}^{\sum_i(w_i)} \frac{(uv)^q_l - uv}{1 - (uv)^q_l} \right] \int_p \left[ \frac{u^{age(l)} v^{age(l)}}{p^{size(l)}} \right],$$

$$\chi = \frac{1}{1-\sum_i q_i} \sum_{l=0}^{\sum_i(w_i)-1} \left[ \prod_{i \mid q_i, k \mid r_q_i} \left( 1 - \frac{1}{q_i} \right) \right],$$

(3.6.4)

for weights $w_i$, normalised weights $q_i = w_i / \sum_i(w_i)$, and $u, v$ are the dummy variables of the Poincaré polynomial. $Q(u, v) := \sum_{p,q} h^{p,q} u^p v^q$ is the Poincaré polynomial as the generating function of the Hodge numbers. Further notation includes $\tilde{\theta}_i(l)$ as the canonical representative of $l q_i$ in $(\mathbb{R}/\mathbb{Z})^5$, $age(l) = \sum_{i=0}^{4} \tilde{\theta}_i(l)$ and $size(l) = age(l) + age(\sum_i(w_i) - l)$. Note also for $\chi$, where $\forall i \ (l q_i \text{ or } r q_i \notin \mathbb{Z})$ then the product takes value 1 [273].

Both formulas require significant computation, involving many non-trivial steps. Even if we realize this dataset in the language of the toric geometry of [86], [274], the formulae involve non-trivial sums over faces of various dimension. Therefore as well as learning the CY property directly, it is consequently also interesting to examine the performance of supervised NN methods (as in [114]) in learning these topological parameters from the weights, guided by insight from unsupervised analysis.

### 3.6.1 The Calabi-Yau Data

The projective space weights make up a list of 7555 5-vectors of positive integers $(w_1, w_2, w_3, w_4, w_5)$. In parallel to this the non-trivial Hodge data\[18\] for the CY 3-fold hypersurface is also given $(h^{1,1}, h^{2,1})$.

\[18\] These CY topological parameters can be computed directly from the ambient toric variety (and are not dependent on triangulation) so are the same for all CY hypersurfaces from the same polytope, here defined
In defining a weighted projective space, the weights must be positive integers. Beyond this there is a desire to remove redundancy where multiple weight systems produce the same space by requiring the set of integers to also be coprime. The identifications that are used in constructing the projective space lead to singular sets, which the hypersurfaces can intersect with suitable resolution. To be consistently defined over these singular sets another property of the polynomial is required: *transversity*. The transversity property implies that the polynomial equation and its derivative share no common solutions, and this condition translates into a condition on the projective space weights:

$$\forall w_i \exists w_j \text{ s.t. } \sum_{k} w_k - w_j w_i, \quad (3.6.5)$$

However as described in [74], this condition is necessary but not sufficient for the surface to be CY. It is therefore of interest to consider the extent to which each of these 5-vector weights properties contribute to determine the very special CY property; and it is this question we look to probe with new tools from data analysis, and ML.

Therefore, in addition to the CY dataset which forms the central focus of this study, some auxiliary datasets that help in assessing the learning of the CY property were constructed. These are equivalent datasets of 5-vectors that possess fewer of the necessary properties required to meet the Calabi-Yau property.

The 4 datasets (including the original CY dataset) are:

(a) 7555 5-vectors of positive random integers,

(b) 7555 5-vectors of positive random coprime integers,

(c) 7555 transverse 5-vectors of positive random coprime integers,

(d) 7555 Calabi-Yau 5-vectors.

These datasets were specifically constructed so as not to form a filtration, therefore at each stage the dataset generated was ensured to not include data which satisfies the additional conditions at the next level. To clarify, each 5-vector in set (a) had weights which shared a common factor, in set (b) all 5-vectors did not satisfy condition (3.6.1), and those in set (c) where not in the CY list of (d).

To introduce a consistency across the datasets, all the 5-vectors entries are sorted in increasing order. Initially the weights for each of the datasets (a-c) were sampled using a discretised uniform distribution, $U(1, 2000)$, bound above by 2000 to mimic the highest value in the CY dataset of 1743. However as shown in Figure 3.6.1 the weights follow a distribution far from that of a uniform distribution. Therefore to make the generated data more representative, an exponential distribution was fitted to the histogram of all weights in the CY dataset, as shown in Figure 3.6.2, using the scipy library. This exponential distribution was then used to sample weights in each case, causing the frequency distributions of the weights for each of the artificial datasets to align much closer to that of the CY data.

just by one set of weights. Whereas the other CY topological parameters, $[c_2]_\alpha, d_{\alpha, \beta, \gamma}$, are specific to the surface.
Figure 3.6.1: Frequency distribution of each of the CY 5-vector weights, $w_i$ (labelled by $i : 1 - 5$). Figure (b) shows the same data as (a), but restricted to lower entries so as to highlight the low value behaviour, due to the entry sorting.

Figure 3.6.2: Frequency distribution for all weights occurring across all 5-vectors in the CY dataset. Plot also shows the fitted exponential distribution, with scale parameter 49.536 (to 3 decimal places).

**Coprimality:** It is interesting to note that the probability of $k$ randomly chosen integers being coprime is: $1/\zeta(k)$; via the Riemann zeta function. Hence the probability of a random 5-vector of integers being coprime is $\sim 0.964$, and therefore the dataset (b) is relatively more common than the dataset (a). Effectively it is easy to randomly generate consistently defined weighted projective spaces.

**Example:** The archetypal example of a Calabi-Yau 3-fold in weighted projective space is the quintic, embedded in $\mathbb{P}^4_{\mathbb{C}}$ such that the weights are simply $(1, 1, 1, 1, 1)$. The CY hypersurface drawn inside the projective space is formed from degree 5 monomials in the projective space coordinates, and since all these are weight 1 then this is all combinations of 5 coordinates. The most general hypersurface hence has equation:

$$0 = \sum_{\nu_0,\nu_1,\nu_2,\nu_3,\nu_4} C_{\nu_0,\nu_1,\nu_2,\nu_3,\nu_4} z_0^{\nu_0} z_1^{\nu_1} z_2^{\nu_2} z_3^{\nu_3} z_4^{\nu_4},$$

(3.6.6)
for any $c_{\nu_0\nu_1\nu_2\nu_3\nu_4} \in \mathbb{C}$. For all these choices the Hodge numbers are the same as $h^{1,1} = 1$, $h^{2,1} = 101$, leading to Euler number $\chi = 2(h^{1,1} - h^{2,1}) = -200$.

In the learning the inputs were the weight 5-vector, here $(1, 1, 1, 1, 1)$, and the output a topological parameter (say 1, 101, or -200), or binary classification to say whether this set of weights admits a CY hypersurface.

### 3.6.2 ML Results

In order to identify structure in the weight dataset that enabled the respective projective space to admit a CY hypersurface (the ‘CY property’), techniques from unsupervised and supervised ML were used. On these 4 datasets PCA was applied to the weight vectors to visualise dominant variation and how this changed as extra necessary properties were added. TDA was applied to look for higher-dimensional structure in these 5-dimensional datasets. Then K-Means clustering was used to analyse the unanticipated linear structure found. In vain of [114], NN regressors were used to learn the hypersurface topological properties from the weights, however the more interesting supervised ML investigation looked at NN classification between the CY dataset of weights and the other 3 artificial datasets; further using the Hodge information to analyse the performance.

The regressor NNs had layer sizes of 32, 64, 32 with ReLU activation, and a final layer with as many neurons as the output, training on batches of 200 for up to 200 epochs (or until a tolerance update of the loss less than 0.0001 was reached) to minimise a MSE loss with an Adam optimiser. The classifier NNs had the same hyperparameters (but with cross-entropy loss) to perform either multiclassification between the datasets, or binary classification between each artificial dataset and the CY dataset. Further to NNs, LRs and SVMs were also trialled as simpler classifying architectures with comparable performance on this data. The LRs had a tolerance of 1 for learning the weight behaviour, a C-value of 100 such that there was a low amount of regularisation, and used Newtons method for solving, such that multiclassification could also be performed. The SVMs used a simple linear kernel, and here a higher regularisation due to a C-value of 1. All architectures were trained and tested over 5-fold cross-validation runs to provide standard errors on the performance measures.

**PCA**

Each of the 4 datasets of weights consists of weight vectors in $(\mathbb{Z}_+)^5$ which can be considered to be in $\mathbb{R}^5$. Performing PCA with a linear kernel on each of these datasets produced variance eigenvalues which in each case were at least 5 times larger for the first principal component compared to the others. In particular for the CY dataset the first principal component was 2 orders of magnitude larger than the others. This indicates that much of the variation, and hence data structure, is dominated by a single dimension.

Noting that in this process scaling of the data was not used as the entries are all dimensionless and their relative difference is important. As the data is not scaled one may think that the latter weights of each vector would dominate the behaviour (since the weights are ordered). This would lead the covariance matrix to be near-diagonal, and the principal components would align closely to the original vector entries. However, as shown by the covariance matrix for the CY dataset in (3.6.7), the matrix is not diagonal and the eigenvectors have significant contribution from multiple components.
\[
K_{\text{CY}} = \begin{pmatrix}
41 & 43 & 109 & 250 & 404 \\
43 & 119 & 278 & 642 & 1017 \\
109 & 278 & 1795 & 3626 & 5562 \\
250 & 642 & 3626 & 8588 & 12941 \\
404 & 1017 & 5562 & 12941 & 20018 \\
\end{pmatrix},
\]

\[
\epsilon_{\text{CY}} = \begin{pmatrix}
0.016 & 0.041 & 0.229 & 0.531 & 0.815 \\
0.021 & 0.036 & -0.973 & 0.100 & 0.205 \\
0.120 & 0.206 & 0.034 & -0.823 & 0.514 \\
0.417 & 0.875 & 0.023 & 0.173 & -0.172 \\
0.900 & -0.435 & 0.003 & 0.018 & -0.008 \\
\end{pmatrix},
\lambda_{\text{CY}} = \begin{pmatrix}
30071 \\
233 \\
161 \\
74 \\
21 \\
\end{pmatrix}, (3.6.7)
\]

for eigenvectors as rows of \( \epsilon_{\text{CY}} \) with respective eigenvalues in \( \lambda_{\text{CY}} \); where covariance and eigenvalue entries are given to the nearest integer, and eigenvector entries to 3 decimal places. This implies that the PCA structure is more subtle than a trivial projection.

To relatively compare the datasets’ PCAs, the normalised vectors of eigenvalues are given in (3.6.8), for the random ’R’, coprime ’C’, transverse ’T’, and Calabi-Yau ’CY’ datasets respectively. They show that the first component significantly dominates, and hence lower dimensional representation of the data through PCA will usefully depict the data’s underlying linear structure.

\[
\lambda_R = \begin{pmatrix}
0.75534 \\
0.16297 \\
0.05274 \\
0.02059 \\
0.00837 \\
\end{pmatrix}, \quad \lambda_C = \begin{pmatrix}
0.74845 \\
0.16856 \\
0.05417 \\
0.01997 \\
0.00885 \\
\end{pmatrix}, \quad \lambda_T = \begin{pmatrix}
0.91388 \\
0.04211 \\
0.02578 \\
0.01334 \\
0.00489 \\
\end{pmatrix}, \quad \lambda_{\text{CY}} = \begin{pmatrix}
0.98399 \\
0.00764 \\
0.00525 \\
0.00242 \\
0.00070 \\
\end{pmatrix}. (3.6.8)
\]

Hence for the sake of visualisation, the first 2 components of each datapoint’s principal component projection are plotted as a 2-dimensional scatter diagram for each dataset. These components show the directions with the most variation, and hence display the underlying structure most clearly. The 2-dimensional PCA plots are given in Figure 3.6.3 for each of the 4 datasets considered; the PCA information (additional to that in (3.6.7)) is available in §A.1.

The cone-like bounding structure of all plots shows the effects of the weight ordering. This is simply that as the first component’s value increases (most correlated to the largest, and hence last, weight in the 5-vector) the range of values the second component (roughly correlated to the second-largest / second-last weight) can take increases. Or put more simply, the second-last weight takes values up to the size of the last weight and so this places cone-like bounds on the plots. All plots also show higher densities at lower values of the principal components which is also related to this effect.

The PCA plots show that as more of the necessary conditions are added to the datasets, more structure is apparent in the projected outputs. First note the coprime condition causes a negligible change to the distribution of weights. The transverse condition however has a significant effect. The second components become much more limited and the data begins to separate into approximately two forks. Most exciting, is the jump to the full CY data. Now the PCA shows a clear clustering of the 5-vectors at higher values of the first principal component. This distinct separation into clear lines of datapoints shows an intriguing structure to the weights of Calabi-Yau projective spaces, which is not present for spaces with just the transverse condition. The reasons for this separation are unclear, however we
make conjectural statements about a potential relation to the spaces’ Hodge numbers due to a similar structural separation when performing the clustering analysis.

A final note is that the PCA used here was explicitly linear, and hence probes the simplest kind of implicit structure. Kernel PCA methods were also used to analyse these datasets, for a variety of traditional kernels (including Gaussian, sigmoid, and an array of polynomial kernels); however, none of these methods produced as distinct a clustering separation as that for the linear kernel, indicating, that surprisingly, the most prominent implicit structure of the Calabi-Yau weights takes a linear form.

**TDA**

To examine if this linear separation in the CY data is an artefact of the projection of a higher-dimensional structure, topological data analysis was used through persistent homology in the $\mathbb{R}^5$ space.

This persistent homology for the CY data was computed for $H_0$ and $H_1$ (higher $H_n$ up to $n = 4$ can be computed in 5-dimensional space but are incredibly computationally expensive in terms of memory for $n \geq 2$). The persistence diagram for this analysis is shown in Figure 3.6.4 where the diagram plots all members of $H_0$ and $H_1$ as points with their respective $\delta$ values of birth (cycle creation) and death (cycle filling).

As can be seen from the diagram all the members of $H_0$ are blue points born at $\delta = 0$,
these are each of the 0-cycles (i.e. 0-simplices / datapoints) that exist until they are connected by an edge (1-simplex) to any other datapoint. The behaviour shows that there are some datapoints that are significantly further away from the rest of the data and hence join/die much later in the filtration. These points are those with large weight values such that they are far from the origin in the $\mathbb{R}^5$ embedding.

Conversely all members of $H_1$ are points in orange, and as expected all these cycles of 1-simplices/edges which are not boundaries of 2-simplices/triangles lie close to the diagonal line in the persistence diagram. This behaviour indicates a short life of each cycle, a behaviour typical of noise in the dataset. Since traditionally it is only points far from the diagonal that indicate significant persistent structure, there is hence not higher dimensional structure formation or non-trivial topology in the data which would deter from the linear clustering behaviour seen through the PCA.

K-Means

Following intuition from the success of NNs predicting the topological data from the weight vectors (as studied in [114] and repeated below), plots are made to examine the correlations between the sorted weight entries and the Hodge numbers. The observed correlation behaviour is best exemplified plotting against the largest weight, as shown in Figure 3.6.5a.

The behaviour in Figure 3.6.5a shows a similar form of fork-like splitting of the datapoints as in the PCA of Figure 3.6.3d, even with a central fork particularly more dominant than the others. This seemingly linear behaviour between final weight and $h^{1,1}$ is quite surprising, and here again the CY hypersurfaces appear to be separating themselves into classes, according to the ratio of $h^{1,1}$ to the final weight, $w_5$. On the contrary, the behaviour in Figure 3.6.5b follows the familiar mirror symmetry plot [74], complimenting the linear behaviour with $h^{1,1}$ such that their combination will preserve this structure. Similar behaviour also occurs for the other weights in the 5-vectors, as can be seen in §A.2, despite less obvious clustering.

To further examine this clustering phenomena we plot a histogram of the ratio $h^{1,1}/w_5$ in Figure 3.6.6. Note for this plot only datapoints with $w_5 > 250$ were used since this was where the class separation was more prominent such that the cluster identification would be
Figure 3.6.5: Distribution of Calabi-Yau weighted projective spaces, according to their final (and largest) weight and (a) $h^{1,1}$ or (b) $h^{2,1}$ respectively.

Figure 3.6.6: Frequency of the ratio between $h^{1,1}$ and the largest weight, $w_5$, for the CY data with $w_5 > 250$ (where structure more prominent). Peaks indicate a natural clustering.

Improved. As can be seen from the peaks in the figure, there is a clear clustering behaviour. Therefore we reexamine this data of ratios with the use of K-Means clustering.

As motivated by the formation of a set of linear relationships between $w_5$ and $h^{1,1}$ shown in Figure 3.6.5a, and the peak occurrence in the histogram of ratios in Figure 3.6.6, unsupervised clustering methods were used to examine this behaviour.

The ‘outer’ ratio data used to produce the histogram plot, where clustering was more prominent, provides a very suitable database for 1-dimensional K-Means clustering using ‘scaled-max-inertia’ as in (2.3.13). An elbow plot of scaled-max-inertia against number of clusters identifies an optimum of 10 clusters, as shown in Figure 3.6.7.

Using the optimal number of 10 clusters, the separation matches up exceptionally for the outer data, as shown by plots of the cluster bounds in Figure 3.6.8. The clusters sizes for the clusters moving anticlockwise about the plot, for increasing ratio, are: [103, 354, 454, 734, 626, 623, 643, 895, 1419, 1704], highlighting that there is a greater density of points at low $w_5$ as expected, since this was why ‘outer’ data was focused on for clustering.

To measure the clustering performance we use the standard inertia measure over the full dataset, however normalised by the number of ratios across the dataset, $\hat{I}$, and an
Figure 3.6.7: Plot of scaled-max-inertia as the number of clusters used for K-Means clustering varies. The minimum identifies an optimum number of clusters: 10.

Figure 3.6.8: Plot of the bounds of the 10 clusters produced on the outer data \((w_5 > 250)\) via K-Means clustering.

equivalent measure also normalised by the range of the ratios:

\[
\hat{I} = \frac{0.0266}{\max(h^{1,1}/w_5) - \min(h^{1,1}/w_5)} = 0.00084,
\]

(3.6.9)

These values show that clustering performed exceptionally well, as each ratio in the full CY dataset was less than 0.1\% of the ratio-range away from its nearest cluster. Therefore confirming the distinct linear behaviour observed, as well as the class separation. The class partitioned data is made available with the other datasets on the papers respective Github.

**NN Regression**

The topological parameters can be extracted for the weight information following the highly non-trivial formulas of (3.6.3) and (3.6.4).

Both of these formulas require \(gcd\) computations throughout their evaluation. ML methods famously perform badly when approximating these styles of equations and so one would expect the simple NN architecture used here to not be particularly successful. These results
for learning the CY topological parameters from the weights which admit CY hypersurfaces, with the previously described NN regressor architecture are given in Table 3.6.1.

The results show a surprisingly successful predictive ability for the Hodge numbers and Euler number, particularly with $R^2$ values exceeding 0.9. The MAPE values show the Hodge numbers are consistently predicted to be only around a proportion of 0.2 off from their true values, whilst the MSE values provide a less physical measure of learning but are included for reference since they were used as the regressor loss.

Considering the complexity of the equation forms in (3.6.3) and (3.6.4), it is impressive the NNs can learn any correlating behaviour for computation of Hodge numbers or Euler number from the weights alone. Therefore the relatively better performance in learning $h^{1,1}$ is likely due to the apparent linear relationship to the weights as exemplified by the K-Means clustering.

### NN Classification

The conditions for a 5-vector of weights to represent a weighted projective space which can admit a CY hypersurface are particularly special. To probe the necessary conditions of coprimality and transversity equivalent datasets were generated as discussed in §3.6.1, with which the CY dataset was compared.

Due to the exponentially-fitted generation distribution making these weights more representative, differentiating which dataset a 5-vector belongs to is not possible by eye. Therefore it is natural to wish to consider the effectiveness of ML to this classification problem: learning the Calabi-Yau nature.

Three classification architectures (with hyperparameters as previously described) were used to learn to differentiate the CY weights from each of the other datasets: random integers, coprime random integers, and transverse coprime random integers in binary classification problems. Furthermore they were also used to differentiate all 4 datasets in a multiclassification problem.

Results for this learning are given in Table 3.6.2. Measures show that NNs can well differentiate the CY weights from each of the other datasets. As expected there is minimal difference due to introduction of coprimality, since the nature of primes is famously elusive. However, once transversity was included into the dataset the binary classification

<table>
<thead>
<tr>
<th>Measure</th>
<th>Property</th>
<th>$h^{1,1}$</th>
<th>$h^{2,1}$</th>
<th>$[h^{1,1}, h^{2,1}]$</th>
<th>$\chi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$</td>
<td>0.9630</td>
<td>0.9450</td>
<td>0.9470</td>
<td>0.9510</td>
<td></td>
</tr>
<tr>
<td></td>
<td>± 0.0015</td>
<td>± 0.0133</td>
<td>± 0.0041</td>
<td>± 0.0023</td>
<td></td>
</tr>
<tr>
<td>MAPE</td>
<td>0.1493</td>
<td>0.2519</td>
<td>0.2375</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>± 0.0027</td>
<td>± 0.0152</td>
<td>± 0.018</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSE</td>
<td>166.9</td>
<td>147.0</td>
<td>186.9</td>
<td>1746.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>± 10.0</td>
<td>± 35.6</td>
<td>± 13.9</td>
<td>± 82.4</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.6.1: Learning each of the CY topological parameters from the 5-vectors of weights (dataset (d)). Note the final column is Euler number $\chi = 2(h^{1,1} - h^{2,1})$, and since it can evaluate to 0 its MAPE value is not defined. Measurement of learning performance uses 5-fold cross-validation to provide an average and standard error on each measure’s value.
Table 3.6.2: ML results for three different architectures performing binary classification between the CY data and each specified dataset; and in addition multiclassification across all 4 datasets (labelled 'All'). Learning is measured using Accuracy and MCC with 5-fold cross-validation to provide an average and standard error on each measure’s value.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Measure</th>
<th>Dataset</th>
<th>Random</th>
<th>Coprime</th>
<th>Transverse</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regressor</td>
<td>Accuracy</td>
<td></td>
<td>0.7152 ± 0.0035</td>
<td>0.7199 ± 0.0037</td>
<td>0.7430 ± 0.0065</td>
<td>0.4825 ± 0.0035</td>
</tr>
<tr>
<td></td>
<td>MCC</td>
<td></td>
<td>0.4352 ± 0.0065</td>
<td>0.4467 ± 0.0073</td>
<td>0.5003 ± 0.0121</td>
<td>0.3141 ± 0.0043</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>Accuracy</td>
<td></td>
<td>0.7253 ± 0.0029</td>
<td>0.7116 ± 0.0029</td>
<td>0.7464 ± 0.0014</td>
<td>0.4732 ± 0.0070</td>
</tr>
<tr>
<td></td>
<td>MCC</td>
<td></td>
<td>0.4605 ± 0.0054</td>
<td>0.4374 ± 0.0054</td>
<td>0.5174 ± 0.0029</td>
<td>0.3060 ± 0.0078</td>
</tr>
<tr>
<td>Neural Network</td>
<td>Accuracy</td>
<td></td>
<td>0.9189 ± 0.0037</td>
<td>0.9178 ± 0.0030</td>
<td>0.7575 ± 0.0024</td>
<td>0.5881 ± 0.0048</td>
</tr>
<tr>
<td></td>
<td>MCC</td>
<td></td>
<td>0.8380 ± 0.0073</td>
<td>0.8377 ± 0.0056</td>
<td>0.5306 ± 0.0059</td>
<td>0.4615 ± 0.0072</td>
</tr>
</tbody>
</table>

performance dropped, but was still surprisingly good.

A further surprise was the equally good performance of the LRs and SVMs. These simple architectures could accurately classify approximately three-quarters of the data even without using transversity (where this condition was in both CY and compared dataset).

Multiclassification of all datasets was not as strong. However within these measures the identification of the CY data was considerably better, with most of the performance reduction due to misclassifying between random, coprimality, and transversity. To exemplify this we give a sample normalised confusion matrix for the multiclassification with a LR:

\[
CM_{LR} = \begin{pmatrix}
0.116 & 0.013 & 0.029 & 0.091 \\
0.076 & 0.083 & 0.074 & 0.020 \\
0.074 & 0.078 & 0.062 & 0.019 \\
0.026 & 0.004 & 0.008 & 0.228
\end{pmatrix},
\]  

(3.6.10)

where row indicates true class and column predicted class for each of: random, coprime, transverse, CY respectively. The final entry shows nearly all the CY data is correctly classified (0.25 indicates the full quarter of the accumulated datasets). Therefore measures will indicate lower performance where the other conditions cannot be differentiated, and it is likely that these conditions are not the most prominent conditions to indicate the CY property.

To further examine the learning performance we next look explicitly at the misclassifications of the CY data, using again links to the Hodge numbers to identify areas of difficulty. Since the LR performed comparably to the other architectures, and is a significantly simpler architecture than the NN, its use for misclassification analysis seemed the most appropriate.

Due to the simple structure, only 50 5-vectors in each non-CY dataset were used to train the regressor with another 50 CY 5-vectors. The regressor was then used to predict the class of all the CY data (i.e. that it was CY), producing accuracies of: 0.78, 0.81, 0.61 when
Figure 3.6.9: A LR, trained on 50 CY 5-vectors and 50 non-CY 5-vectors, predicts whether all of the CY 5-vectors are CY or not. The plot shows the distribution of the CY surfaces according to their Hodge numbers. Those in blue are misclassified as non-CY, those in orange are correctly classified to be CY. The non-CY vectors come from datasets of Random, Coprime, or Transverse 5-vectors respectively.

training with each of the random, coprime and transverse datasets respectively.

Perhaps more curious is the distribution of these CY misclassifications with respect to their Hodge numbers, plotted in Figure 3.6.9. Training random and coprime datasets in both cases leads to perfect classification of CY spaces with high $h^{2,1}$, whereas training with transverse data leads to perfect classification with high $h^{1,1}$. Note also that investigations showed both other architectures had similar performance with respect to Hodge numbers, as shown by figures in §A.3.

To further investigate the dependence of the learning performance on the Hodge numbers, the CY dataset was binned in two independent ways. The first was according to $h^{2,1}$, and the second according to $h^{1,1}$. The bin bounds were optimised such that an approximately consistent number of CYs had Hodge numbers within each bin’s bounds, with a preset number of 50 bins used (selected to have a suitable bin size > 100). Plots of these bin frequencies are given in Figures 3.6.10a and 3.6.10b.

This produced a CY dataset associated to each bin, with which a non-CY 5-vector dataset was randomly sampled. For the $h^{2,1}$ partition the random dataset was used to sample an equal number of non-CY 5-vectors for each bin, such that the datasets were balanced. As training behaviour for the random and coprime datasets was so similar, only the random
dataset was used in this investigation. Conversely, for the $h^{1,1}$ partition the transverse dataset was used. These choices of non-CY datasets used for training were selected such that they aligned with the predicted behaviour demonstrated in Figure 3.6.9 where random-training improves high-$h^{2,1}$ performance, and transverse-training improves high-$h^{1,1}$ performance.

For each bin’s now balanced dataset an independent LR (with architecture as before) was initialised, trained and tested. A random 80% sample of the bin data was used for training, with testing on the remaining 20% complement. For each bin, the initialisation, training, and testing was repeated 20 times, such that variances on the measures could be calculated. Accuracies were recorded for each bin regressor, as well as the final 5 weights used to define the trained LR.

Accuracies across the bins for both partitions are given in Figures 3.6.10c and 3.6.10d with their respective accuracy variances in 3.6.10e and 3.6.10f. There are near-perfect predictions at the upper ends of these partitions, with relatively very small variances. Determination of the CY property is hence considerably easier for surfaces whose Hodge numbers take extreme values, and pre-training against data with or without the transverse condition can significantly aid learning depending on what values the Hodge numbers take.

Finally, the 5 averaged LR weights are plotted for each bin (with respective variances surrounding them) in Figures 3.6.10g and 3.6.10h. As can be seen by comparing the relative weight sizes, in both cases at the higher ends of the partitions the first two weights particularly dominate the regression\(^{19}\). Since each LR weight aligns with the projective space weight, this indicates at these extremes where learning is particular strong, only the first two (i.e. lowest) weights are needed to identify whether the weighted projective space admits a CY hypersurface. Where only the CY dataset has the transversity property (i.e. training against random) the first weight is the most significant, whilst where transversity is in both datasets (i.e. training against transverse) the second weight is the most significant.

\[^{19}\text{Note that in the LR architecture the intercept is set to 0 such that optimisation must focus on the relative sizes of the inputs.}\]
Figure 3.6.10: Relevant plots for LR learning of the 5-vectors being CY or non-CY. Where the non-CY data was the Random data then binning was according to $h^{2,1}$, where it was Transverse data then according to $h^{1,1}$. The CY data was binned according to either $h^{1,1}$ or $h^{2,1}$. Figures (a) & (b) show the number of CYs in each Hodge partition bin (half the dataset used in each case as non-CYs cannot be plotted without known Hodge numbers). Figures (c) & (d) show the average accuracies for the LR learning in each case, with (e) & (f) the respective variances (very small comparatively). Finally, figures (g) & (h) show the averaged trained LR weights, plotted with their variances as bands about the average values.
Conclusion

Through the use of unsupervised ML methods a linear clustering structure of the weighted projective spaces that admit CY hypersurfaces was identified. This structure was first observed through PCA, corroborated with TDA, and then observed again due to relations with the hypersurface’s Hodge numbers confirmed with strong clustering measures.

Supervised ML methods then learnt to predict the CY topological parameters from the weights directly to a surprisingly exceptional accuracy, perhaps making use of this simple structure. In addition, simple classifier architecture could detect whether a generic weighted-$\mathbb{P}^4$ admitted a CY hypersurface from the weights alone, and with specific pre-training could reach perfect performance at certain extremes of Hodge numbers.

Further analysis into this CY clustering behaviour for weighted-$\mathbb{P}^4$’s would hope to uncover its source, simultaneously explaining the success of ML techniques on this dataset.

3.7 Brane Webs (2202.05845)

As introduced in §2.2 and exemplified in Figure 2.2.1, brane webs are a diagrammatic tool to represent 5-dimensional superconformal field theories coming from Type IIB string theory [102], [275]. The $(p, q)$ plane gives the 5-brane charges dictating their orientation and subsequent intersection in these intermediate dimensions.

A brane web (with a single intersection/junction taken to be the origin) can be represented using a web matrix

$$W_L = \begin{pmatrix}
    n_1p_1 & n_2p_2 & \cdots & n_LP_L \\
    n_1q_1 & n_2q_2 & \cdots & n_Lq_L
\end{pmatrix}, \quad (3.7.1)$$

for a web with $L$ legs. To standardise the convention all brane charges are taken to be incoming, the legs are sorted anticlockwise from the negative $p$ axis, and the 5-brane multiplicity of a leg can be taken to be $gcd(p_i, q_i) = n_i$ when the $n_i$ factors are absorbed into the $p_i, q_i$ terms.

Brane webs provide a method to classify 5-dimensional superconformal field theories which arise form this construction according to the $SL(2, \mathbb{Z})$ and Hanany-Witten (HW) equivalences [276]–[279]. In this study the focus of the classification is restricted to webs of 3 legs connected at a single junction, where each of the legs ends on a 7-brane (as described in Table 2.2.1). This choice simplifies considerations avoiding the need deal with irreducible junctions or multiple webs existing for each 7-brane set.

In string theory, the introduced 7-branes are a source of the axiodilaton $\propto log(x^5 + ix^6)$, leading to a branch cut traditionally oriented away from the junction but can have any orientation provided the appropriate monodromy action is applied to any other leg when the branch cut sweeps through it. For the 7-branes to preserve supersymmetry there is an extra condition on the self-intersection, defined

$$\mathcal{I} = \left| \sum_{i<j} \det \begin{pmatrix} p_i & p_j \\ q_i & q_j \end{pmatrix} \right| - \sum_{i=1}^{L} gcd(p_i, q_i)^2, \quad (3.7.2)$$

over the $L$ legs of the brane web, requiring $\mathcal{I} \geq -2$ since it is equivalent to the Coulomb branch dimension $d_{CB} = \frac{\mathcal{I}+2}{2} \geq 0$. Beyond the self-intersection condition for the 7-branes,
the brane web must also satisfy charge conservation at the junction such that \(0 = \sum_i p_i = \sum_i q_i\), and also a consistency in removing the 5-brane multiplicity \(n_i\) for all legs such that \(\gcd(p_i, q_i) = 1\) when removed.

Consistent webs (satisfying these requirements) can be classified into equivalence classes where they describe the same superconformal field theory. The classes consist of webs connected by any number/combination of \(SL(2, \mathbb{Z})\) and HW transitions, as depicted in Figure 2.2.1 for 3 example webs in the same class. For the web matrices the \(SL(2, \mathbb{Z})\) action, transforms all legs as

\[
\begin{pmatrix} p_i \\ q_i \end{pmatrix} \mapsto \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} p_i \\ q_i \end{pmatrix},
\]

(3.7.3)

with \(a, b, c, d \in \mathbb{Z}\) and \(ad - bc = 1\). Whilst the HW transition acts firstly on a chosen leg \((p_j, q_j)\) by moving it to the other side of the junction to \((-p_j, -q_j)\) (since leg length is not a parameter of the theory), leaving a branch cut which now passes through the junction. Sweeping this branch cut clockwise induces a monodromy action on the leg the branch cut is swept through \((p_i, q_i)\) via

\[
\begin{pmatrix} p_i \\ q_i \end{pmatrix} \mapsto \begin{pmatrix} 1 + p_j q_j \\ -p_j^2 q_j^2 \end{pmatrix}, \begin{pmatrix} p_i \\ q_i \end{pmatrix} = \begin{pmatrix} 1 - p_j q_j \\ 1 \end{pmatrix},
\]

(3.7.4)

or alternatively using \(M^{-1}_{(p_j, q_j)}\) for an anticlockwise sweep. Finally the moved leg’s multiplicity is updated to preserve charge at the junction \(n_j = \frac{1}{p_j} \sum_{i \neq j} p_i = \frac{1}{q_j} \sum_{i \neq j} q_i\).

Since the focus is on 3-leg brane webs, the classification is equivalent to that of 7-brane sets (since each set of 3 7-branes has a unique 5-brane web). These sets of 3 7-branes have been conjectured to be partitioned into classes according to the three parameters: total monodromy \(M_{\text{total}}\), asymptotic charge invariant \(\ell\), and rank (i.e. dimension of the Coulomb branch) \(d_{\text{CB}}\), as defined for \(W_3\) webs

\[
M_{\text{total}} = M_{(p_1, q_1)} M_{(p_2, q_2)} M_{(p_3, q_3)},
\]

\[
\ell = \gcd \left( \det \begin{pmatrix} p_1 & p_2 \\ q_1 & q_2 \end{pmatrix}, \det \begin{pmatrix} p_1 & p_3 \\ q_1 & q_3 \end{pmatrix}, \det \begin{pmatrix} p_2 & p_3 \\ q_2 & q_3 \end{pmatrix} \right),
\]

(3.7.5)

\[
d_{\text{CB}} = \frac{I + 2}{2}.
\]

To probe the validity of this classification with techniques from ML a notion of strong, and weak equivalence was defined:

\(\sim\) Strong equivalence \(\implies\) webs have been explicitly transformed into each other through a series of \(SL(2, \mathbb{Z})\) and HW moves.

\(\sim\) Weak equivalence \(\implies\) webs have the same invariants as in (3.7.5), and number of legs.

With these definitions, strong equivalence naturally implies weak equivalence but not vice versa, as the equality of these 3 invariants between two webs is a necessary but not sufficient condition for strong equivalence. ML results then indicate the incompleteness of this classification via weak equivalence, as demonstrated by explicit examples in [36], [281].

### 3.7.1 The Brane Web Data

The brane web data was set up as web matrices, and since focus was on 3-leg webs the \(W_3\) matrices were \(2 \times 3\), which were flattened for NN input.
Balanced datasets were generated for both strong and weak equivalences. Initially for the weak equivalent data, denoted \( X \), all consistent webs with \( p, q \in [-3, 3] \) and \( n \in [1, 3] \) were exhaustively generated, for each web their 3 invariants of (3.7.5) computed, the webs were then collected into their 14 weak equivalence classes and 48 randomly selected from each such that the dataset of 672 webs was balanced. For the strong equivalent data, denoted \( Y \), a single web was taken from each weak equivalence class (these are naturally strong inequivalent) and a series of \( SL(2, \mathbb{Z}) \), HW, and shuffle\(^{20}\) moves were performed on the web to produce 48 webs, and again a balanced dataset of 672.

This process was also expanded to perform an exhaustive web data generation. Made available on the respective GitHub is a database of all consistent webs (with entries \( \leq 100 \)) which can be generated from initial webs with \( p, q \leq 5 \) via 2 iterations of an \( SL(2, \mathbb{Z}) \) and HW move (considering all \( SL(2, \mathbb{Z}) \) matrices with entries \( \leq 5 \), and HW moves on all legs). This database is partitioned into the respective strong equivalence classes, and each of these classes partitioned into the subsequent weak equivalence classes, for ease of searching. There is a complementary notebook with functionality to compute invariants, compare equivalences, and generate random equivalent webs from this data.

**Example:** A candidate brane web considered in the learning had web matrix

\[
\begin{pmatrix}
-4 & 3 & 1 \\
-2 & -1 & 3
\end{pmatrix}
\]

such that the \( gcd \) multiplicities were 2,1,1 respectively for each leg (column). Following the computations in (3.7.5), this web has invariants

\[
M_{\text{total}} = \begin{pmatrix}
-67 & 76 \\
-149 & 169
\end{pmatrix},
\]

\( \ell = 5 \),

\( d_{CB} = 3 \).

Therefore the flattened web matrix as a 6-vector \((-4,3,1,-2,-1,3)\) made up the input for the SNN embedding, or TDA directly.

### 3.7.2 ML Results

The primary goal of this paper was to use ML architectures to aid in the partitioning of webs into their true equivalence classes. To perform this a SNN architecture was used. The aim of SNNs is to train a NN that can effectively embed input vectors into some abstract space such that those which are similar are close in Euclidean distance in the embedding space, and those which are not similar are far away. In this context this equates to webs in the same class being close in the SNN embedding space.

The SNN set-up used trained 3 identical NNs (with the same hyperparameters and parameters) in an identical manner according to a triplet loss. This triplet loss was minimised\(^{20}\)

\(^{20}\)Note that shuffle moves are an additional redundancy in the representation according to the leg ordering in the web matrix, acting with the permutation group on the matrix columns shuffles this representation trivially giving the same web.
for each triplet set, which contained an ‘anchor’ web, along with a ‘positive’ web which it was equivalent to and a ‘negative’ web it was not equivalent to. Minimisation of the loss would map the anchor and positive webs to the same point in the embedding space, and the negative web to a point at least the threshold distance away. Once trained, the embedding of any two input webs should exceed the threshold value if they are not equivalent, and this can be used for classification. In this work, despite there only being 672 webs per dataset, the grouping into triplet sets for training, and pairs for testing significantly inflates the amount of data for learning.

SNNs embedded the 6-dimensional web matrix data ($W_3$ flattened and imagined in $\mathbb{R}^6$) into $\mathbb{R}^{10}$, and could well identify whether a pair of webs was in the same weak equivalence class or not: (accuracy, MCC) of (1, 1) for two weak classes, and (0.77, 0.55) between all 14. However the SNNs had negligible success for the strong equivalence classes: (accuracy, MCC) of (0.5, 0) between two classes or all 14 (i.e. no learning). This motivated analytic work to check the compatibility between strong and weak equivalences and ultimately lead to explicit examples which highlighted the gaps in the classification via invariants.

Visualisation of the web data and SNN embedding was performed using non-linear t-SNE methods to reduce both the $\mathbb{R}^6$ and $\mathbb{R}^{10}$ spaces to $\mathbb{R}^2$ for plotting. However, my predominant contribution was the higher-dimensional direct analysis of these raw and SNN embedded datasets through TDA’s persistent homology.

**Raw Web Data:** Each web in the raw web datasets $X$ and $Y$ amounts to the contents of the web matrices $W_3$. These 6 integers were plotted in $\mathbb{R}^6$ for the persistent homology analysis. Noting that, since datapoints are restricted to the integer lattice this translates to a grid-like distribution of features in the persistence diagrams, as only at specific radii can balls intersect and change the VR complex.²¹

The analysis was performed for both datasets of 672 web datapoints, $X$ in Figure 3.7.1a and $Y$ in Figure 3.7.1b. The HW moves in the generation process for $Y$ lead to much larger web matrix entries, as reflected in the larger scales and finer grid structure in 3.7.1b. For the $X$ data the roughly uniform distribution of $H_0$ features indicates points are uniformly distributed in the space, as expected from the exhaustive generation procedure over the search space. Conversely the $Y$ data has a slightly larger gap in the line (~125-145, note the much larger scale here) indicating there are clusters of points further from the main cluster, likely a result of some HW moves jumping datapoints away from the bulk.

Both datasets have $H_1$ features close to the diagonal, behaviour typical of noise; since there are no features far from the diagonal there is not a significant loop structure in the data which would otherwise indicate regions either omitted from the sampling or not physically plausible.

**SNN Embedded Web Data:** The embedded web data is the result of the SNN’s base model NN mapping all the 6-parameter web matrix data into the $\mathbb{R}^{10}$ embedding space, where the aim of the SNN is to create an embedding model which separates inequivalent webs into their respective clusters.

²¹Note also that this grid-like behaviour occurs for the projective space weight data in §3.6.2 as well, but there the larger range of integers in the data make the grid effect negligible.
Figure 3.7.1: Persistence diagrams for $H_0$ and $H_1$ on the web $(n_ip_i, n_iq_i)$ data and SNN embedded data, for datasets $X$ and $Y$ respectively.

The $H_0$ analysis for the embedded $X$ data in Figure 3.7.1c shows a continuous stream of features indicating points merging together to form independent simplices, then the gap ($\sim 1.10-1.20$) followed by a collection of features closer together indicates the separate clusters for each of the web classes combining together to finish the filtration. Since the features are relatively close they represent more symmetrically distributed clusters, nice behaviour since a priori no equivalence classes should be especially more related than others. This behaviour supports the success of the SNN embedding to separate the webs into clusters based on the equivalence used for training. The $H_0$ features for the embedded $Y$ data, in Figure 3.7.1d, has similar behaviour, however the cluster separation is less uniform, indicated by the less consistent line where clusters aren’t combining smoothly and then only a couple of features are separated from the main line ($>8$), therefore some of the classes’ clusters merge earlier, and are not as well separated as in the embedded $X$ data, making this classification worse, and hence supporting the poorer learning results observed.

For both embedded datasets the $H_1$ features lie close to the diagonal, again indicating a lack of significant loop structures in the data clouds such that the clustering performs
as expected. The embedded $X$ data has many more higher birth features (relative to the respective $H_0$ scales), likely a consequence of the better separated clusters combining later in the filtration.

**Conclusion**
The relative performance of supervised ML methods indicated the need to refine the classification of 3-leg brane webs (and equivalently sets of 3 7-branes) using the invariants of (3.7.5). SNNs learnt to well separate the web data according to the invariants, but could not well separate the classes of webs connected by explicit $SL(2,Z)$ and HW moves.

Persistent homology of the datasets highlighted the success of the embedding for the *weak* equivalent data, as well as the significance of the HW moves in more substantially changing the range of consideration for the leg sizes.

### 3.8 Cluster Algebras (2203.13847)

As introduced in §2.1, cluster algebras are a mathematical framework with intriguing combinatorial structure. Central to this is their generation process built from a single seed, containing a cluster of $r$ cluster variables and an $r \times r$ exchange matrix (interpretable as a quiver adjacency matrix). Mutation on any of the $r$ cluster variables (and the respective quiver node) updates that cluster variable to produce a new cluster (with one variable different) and also a new quiver; as dictated in (2.1.1) and (2.1.2), and exemplified in Figure 2.1.2b.

Exhaustive application of this mutation action on all variables in a seed’s cluster, and then on all variables in the new seeds’ clusters, and repeating exhaustively produces a (potentially infinite) set of seeds. The union of all the clusters from this set gives the full list of unique cluster variables, as generators of the underlying algebra. In a sense, the variables in the initial seed (with the quiver) generate the full list of generators for the algebra, and this condensed representation for the algebra, which can effectively be represented exclusively by an initial quiver (as the initial cluster is often just $\{x_1, x_2, ..., x_r\}$), is a defining feature of these algebras. The subsequent cluster variables produced from repeated mutation all obey a Laurent phenomenon, in that they can each be expressed as a Laurent polynomial in the initial cluster’s variables (i.e. a rational function with a single monomial denominator). In particular since the mutation process in (2.1.2b) only involves addition there is a preserved positivity such that all monomial coefficients are positive integers [52].

The algebra types are classified into 3 categories: finite, finite-mutation, infinite. The finite type algebras (built using initial quivers as directed Dynkin diagrams) have a finite number of cluster variables which generate them, and hence a finite number of seeds that can be produced via mutation. The finite-mutation algebras have a finite number of exchange matrices (i.e. quivers) that can be produced via mutation, but may have infinitely many clusters and cluster variables; such that they expand the finite type to include more examples (as described in §2.1). The infinite types then are the complement to finite-mutation with infinitely many exchange matrices, and hence also infinitely many clusters, cluster variables, and seeds.

For any cluster algebra the combinatorics of its generation via mutation can be represented by an exchange graph. Each seed is represented by a vertex of the graph and an
edge connects two seeds’ vertices if the seeds can mutate into each other. Starting from an initial seed (at depth 0), all of the $r$ variables can be mutated to give up to $r$ new seeds (at depth 1), then each of these new seeds can be mutated on each of their $r-1$ variables to give up to $r(r-1)$ new seeds (depth 2), etc. In the limiting case all mutations give new seeds and the exchange graph is a tree, however mutations may produce seeds already seen and when this occurs the introduced edges start to form cycles in the graph. For these exchange graphs it may be possible to always generate new seeds via mutation (infinite and finite-mutation types) such that the graph is infinite, or there may be a maximum depth where no new seeds are generated (finite type) leading to a closed graph.

One may also construct another graph representing connectivity under mutation by considering only the quiver part of the seeds, i.e. the exchange matrix. This exchange graph represents how all the possible exchange matrices are connected via mutation action. This in turn is called the quiver exchange graph, and is often significantly smaller than the exchange graph with cluster information at any depth. This is because many seeds may have the same exchange matrix but different clusters, making them the same vertex in the quiver exchange graph but different vertices in the exchange graph. To make clear the differentiation between these types of exchange graph we will call the graph where the seeds include the cluster information the seed exchange graph. These quiver exchange graphs may be infinite as more quivers can also be mutated to (infinite type) or closed where only finitely many quivers can be generated (finite-mutation and finite type).

The finiteness of these seed and quiver exchange graphs is exactly what specifies the algebra type. Analysing the combinatorics of these graphs and the frequency of repeated seed generation leading to cycles, techniques from network analysis and ML can start to probe the structure of how finite or infinite certain algebras are. In this respect, the finite-mutation types which are not finite act as an interesting bounding case between the finite and infinite types, where their quiver exchange graph is finite but their seed exchange graph is infinite.

Cluster algebras have a range of applications in physics: from an interpretation of the exchange graph mutation as quiver Seiberg duality (as examined in §3.2), to duality extensions to incorporate more general symmetries, to Toda field theories, to wall crossing, and to scattering amplitudes. Additionally, finite-mutation type cluster algebras can be related to complete quantum field theories. Therefore the analysis of cluster algebras opens doors to new theories and computational efficiencies alike, providing some physical motivation for this study.

**Cluster Algebra Example:** The prototypical example for cluster algebras is the finite type rank 2 algebra: $A_2$. This has quiver given by the directed $A_2$ Dynkin diagram shown in Figure 3.8.1a.

Starting with the initial seed $\{x_1, x_2\}$ and the $A_2$ quiver, one can mutate about either of the quiver vertices. With each mutation, since the rank is too small for the quiver to include...
Figure 3.8.1: The quiver for the $A_2$ example cluster algebra (a), as well as its exchange graph (b) where permutation equivalence is not applied. The respective clusters for each vertex in the exchange graph are:

\[ \begin{align*}
0 & : [x_1, x_2], \\
1 & : [(x_2 + 1)/x_1, x_2], \\
2 & : [x_1, (x_1 + 1)/x_2], \\
3 & : [(x_2 + 1)/x_1, (x_1 + x_2 + 1)/(x_1 x_2)], \\
4 & : [(x_1 + x_2 + 1)/(x_1 x_2), (x_1 + 1)/x_2], \\
5 & : [(x_1 + 1)/x_2, (x_1 + x_2 + 1)/(x_1 x_2)], \\
6 & : [(x_1 + x_2 + 1)/(x_1 x_2), (x_2 + 1)/x_1], \\
7 & : [(x_1 + 1)/x_2, x_1], \\
8 & : [x_2, (x_2 + 1)/x_1], \\
9 & : [x_2, x_1],
\end{align*} \]

and the quiver node mutated on to connect each seed is given as the respective edge feature.

2-paths, the only change to the quiver is a reversal of the single edge’s orientation. Therefore in this simple $A_2$ case the quiver exchange graph is just 2 vertices connected by an undirected edge to represent both these quivers (which we consider not equivalent via permutation$^{24}$), the second quiver exchange matrix being just the transpose of the first. Furthermore in the seed exchange graph, Figure 3.8.1b the quiver alternates between these two forms around the exchange graph’s loop.

To exemplify the mutation process, consider for this $A_2$ algebra the mutation of the seed associated to vertex 4 in the exchange graph on the quiver vertex labelled 1 (associated to the second variable), which mutates the seed to the seed labelled 6 in the seed exchange graph. The quiver associated to this seed is the same as for the initial seed, as shown in Figure 3.8.1a. Therefore the exchange matrix is \( \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \), which updates to its transpose under the process in (2.1.2). The cluster \([(x_1 + x_2 + 1)/(x_1 x_2), (x_1 + 1)/x_2] \) is respectively mutated on its second variable following the process in (2.1.1) with \( k = 2 \). The process hence keeps the first variable unchanged and updates the second variable where the first numerator term in (2.1.1) is just the first variable (as \( EM_{12} = 1 \)) and second numerator term is just 1 (since there are no negative entries in the second column). Therefore \( \frac{(x_1+1)}{x_2} \xmapsto{} \frac{(x_1+x_2+1)/(x_1 x_2+1)}{(x_1+1)/x_2} = \frac{(x_2+1)}{x_1} \), matching the expected cluster for seed 6.

3.8.1 The Cluster Algebra Data

In this study, focus was on the exchange graphs of cluster algebras, considering a selection that spans the three possible types. How these graphs take shape as they are generated was analysed and application of ML techniques to study their respective cluster algebras introduced. In spirit this extends the work in \[31\] summarised in §3.2 where ML was applied.

\[24\]It is common in cluster algebra studies to consider clusters which are permutations of each other to be the same, we however consider them to be independent as is later motivated.
to quiver exchange graphs to learn the underlying Seiberg duality. The *sagemath* ‘Cluster Algebra and Quiver’ package \(^{234}\) was used to perform mutation and handle cluster algebra seeds.

The cluster algebras considered in these investigations were denoted by the respective initial seeds used to generate them. These were hence defined by a choice of exchange matrix, each paired with the initial cluster \(\{x_1, x_2, ..., x_r\}\). For the purposes of considering a consistent rank with enough interesting structure, but not too large so as to require excessive computational resources, all these algebras were of rank \(r = 4\). Across the 3 types, 7 specific algebras were selected. These included 3 finite type algebras, generated from orientations of the \(A_4, D_4,\) and \(F_4\) Dynkin diagrams (denoted \(A_4, D_4, F_4\) respectively). Note the \(F_4\) algebra does not lie in the skew-symmetric classification, but is a skew-symmetrisable finite type\(^{25}\).

Next, 2 orientations of the affine \(\tilde{A}_3\) type were used as finite-mutation type algebras which are specifically not finite type; such that one had 1 anticlockwise 3-path and 1 clockwise arrow (denoted \(A_{13}\)), whilst the other had a 2-path in each direction (denoted \(A_{22}\)). Lastly, 2 infinite type algebras (denoted \(I_1\) and \(I_2\) respectively) were generated from the exchange matrices

\[
EM_{I_1} = \begin{pmatrix} 0 & 2 & 0 & 0 \\ -2 & 0 & 1 & 0 \\ 0 & -1 & 0 & 1 \\ 0 & 0 & -1 & 0 \end{pmatrix}, \\
EM_{I_2} = \begin{pmatrix} 0 & 2 & 0 & -2 \\ -2 & 0 & 2 & 0 \\ 0 & -2 & 0 & 1 \\ 2 & 0 & -1 & 0 \end{pmatrix}.
\]

The quivers for each of these initial seed exchange matrices are shown in Figure B.1.1 available in \(\S B.1\).

Beyond the choice of Dynkin or affine Dynkin type, an orientation to each quiver must be prescribed. The *sagemath* package initiates the finite type quivers with bipartite orientations, such that each node is either a source or a sink. Whilst the ambiguity to select an orientation may appear to lose generality, where the quiver’s underlying graph is a tree (as for our finite types) any orientation is mutation equivalent to any other orientation \(^{53}\). Therefore for finite types, a choice of orientation is effectively a choice of initial point to expand around in the same exchange graph. Note this does not apply for the other mutation types, hence choosing any 2 different orientations produces 2 different cluster algebras and 2 different exchange graphs (as exemplified by the 2 chosen orientations of \(\tilde{A}_3\) giving the 2 different \(A_{13}\) & \(A_{22}\) algebras). These cluster algebras were chosen such that under mutation similar Laurent polynomial styles (in particular monomial coefficients) were occurring so it was non-trivial to differentiate the seed representations by eye ahead of ML.

Due to the significant growth of complexity in the infinite type Laurent polynomials with depth, especially \(I_2\) where depth 5 could not be computed in a feasible time, the core focus of the exchange graph analysis and subsequent ML was chosen to be up to and including depth 4. In building the seed exchange graphs, clusters were not considered equivalent if their variables were the same but in a different order. As we see in later analysis identifying

\(^{25}\)The skew-symmetrisable (but not skew-symmetric) exchange matrices can be represented by quivers still but require a double weighting on the respective edge to denote the exchange matrix non-symmetric entries. In the skew-symmetric case these entries are the same in magnitude, giving the edge weighting.

\(^{26}\)We emphasise here the notation \(A_{22}\) (\(A_{13}\)) does not relate to \(A_{22}\) (\(A_{13}\)), but an orientation of affine \(\tilde{A}_3\).
by this permutation equivalence loses some elegant symmetric structure in the exchange graphs. We account for the possibility of this causing some degeneracy in cycles on a case by case basis and mention where that happens explicitly. Also to further motivate this choice, when defining an algebra only the cluster variables are important and hence taking the union of all clusters still produces the same generating set with or without application of this equivalence. Exchange graphs up to depth 4 are given for each of the considered cluster algebras in Figure B.2.1 available in §B.2

Prior to any thorough data analysis of these exchange graphs, the types can begin to be distinguished by the number of seeds at each depth, as shown in Figure 3.8.2. Although it can be seen already that this information is not sufficient for classification, as more seeds are generated the finite type algebras are more likely to be reproducing previous seeds. We believe that there is a similar behaviour where finite-mutation types (that are not finite) are also more likely to reproduce seeds than infinite types, as they are on the boundary between finite and infinite.

Example: To give an example of typical seed information we arbitrarily select seed 30 from the A4 seed exchange graph in Figure B.2.1a whose exchange matrix and cluster take the form:

\[
EM_{A4:30} = \begin{pmatrix}
0 & -1 & 1 & 0 \\
1 & 0 & -1 & 1 \\
-1 & 1 & 0 & 0 \\
0 & -1 & 0 & 0
\end{pmatrix},
\]

\[
\left\{ x_1, \frac{x_1 x_3^2 + x_1 x_3 + x_2 x_4 + x_3 + 1}{x_2 x_3 x_4}, \frac{x_2 x_4 + x_3 + 1}{x_3 x_4}, \frac{x_3 + 1}{x_4} \right\}.
\]
### Table 3.8.1: Network analysis of the seed exchange graphs (EGs) generated to depth 4 for the 7 cluster algebras considered. The first 3 algebras are finite type, the latter 2 are infinite type, and the remaining 2 are finite-mutation type but not finite type (hence having infinite seed EGs). The analysis lists: the number of vertices in the EG; the density of the EG; the triangle and square average clustering coefficients; the Wiener index (both full form and normalised form); the eigenvector centrality analysis listing the central vertex and then the size of the smallest difference in centrality from the initial seed "0" to the clusters at depth 1; and finally the information on the minimum cycle basis showing the length of the basis cycles and the frequency of those lengths in the basis.

<table>
<thead>
<tr>
<th>Cluster Algebra</th>
<th>Number of Vertices</th>
<th>Density</th>
<th>Clustering (tri, squ)</th>
<th>Wiener Index (full, norm)</th>
<th>Centrality (centre, diff)</th>
<th>Min cycle basis ([length, freq])</th>
</tr>
</thead>
<tbody>
<tr>
<td>A4</td>
<td>72</td>
<td>0.034</td>
<td>(0, 0.058)</td>
<td>(13968, 5.46)</td>
<td>(0, 0.029)</td>
<td>[4, 17]</td>
</tr>
<tr>
<td>D4</td>
<td>80</td>
<td>0.029</td>
<td>(0, 0.037)</td>
<td>(17941, 5.68)</td>
<td>(0, 0.037)</td>
<td>[4, 13]</td>
</tr>
<tr>
<td>F4</td>
<td>65</td>
<td>0.040</td>
<td>(0, 0.064)</td>
<td>(10700, 5.14)</td>
<td>(0, 0.031)</td>
<td>[4, 17], [6, 3]</td>
</tr>
<tr>
<td>A13</td>
<td>109</td>
<td>0.020</td>
<td>(0, 0.034)</td>
<td>(35284, 5.99)</td>
<td>(0, 0.054)</td>
<td>[4, 12]</td>
</tr>
<tr>
<td>A22</td>
<td>105</td>
<td>0.021</td>
<td>(0, 0.016)</td>
<td>(32664, 5.98)</td>
<td>(0, 0.061)</td>
<td>[4, 8]</td>
</tr>
<tr>
<td>I1</td>
<td>79</td>
<td>0.031</td>
<td>(0, 0.065)</td>
<td>(17174, 5.57)</td>
<td>(0, 0.015)</td>
<td>[4, 18]</td>
</tr>
<tr>
<td>I2</td>
<td>117</td>
<td>0.019</td>
<td>(0, 0.037)</td>
<td>(41160, 6.07)</td>
<td>(0, 0.063)</td>
<td>[4, 12]</td>
</tr>
</tbody>
</table>

3.8.2 Network Science Results

The intricate graph structure of the exchange graphs exemplified by Fig. [B.2.1] is suggestive for an examination with network science. For each of the cluster algebras considered the seed exchange graphs generated to depth 4 were thus compared with a variety of network analysis techniques. The results of the analysis are provided in Table 3.8.1 and use a range of assessment techniques across the core themes of network analysis, including: clustering analysis, shortest path analysis, centrality analysis, and cycle basis analysis.

For each seed exchange graph (sometimes denoted EG) the number of distinct seeds (i.e. vertices in the exchange graph) up to depth 4 is given. As expected the infinite cluster algebras (including A13 and A22 which are distinctly not finite) have more total vertices, except for I1 which is surprisingly low. This is due to the finite type algebras usually reproducing more previously generated seeds as mutation continues to higher depths.

Further vertex analysis usually considers the degree distribution, but due to the construction process for seed exchange graphs all vertices will have degree 4, except those truncated from further mutation by the depth limit. Therefore this would provide little insightful analysis for this graph style.

The exchange graph density then considers the number of edges, as opposed to the number of vertices. Here, the total number of edges in the graph is divided by the total number of possible edges (i.e. the number of edges in a complete graph with the same number of vertices). Due to there being 4 edges per vertex in the depths up to 3, as each cluster has 4 variables to mutate, these density scores correlate with the number of vertices. The finite types have higher densities as they are more tightly-knit graphs and are further from the more tree-like structure of the infinite types, as can be seen in the graphs of Figure [B.2.1]. In addition, the finite-mutation types with infinite exchange graphs have a slightly higher density than most infinite types (better represented by I2), supporting that they are on this border of the seed exchange graphs closing up from infinite to finite. Although I1 has a higher density, closer to the finite types at this depth, as can be seen in its seed exchange...
graph, it does show the typical tree-like substructure of infinite types, with an unusual star-pattern of lines of 4-cycles forming a net-like structure between the tree subgraphs coming off them.

**Clustering Analysis:** *Clustering coefficients* give information about how vertices cluster within graphs. The two styles of coefficient considered here are both global in nature, and consider the number of triangles (3-cycles) or squares (4-cycles) that exist in the graph relative to the total number of possible triangles or squares that could exist.

For all the algebras there were no triangles in the seed exchange graphs. This is expected since it would require seeds to either jump mutation depths or connect the same depth. Both these scenarios are not possible since any 2-path of connected vertices either spans 3 depths so closing this 2-path into a 3-cycle would require the mutation that this closing edge represents to jump a depth (i.e. mutating two variables simultaneously), or the 2-path has the initial seed as its centre vertex and hence the vertices which need to connect would both be depth 1 and unable to mutate to each other, as they are both a different mutated-variable from the initial seed, hence again requiring a double mutation.

This idea generalises to all odd size cycles. Since each mutation changes the depth of seed under consideration, for any sequence of mutations to close into a cycle the number of mutations increasing depth must equal the number reducing the depth. Therefore all cycles must be of even length for these seed exchange graphs.

However all the algebras have a non-zero square clustering coefficient. Squares, or 4-cycles, in a seed exchange graph indicate the scenario where two mutation actions commute; i.e. a seed can have two variables mutated in either order to produce the same seed. The frequency of this commutative action interestingly does not appear to correlate with the algebra type, exemplified by D4 having the same coefficient as \( \mathbb{I}_2 \) and A13 having over double the coefficient value of A22.

**Shortest Path Analysis:** The shortest path analysis carried out comes in the form of the *Wiener index*. This index computes the sum of the shortest paths between all pairs of vertices (the full form), which we also normalise by the number of pairs of vertices, \( nC^2 \), to give an average shortest path between vertices. The normalised form is more useful for comparison and indicates that infinite types (excluding \( \mathbb{I}_1 \)) have vertices further separated on average. This measure provides an indication of the frequency of cycles, and also the placement of them. If they are more spread over the graph (as for F4) they are more useful in shortening the shortest paths between outer vertices.

**Centrality Analysis:** Centrality of a network determines the natural centre vertex. Due to the generation process being from an initial seed to some depth, this would make the initial seed (labelled 0) the logical choice. However, experimentation with some lower rank algebras showed this was not always the case so it is good to confirm for these algebras considered. The centrality measure used was *eigenvector centrality*, which performs eigendecomposition of the graph’s adjacency matrix, then taking the eigenvector with the largest eigenvalue, whose entries indicate the relative importance of each vertex in the network. In addition to the computed centre vertex (highest respective entry), the difference in centrality between
the centre initial seed and the most central seed at depth 1 is given. Where this difference is large, as for most of the infinite types, the initial seed is a more obvious centre. However, the difference is remarkably small for $I_1$, which we believe to be attributed to the symmetry of 4-cycles surrounding the centre cycle with vertices labelled from $[0,4,7,1]$.

**Cycle Basis Analysis:** Where the exchange graphs diverge from the limiting case of an infinite tree, cycles are introduced to the graph as seeds are reproduced through mutation. As more cycles are added the graph begins to close, becoming ‘more finite’ in the process with less new seeds produced per mutation. It is hence this cycle structure we believe to be key to what dictates the cluster algebra behaviour, correlating loosely with the algebra type. Not only the frequency of cycles, but their distribution of sizes is an area of particular interest.

To analyse the cycle structure of each seed exchange graph, the minimum cycle basis for each was computed. The minimum cycle basis puts emphasis on selecting basis cycles with the lowest lengths, which can then be summed by symmetric difference in the cycle vector space to produce any cycle in the graph. Since the symmetric difference of any 2 even cycles is also even ($s$-cycle + $t$-cycle with $u$ overlapping edges = ($s + t - 2u$)-cycle), this corroborates the idea that all cycles being even is self-consistent. A corollary of this is that all cycles in any seed exchange graph basis will be even also. In Table 3.8.1 the structure of the minimum cycle bases for each algebra is given. Since each cycle space can have many legitimate bases, the actual basis content was not of focus; instead the number of cycles required (‘freq’) and of what sizes (‘length’) provide the interesting information for analysis.

It turns out for most of these algebras, that the cycle spaces at this depth can be constructed from exclusively 4-cycles (this does not hold in general at higher depths). 4-cycles are the natural lower bound of cycle sizes in seed exchange graphs. This is because any mutation sequence (longer than the trivial involution 2-cycle for all edges) has to mutate on any vertex at least twice to change it back, hence 4-cycles being the minimum where two mutations on different vertices commute. However, $F_4$ requires 3 6-cycles to define the cycle space up to depth 4, implying that its exchange graph structure is distinct from the others with a more subtle design. This may be related to the skew-symmetrisable vs skew-symmetric style of the exchange matrices, but more investigation into this would be required for a range of skew-symmetrisable matrices before concluding any particular pattern.

Interestingly the finite-mutation types $A_{13}$ and $A_{22}$ have the smallest frequency of 4-cycles in their basis, expectedly less than the finite types whose graphs are compact, however also less than the infinite types. This may be due to a more systematic occurrence of cycles, which are further apart and hence fewer are visible at this depth; whereas the infinite graphs have a skewed distribution of cycles where there is some iterative commutativity via 4-cycles.

How the lengths of the cycle bases vary with depth (up to the computable depth 4 for infinite type, and beyond for the finite types) is given in Figure 3.8.3. Since all basis cycles were of length 4 except for 3 6-cycles in the $F_4$ case, the total number of cycles in the basis is plotted instead of differentiating these cycle lengths. It shows that there is some noise as basis size grows at these lower depths for the algebras, and thus particularly for the infinite types it would be useful to find more efficient ways of computing the seed exchange graphs to probe higher depths. The basis size with respect to the number of seeds is also shown;
Figure 3.8.3: The size of the minimum cycle basis for each of the considered cluster algebra’s seed exchange graphs as depth varies is plotted directly in (a), and the cycle basis size relative to the number of seeds is plotted in (b). Moreover, (c) focuses on the finite type A4 and D4 algebras with seed exchange graphs generated to their maximum depths; beyond depth 4 10-cycles are introduced so each cycle length frequency is denoted separately, as well as the total frequencies.

since behaviour seems to show a plateau in the ratio growths, this indicates there is likely a limiting fixed proportion of new seed introduction versus new cycle introduction as more depths are generated.

Interestingly, the A4 and D4 finite type algebras have similar behaviour up to depth 5. This is the depth at which 10-cycles are permitted, and beyond this depth the behaviour diverges with D4 having consistently more total cycles due to the considerably larger number of 10-cycles. This indicates that these algebras have fundamentally different construction; A4’s more significant structural reliance on 4-cycles may be due to more mutation operations commuting which in turn is likely due to the lower connectivity of the original A4 quiver, translating to subsequent quivers also. We note there is an anomalous 15 14-cycles occurring for D4 at depth 7: an artefact of the depth truncation that immediately splits into 4- and 10-cycles at the next depth.

Additionally, dual to the cycle vector space is the cut vector space; and although an interesting alternative method of network analysis, its application to exchange graphs is left to future work.

3.8.2.1 Generalised Associahedra
The cluster variables for the infinite type algebras quickly become highly complex with mutation – this prevents generation of the seed exchange graphs to large depths. However
Table 3.8.2: Network analysis of the generalised associahedra for the finite type cluster algebras, labelled by their respective initial seeds. The analysis lists: the number of vertices in the exchange graph (EG) – with depth to generate these in brackets; the density of the EG; the triangle and square average clustering coefficients; the Wiener index (both full form and normalised form); the eigenvector centrality analysis listing the central vertex (or lack of); and finally the information on the minimum cycle basis showing the length of the basis cycles and the frequency of those lengths in the basis.

<table>
<thead>
<tr>
<th>Cluster Algebra</th>
<th>Number of Vertices</th>
<th>Density</th>
<th>Clustering (tri, squ)</th>
<th>Wiener Index (full, norm)</th>
<th>Centrality (centre vertex)</th>
<th>Min cycle basis (length, freq)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A4</td>
<td>1008 (13)</td>
<td>0.0040</td>
<td>(0, 0.080)</td>
<td>(3881976, 7.65)</td>
<td><em>no centre</em></td>
<td>4.672, [10,337]</td>
</tr>
<tr>
<td>B4</td>
<td>420 (10)</td>
<td>0.0095</td>
<td>(0, 0.077)</td>
<td>(542400, 6.16)</td>
<td><em>no centre</em></td>
<td>4.270, [6,60], [10,91]</td>
</tr>
<tr>
<td>C4</td>
<td>420 (10)</td>
<td>0.0095</td>
<td>(0, 0.077)</td>
<td>(542400, 6.16)</td>
<td><em>no centre</em></td>
<td>4.270, [6,60], [10,91]</td>
</tr>
<tr>
<td>D4</td>
<td>1200 (12)</td>
<td>0.0033</td>
<td>(0, 0.072)</td>
<td>(5150592, 7.16)</td>
<td><em>no centre</em></td>
<td>4.624, [10,577]</td>
</tr>
<tr>
<td>F4</td>
<td>420 (10)</td>
<td>0.0095</td>
<td>(0, 0.072)</td>
<td>(536816, 6.10)</td>
<td><em>no centre</em></td>
<td>4.252, [6,111], [10,58]</td>
</tr>
</tbody>
</table>

The finite type algebras do not suffer as severely from this behaviour, and due to their finite-ness their entire seed exchange graphs (‘generalised associahedra’) of all seeds can be completely generated.

Therefore for the rank 4 finite type cases we generate their generalised associahedra, and perform similar network analysis on them all. Beyond the A4, D4, F4 cases considered previously, we also introduce the B4 and C4 cluster algebras. These are also finite type, and as they arise from non-simply laced Dynkin orientations, they are not skew-symmetric but skew-symmetrisable. This Dynkin terminology means simply-laced edges have weight one, whilst the non-simply laced edges have a double weighting given by the non-skew-symmetric exchange matrix components. Their respective quivers are shown in Figure B.1.2 in §B.1, and their network analysis along with A4, D4, & F4 in Table 3.8.2.

Interestingly, all the skew-symmetrisable quivers generated algebras with the same number of seeds and density at the same depth. Further to this, B4 and C4 have identical analysis values for all measures, indicating the swap of quiver edge weighting separating them has no effect on the seed exchange graph. F4 has some differences, with slightly fewer squares but a better connectivity (via Wiener index), supported by more 6-cycles and fewer 4-cycles in the basis. The B4 and C4 algebras actually have the same seed exchange graph; however the Laurent polynomials of the variables take different values and hence the seeds at each vertex are very different [234], [295].

Conversely, the A4 and D4 algebras have similar numbers of clusters and densities, despite D4 having far fewer 4-cycles and many more 10-cycles in its basis. Since D4’s fundamental structure relies more on 10-cycles, these provide quicker paths between components of the generalised associahedra leading to a smaller normalised Wiener index.

Gratifyingly, all these generalised associahedra have no discernible centre via eigenvector centrality, such that the dominant eigenvector has all its entries equal for each algebra. This supports that any seed may be used to generate each algebra symmetrically, as these generalised associahedra form complicated polytopes built from 4- and 10-cycles; and in the skew-symmetrisable cases 6-cycles become a necessity too.

**Seed Equivalence:** Since only the cluster variables are required to define a cluster algebra, once all variables have been generated the quivers and clusters themselves become superfluous.
information. Therefore usually when one considers clusters they consider them equivalent up to permutation of the variables within the cluster, where the exchange matrix (and hence quiver) must be permuted in the same way. However, we find from some testing that different numbers (i.e. \( \leq r! \)) of permutations of clusters are produced within each algebra. Therefore by identifying under the full permutation group some combinatorial structure of the generation process is lost.

For example, for the generalised associahedra considered here, which the entire seed exchange graphs can be generated for, one expects the number of clusters (up to permutation equivalence), \( N \), to follow the relation

\[
N = \prod_{i=1}^{n} \frac{e_i + h + 1}{e_i + 1} = \prod_{i=1}^{n} \frac{d_i + h}{d_i},
\]

for \( e_i \) the exponents and \( d_i \) the degrees (of polynomial invariants) of the considered Dynkin type’s root system (of which there are \( n \)), and \( h \) the Coxeter number \([296]–[298]\). For each of the rank 4 finite type algebras considered, the number of clusters up to permutation equivalence, \( N \), is given in Table 3.8.3. One may then naively expect all permutations of the seeds to occur in the exchange graphs generated when this permutation equivalence is not identified by. However, although the A4 and D4 algebras do have all \( 4! = 24 \) permutations, the non-simply laced types do not. The number of seeds without identification by permutation equivalence that we generate in the full generalised associahedra, denoted \( N' \), are repeated in Table 3.8.3 also for reference.

As exemplified by the rank 4 cases, the non-simply laced cluster algebras (B4, C4, F4) do not generate all permutations of seeds from mutation about an initial seed. In fact all permutations are allowed amongst the simply-laced components, where components are defined to be the sets of quiver nodes (and hence cluster positions) only connected by simply-laced edges, i.e. different components are connected by non-simply laced edges. Therefore any cluster \( \{x_1, x_2, x_3, x_4\} \) will be mutation equivalent to \( \{x_1, x_3, x_2, x_4\}, \{x_2, x_1, x_3, x_4\}, \{x_2, x_3, x_1, x_4\}, \{x_3, x_1, x_2, x_4\}, \{x_3, x_2, x_1, x_4\} \) for the B4 and C4 algebras; whilst mutation equivalent to \( \{x_1, x_2, x_4, x_3\}, \{x_2, x_1, x_3, x_4\}, \{x_2, x_1, x_4, x_3\} \) for the F4 algebra. We emphasise here that this behaviour holds for all clusters of any variables (i.e. including those which are Laurent polynomials of the initial variables), hence occurring with permutation frequencies given by the relevant factor.

Beyond the rank 4 cases considered we find through experimentation up to rank 5 that the factor \( N'/N \) is \( r! \) for the \( A_r \) and \( D_r \) types, \( (r-1)! \) for the \( B_r \) and \( C_r \) types (anticipating these to also hold \( \forall r \)), and 1 for \( G_2 \) (where all 8 clusters are different combinations of cluster

### Table 3.8.3: The rank 4 finite type cluster algebras considered whose generalised associahedra are generated in full.

<table>
<thead>
<tr>
<th>Cluster Algebra</th>
<th>A4</th>
<th>B4</th>
<th>C4</th>
<th>D4</th>
<th>F4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>42</td>
<td>70</td>
<td>70</td>
<td>50</td>
<td>105</td>
</tr>
<tr>
<td>( N' )</td>
<td>1008</td>
<td>420</td>
<td>420</td>
<td>1200</td>
<td>420</td>
</tr>
<tr>
<td>( N'/N )</td>
<td>24</td>
<td>6</td>
<td>6</td>
<td>24</td>
<td>4</td>
</tr>
</tbody>
</table>
variables). We therefore predict due to the lack of non-simply laced edges that the $E_r$ types have an $r!$ factor too (for $r \in \{6, 7, 8\}$), despite them being too large to computationally generate in full.

This factor for the non-simply laced types is related to their skew-symmetrisable exchange matrices. Since the skew-symmetriser diagonal matrix in the skew-symmetrisation process will have a non-unit factor associated to the non-simply laced edge, and since the skew-symmetriser matrix is preserved under mutation\[299\], any mutation involving a non-simply laced edge will cause the variables crossing it to pick up some non-trivial power that cannot be cancelled in this other component. Therefore any cluster variable is restricted in its current form to only appear in its current component (separated by a non-simply laced edge to other components). We also note that whilst mutation may introduce more non-simply laced edges, these will only ever connect nodes across the different components, and hence the above reasoning still applies for permutations of clusters within the components, which are dictated by the initial seed.

This subtle combinatorial structure of cluster mutation and the algebra generation process is lost under the identification by permutation equivalence. Since our primary focus here is the exchange graphs built from these clusters, we think it best to consider the full structure for each algebra without the permutation equivalence applied, with the idea that once this full exchange graph is generated one can then still take all independent variables from all clusters (which already have a lot of overlap) to retrieve the algebra’s generators. This viewpoint also reveals other unanticipated structure in the exchange graphs as detailed in the following section.

3.8.2.2 Quiver Exchange Graphs

Whilst the previous subsection analysed the seed exchange graphs, this subsection shifts focus to the smaller quiver exchange graphs. For these graphs the combinatorics of the generation is less limited by the cluster mutation rule. For comparison the same network analysis methods were applied to the considered algebras’ quiver exchange graphs up to depth 4, as shown in Table 3.8.4

We can see that for all algebras there are fewer vertices and a higher density (despite $I_2$ being very similar) in these quiver exchange graphs relative to the seed exchange graphs of Table 3.8.1 this represents the expected behaviour from multiple seeds with different clusters having the same quivers. Importantly, whereas where clusters are present no triangle 3-cycles can occur, when considering only quivers these triangles are possible, shown by a non-zero triangle clustering coefficient for $A22$. Additionally there are more 4-cycles shown by consistently higher square clustering coefficients, which are likely used to provide alternative routes and cause the consistently smaller Wiener indices. It is worth emphasising also that $D4$ has a considerably higher square clustering coefficient.

Most interestingly about the centrality analysis is that for the $I_1$ algebra, the centre is no longer the initial seed! This indicates that the extra quiver identification when the cluster information is omitted is not symmetric about the centre, and this behaviour is reflected in some of the other algebras too where the smallest difference to depth 1 is usually lower without the cluster information in the quiver exchange graphs.

Finally, the minimum cycle bases have quite non-trivial changes. Most notably, the cycles
Table 3.8.4: Network analysis of the quiver exchange graphs generated to depth 4 for the 7 cluster algebras considered, labelled by their respective initial seeds. The analysis lists: the number of vertices in the EG; the density of the EG; the triangle and square average clustering coefficients; the Wiener index (both full form and normalised form); the eigenvector centrality analysis listing the central vertex and then the size of the smallest difference in centrality from the initial quiver “0” to the quivers at depth 1 (when the initial seed is the centre); and finally the information on the quiver exchange graph minimum cycle basis showing the length of the basis cycles and the frequency of those lengths in the basis.

<table>
<thead>
<tr>
<th>Cluster Algebra</th>
<th>Number of Vertices</th>
<th>Density</th>
<th>Clustering (tri, squ)</th>
<th>Wiener Index (full, norm)</th>
<th>Centrality (centre, diff)</th>
<th>Min cycle basis (length, freq)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A4</td>
<td>52</td>
<td>0.048</td>
<td>(0, 0.066)</td>
<td>(6870, 5.18)</td>
<td>(0, 0.036)</td>
<td>[4,13]</td>
</tr>
<tr>
<td>D4</td>
<td>41</td>
<td>0.071</td>
<td>(0, 0.251)</td>
<td>(3463, 4.22)</td>
<td>(0, 0.001)</td>
<td>[4,15], [7,3]</td>
</tr>
<tr>
<td>F4</td>
<td>40</td>
<td>0.072</td>
<td>(0, 0.098)</td>
<td>(3334, 4.27)</td>
<td>(0, 0.030)</td>
<td>[4,14], [6,2], [8,1]</td>
</tr>
<tr>
<td>A13</td>
<td>70</td>
<td>0.036</td>
<td>(0, 0.041)</td>
<td>(12826, 5.31)</td>
<td>(0, 0.020)</td>
<td>[4,9], [6,8]</td>
</tr>
<tr>
<td>A22</td>
<td>50</td>
<td>0.067</td>
<td>(0.080, 0.108)</td>
<td>(4780, 3.90)</td>
<td>(0, 0.029)</td>
<td>[3,8], [4,15], [7,2], [8,8]</td>
</tr>
<tr>
<td>Z1</td>
<td>61</td>
<td>0.044</td>
<td>(0, 0.134)</td>
<td>(9456, 5.17)</td>
<td>(1, -)</td>
<td>[4,18], [6,2]</td>
</tr>
<tr>
<td>Z2</td>
<td>107</td>
<td>0.020</td>
<td>(0, 0.040)</td>
<td>(33900, 5.98)</td>
<td>(0, 0.061)</td>
<td>[4,10]</td>
</tr>
</tbody>
</table>

3.8.2.3 Exchange Graph Embedding

To truly probe the relationship between quiver mutation as used in Seiberg duality and cluster algebras, one needs to know the behaviour of how the mutation process reduces for each algebra as the cluster information is dropped from the seed. This is therefore intrinsically linked to how each algebra’s quiver exchange graph embeds in its respective seed exchange graph.

Any embedding fundamentally depends on the number of vertices in each graph. Therefore, a first look at this embedding considers the vertex embedding of the quiver exchange graphs into the seed exchange graphs for all the types, generated up to depth 4. To examine this, the number of vertices in the quiver exchange graph relative to the number in the respective seed exchange graph is plotted for each considered algebra in Figure 3.8.4. The figure shows that up to depth one there is an isomorphism between each considered algebra’s quiver/seed exchange graphs, since all initial mutations will change a different variable in the cluster; they hence here also always change a different node for the exchange matrix such that there are 5 distinct seeds (with distinct quivers) up to depth 1 in each case. To qualify this, since all vertices are connected, the mutated vertex will always have an orientation flip of its connected arrows, hence always changing the exchange matrix by this at least.

Beyond depth 1 the ratios drop off below 1, with the pure infinite cases dropping off the least. These infinite cases therefore have far more distinct quivers, as may be expected since different quivers lead to different mutation processes and are hence more likely to produce new cluster variables, a defining feature of infinite types.

To probe this further we wish to lose the limiting behaviour of the depth truncation, and
Figure 3.8.4: The relative number of quivers to clusters in the respective exchange graphs as depth varies up to depth 4 for each of the considered cluster algebras, labelled by their respective initial seeds. Each type is depicted with a different linestyle.

for that we return to the finite type generalised associahedra where both seed and quiver exchange graphs are finite and can hence be generated in their entirety. Therefore after the quiver generalised associahedra were generated completely for all the rank 4 finite type algebras (as in §3.8.2.1), the connection to the seed exchange graphs was analysed through the embedding of vertices and cycles.

**Generalised Associahedra Vertex Embedding:** To examine the embedding of the vertices we look at all the seeds in the seed exchange graph (each a vertex) which have the same quiver, hence matching to a single vertex in the quiver exchange graph. This is initially considered through the ratio of number of vertices between each algebra’s seed and quiver generalised associahedra. For these ratios, when identifying by the permutation equivalence there is no consistent pattern, however when instead one does not identify in this way, some beautiful structure emerges. To illustrate this we show the number of vertices in the seed and quiver generalised associahedra, as well as the ratios between these numbers, for the rank 4 finite type algebras in Table 3.8.5.

A priori, one may not expect all these ratios to be integer. When each seed in the seed generalised associahedra has its cluster information removed to leave just the quiver, there are additional identifications to be made amongst vertices where seeds with different clusters have the same quiver. However, there is no obvious requirement for all the quivers to occur the same number of times (which is what we see and leads to the concurrent identification of each set of the ‘ratio’ number of quivers and hence an integer ratio overall).

These ratios take somewhat surprising and perhaps unintuitive numbers, with no clear foundation in the Dynkin construction. To further probe this behaviour, these ratios were also computed for the finite type algebras (arising from the 4 Dynkin series) for all ranks up to rank 5 in Table 3.8.6 and show signs of further alluring structure. Conjectured natural continuations of these observed ratios are provided for higher ranks also, noting that \( D_4 \) appears to be anomalous in its series, likely related to triality of its initial quiver.
<table>
<thead>
<tr>
<th>Cluster Algebra</th>
<th>A4</th>
<th>B4</th>
<th>C4</th>
<th>D4</th>
<th>F4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Quivers</td>
<td>144</td>
<td>84</td>
<td>84</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td>Number of Seeds</td>
<td>1008</td>
<td>420</td>
<td>420</td>
<td>1200</td>
<td>420</td>
</tr>
<tr>
<td>Ratio</td>
<td>7</td>
<td>5</td>
<td>5</td>
<td>24</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 3.8.5: The number of vertices in the quiver exchange graph and seed exchange graph for each of the rank 4 finite type algebras considered. Their ratios are also listed, all taking integer values.

<table>
<thead>
<tr>
<th>Cluster Algebra</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>A_r</td>
<td>2</td>
</tr>
<tr>
<td>B_r</td>
<td>-</td>
</tr>
<tr>
<td>C_r</td>
<td>-</td>
</tr>
<tr>
<td>D_r</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3.8.6: The ratios between number of seeds in the seed exchange graph and number of quivers in the quiver exchange graph for the finite type cluster algebras, not applying permutation equivalence between seeds/quivers. Conjectured relationships are shown for higher ranks, r, beyond current feasible computation.

For completeness, we provide the $G_2$ ratio: 4, reiterate that the $F_4$ ratio is 7, and note that the remaining $E_6, E_7, E_8$ exceptional cases are too high a rank to be feasibly computed with current resources (leaving this to future work).

We finally reemphasise that if one identifies via the permutation equivalence some of this intriguing behaviour is lost. If one does identify in this way, some integer ratios do occur sporadically for the $A_r$ and $D_r$ series ($A_4 : 7, D_5 : 7$) beyond the trivial rank 2 cases where there is only one quiver. We believe this to be a probabilistic artefact occasionally carried over through the permutation identification, where there are few factors to choose from when dividing the number of seeds in these smaller rank algebras under permutation equivalence identification, so maintaining the integer ratio is more likely. The $F_4$ and $G_2$ ratios remain 7 and 4 respectively after the permutation equivalence identification; and for the $B_r$ and $C_r$ series all the ratios stay the same!

3.8.2.4 Generalised Associahedra Cycle Embedding: Already the vertex embedding of the quiver exchange graph into the seed exchange graph reveals an extraordinary structure. As motivated when examining all algebra types at depths up to 4, the cycle space also acts as a foundation of the graph structure and an important tool for analysing these embeddings.

Let us consider an $s$-cycle of quivers in a quiver exchange graph, i.e. there is a sequence of $s$ mutations connecting each quiver exchange graph vertex to the next, eventually reproducing the quiver started with. Then considering the same algebra’s seed exchange graph and taking the subgraph of seeds which have the same quivers as in the $s$-cycle produces a subgraph built out of $q$ t-cycles, where $t = ps$ and $p, q, s, t \in \mathbb{Z}_+$. We call $p$ the scale factor, as it describes how the size of the cycle scales, and $q$ the copy factor, as it dictates how many copies of the cycle are produced.

Looking at all the algebras we consider, the values of $p$ and $q$ change depending on the
Table 3.8.7: The embedding of the quiver exchange graph minimum cycle basis (QEG MCB) into the respective seed exchange graph for the rank 3 & 4 finite type cluster algebras. The embedding information is listed as the \( p \) & \( q \) values and frequencies that dictate how each cycle scales in size and copies respectively.

cycle in the quiver exchange graph considered. To best illustrate this we again focus on the generalised associahedra of the finite type rank 4 algebras, where the entire subgraph corresponding to the chosen cycle can be computed, and the value of \( pq \) remains constant, equalling the respective ‘ratio’ values calculated previously.

The embedding of each quiver exchange graph cycle can be considered by taking the subgraph of all seeds in the seed exchange graph that have a quiver from the cycle under consideration. For all the rank 3 and 4 finite type cluster algebras the distribution of \( p \) and \( q \) values for the cycles in each algebra’s minimum cycle basis are given in Table 3.8.7. The minimum cycle basis was used here as it is a sensible set of independent cycles of different sizes to probe the embedding behaviour.

As can be seen, the \( p \) and \( q \) values are not the same for all cycles in each algebra, but matching up the frequencies (and computationally confirmed explicitly) shows that the \( pq \) ratio is always constant at the value listed in Table 3.8.6. Due to the requirement that all cycles in the seed exchange graph are even, if the quiver exchange graph cycle being embedded is odd then \( p \) has to be even, which is well exemplified with the rank 3 cases where for A3 the 6 3-cycles have \( p = 6 \), and all the B3 cycles have \( p = 4 \) (i.e. \( p = 1 \) cannot occur). Note this breaks the symmetry of the ratio being split into its factors where \( p \) and \( q \) can take either factor’s value, as seen for the even cycles in the table.

To provide some explicit examples of the cycle embedding we focus on the D4 algebra. The embedding of 3 different quiver exchange graph cycles in the seed exchange graph are given in Figure 3.8.5. As can be seen, the two 4-cycles have different \((p, q)\) values, and the larger 7-cycle has an even \( p \) value.

Of particular note is the 4-cycle with seed exchange graph embedding shown in Figure 3.8.5a. This quiver exchange graph 4-cycle comes from commuting action of mutation on two different vertices, which in the quiver happens when the vertices mutated about are not connected. When any 4-cycle (in any cluster algebra) is built from commuting action on disconnected vertices, the respective embedding in the seed exchange graph always has \( p = 1 \), such that the mutation remains a commuting relation with the cluster information added for all clusters with those quivers. Since the two mutated quiver vertices are not connected, then no edge connecting them is introduced, and in the cluster each new variable from a mutation will not include the variable from the unconnected vertex. This does not hold for all generic 4-cycles, as exemplified in Figure 3.8.5b where the quiver 4-cycle comes from mutation on different vertices and has \( p > 1 \); therefore only when the cycle is from
commuting action will $p = 1$.

In addition, whilst the finite type cases have constant $pq$, putting an upper-bound on the $p$ and $q$ values for all cycles in the quiver exchange graph, in the finite-mutation but not finite, and infinite types, there is no such upper bound. In fact, particularly for the finite-mutation but not finite cases, since there are finitely many quivers but infinitely many seeds, for some cycles either (or both) of the $p$ or $q$ values must be infinite.

From examining these finite type cluster algebras we have seen that the $pq$ value remains constant for all cycles; where the quiver cycle is odd then $p$ must be even, and where a quiver exchange graph 4-cycle is from commuting action of mutation then $p = 1$. How the $p$ and $q$ values are determined more generally for each cycle in each algebra, particularly finite-mutation and infinite types, is left open for future exploratory work.

### 3.8.3 ML Results

Given two random seeds it is unclear as to whether a sequence of mutations exists which connects them, i.e. whether they belong to the same cluster algebra. Beyond simple checks for the mutation type (a necessary but not sufficient condition), brute force computation of all mutations is the usual method for checking this equivalence. However, brute force mutation is extremely computationally expensive, as particularly emphasised by the infeasibility of
computing the exchange graph for $I2$ beyond depth 4.

To speed up this process of checking mutation equivalence, here ML methods are applied to this problem, with the idea they may be able to find invariants in the variables’ Laurent polynomial structure under mutation and use it for this speeding up of equivalence evaluation.

In this work, the NNs used had 3 layers of 256 neurons with ReLU activation and a single sigmoid output neuron, learning the binary cross-entropy loss with the Adam optimiser on these binary classification problems. Learning performance was measured with the accuracy and MCC metrics, and 5-fold cross-validation was performed such that the metrics could be averaged and standard error calculated to provide confidence in the results.

Each cluster must be represented with a tensor for NN input, and within that each cluster variable Laurent polynomial must be represented. A ‘coo’ inspired style of representation was enacted for each monomial in the numerator and denominator of the variable’s polynomial, represented as a 5-vector of entries $[c, \alpha, \beta, \gamma, \delta]$ for each monomial $c x_1^\alpha x_2^\beta x_3^\gamma x_4^\delta$. The 5-vectors are then concatenated, with the denominator single monomial 5-vector at the end. This representation style had improved sparsity compared to other more physical representation styles tried.

After all tensors were generated for each variable in a cluster, they were flattened and concatenated across the cluster with the flattened exchange matrix also, to produce a single data vector per seed. Note that sometimes the exchange matrix was omitted from the representation in order to examine the ML performance based on only the clusters, i.e. can the NNs distinguish the cluster algebra from just sets of generators (or is the exchange matrix needed as well in order to learn the full generator set structure). Importantly though, the initial seed’s cluster is the same for all the algebras, along with further repetition of variables in other clusters between algebras; this leads to some redundancy in information where the same tensor may be affiliated to multiple algebras. This should make the learning noticeably harder without the exchange matrix information, as some data will mislead the learning.

Since different variables have different numbers of monomial terms, the length of the seeds’ vectors varies substantially. To create a consistent input length for all vectors in an investigation the tensors were post-padded with zeros such that all vectors were the same length as the longest in that investigation. As the infinite type mutations lead to more complex Laurent polynomials with far higher degrees, the respective vectors for these higher-depth outer seeds are much longer than all others across all the algebras. Therefore in order to stop this dilution of the information for ML comparison between non-infinite algebras, the investigations were designed to be binary classifications.

For all ML investigations, seeds in the same algebra were not considered identical if they were related via a permutation of variables in the cluster. Due to the systematic vector generation procedure this led to different vectors for different permutations, and one may consider this process as the common practice of data augmentation on the permutation invariant algebra seeds if preference is to consider these over those where different permutations are unique.
Example: The example A4 cluster considered in (3.8.3) would hence have vectors corresponding to each cluster variable as

\[ x_1 \mapsto [1, 1, 0, 0, 0|1, 0, 0, 0], \]

\[ \frac{(x_1 x_2^2 + x_1 x_3 + x_2 x_4 + x_3 + 1)}{x_2 x_3 x_4} \mapsto [1, 1, 0, 2, 0|1, 1, 0, 1, 0, 0, 1, 0, 0, 1|1, 0, 0, 0, 0|1, 0, 0, 0, 0, 0|1, 0, 0, 1, 1], \]

\[ \frac{(x_2 x_4 + x_3 + 1)}{x_3 x_4} \mapsto [1, 0, 1, 0, 1|1, 0, 0, 1, 0, 0, 0|1, 0, 0, 0, 0|1, 0, 0, 1, 1], \]

\[ \frac{(x_3 + 1)}{x_4} \mapsto [1, 0, 0, 1, 0, 0, 0, 0|1, 0, 0, 0, 1, 0, 0, 1], \]

noting the final set of 5 in each vector is the denominator. These would all be concatenated, perhaps with the flattened exchange matrix in (3.8.2), and padded to form the vector input for the NN.

3.8.3.1 Distinguishing Cluster Algebra Types

The first investigation uses the above described NN architecture to classify seeds coming from different cluster algebras. The selected algebras considered throughout were 3 finite type, 2 finite-mutation but not finite type, and 2 infinite type. Where these numbers were selected for the purpose of ML, such that binary classifications could be performed for all combinations of types, and in particular the additional F4 finite type was introduced, as its tensor data is closer in form to the infinite types (with more larger-than-unit entries, due to the initial quiver’s non-simply laced edge double multiplicity). Furthermore, as there are many infinite type initial seeds, Z1 was also specifically chosen due to its lower quiver edge multiplicities, making it more similar to the finite type cases.

These selections of the algebras considered were all made such that the tensor representations of each algebra could not be distinguished by eye; one may look at this data directly in the respective GitHub. Therefore any learning results would be non-trivial and constitute some true learning of the algebra structure.

For all pairs selected for binary classification, both algebras were generated to depth 4, their seeds converted to vectors, both sets of vectors shuffled together, and the 5-fold cross-validation ML performed. Learning results for each of these investigations are provided in Table 3.8.8, where each investigation is repeated both with and without the exchange matrix information (removal reducing the vector length by 16 each time).

For each investigation the algebras considered are labelled by their initial seeds; the respective class sizes are given, with the full tensor length into which all the seeds are embedded (based on the largest seed in that investigation). In order to compare investigations the average tensor sparsity is also given. As can be seen from this meta-data, the dataset sizes for training are very small relative to usual ML investigations, and especially with the low proportion of non-zero terms there is little information for a NN to learn any relationship between seeds from the same cluster algebra.

It is therefore evermore surprising that the architecture learns so well in all investigations, with accuracies and MCC scores > 0.9 in some investigations. It can therefore be confidently concluded that ML can identify structure inherent to each algebra, and learn the cluster mutation process.

Interestingly, the inclusion of the exchange matrix information only improves learning for classifications between algebras of different type. This may be due to the quivers for algebras...
Table 3.8.8: ML results for NN binary classification between clusters generated by the respective initial seeds. The sizes of each class are listed, along with the tensor length used to represent them, and the average sparsity of those tensors (proportion of non-zero entries). The investigations are carried out with and without the exchange matrix (EM) information for each cluster. The performance is measured by accuracy and MCC with 5-fold cross-validation to provide standard error confidence on the measures.

<table>
<thead>
<tr>
<th>Investigation</th>
<th>Class Sizes</th>
<th>Tensor Length</th>
<th>Tensor Sparsity</th>
<th>ML Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>with EM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Accuracy</td>
</tr>
<tr>
<td>A4 vs D4</td>
<td>(72, 80)</td>
<td>180</td>
<td>0.120</td>
<td>0.867</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>± 0.021</td>
</tr>
<tr>
<td>A4 vs A13</td>
<td>(72, 109)</td>
<td>280</td>
<td>0.088</td>
<td>0.944</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>± 0.011</td>
</tr>
<tr>
<td>F4 vs I1</td>
<td>(65, 79)</td>
<td>2320</td>
<td>0.015</td>
<td>0.950</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>± 0.013</td>
</tr>
<tr>
<td>A13 vs A22</td>
<td>(109, 105)</td>
<td>280</td>
<td>0.091</td>
<td>0.810</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>± 0.028</td>
</tr>
<tr>
<td>A13 vs I1</td>
<td>(109, 79)</td>
<td>2320</td>
<td>0.015</td>
<td>0.930</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>± 0.021</td>
</tr>
<tr>
<td>I1 vs I2</td>
<td>(79, 117)</td>
<td>94280</td>
<td>0.008</td>
<td>0.918</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>± 0.023</td>
</tr>
</tbody>
</table>

of the same type looking more similar and therefore diluting the already sparse information in the tensors, hindering the learning performance. This is also surprising since removal of the exchange matrix information makes some seeds in different algebras identical (for example the initial seeds); hence one would expect performance to always be worse without it. It is therefore likely the case that the dilution of relevant information is a more substantial factor than occasional misleading of the learning for classifications between algebras of the same type.

3.8.3.2 Distinguishing Generalised Associahedra  Whereas the previous investigations focused on all types with data generated to depth 4, here we learn only the finite types – but generated to their maximum depth to include all seeds in the algebras.

Since these all have similar complexity cluster variables we embed them all in the same size tensors of length 1576 (with the exchange matrix information), and perform multiclassification between all of them (including B4 and C4 also). The NN architecture is the same except now cross-entropy loss must be used instead of binary cross-entropy, and the output layer is 5 neurons with softmax activation.

The 5-fold cross-validation results give averaged performance measures:

\[
\text{Accuracy} = 0.989 \pm 0.003, \quad (3.8.6)
\]
\[
\text{MCC} = 0.985 \pm 0.004, \quad (3.8.7)
\]
\[
CM = \begin{pmatrix}
0.289 & 0.003 & 0.000 & 0.001 & 0.000 \\
0.001 & 0.120 & 0.000 & 0.000 & 0.000 \\
0.002 & 0.000 & 0.119 & 0.000 & 0.000 \\
0.002 & 0.000 & 0.000 & 0.344 & 0.000 \\
0.004 & 0.001 & 0.000 & 0.000 & 0.117
\end{pmatrix}. \quad (3.8.8)
\]
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<table>
<thead>
<tr>
<th>Depth</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class Sizes</td>
<td>5</td>
<td>14</td>
<td>32</td>
<td>72</td>
<td>151</td>
<td>283</td>
<td>462</td>
<td>653</td>
<td>815</td>
<td>927</td>
<td>988</td>
<td>1007</td>
<td>1008</td>
</tr>
<tr>
<td>Lengths</td>
<td>76</td>
<td>96</td>
<td>136</td>
<td>196</td>
<td>196</td>
<td>196</td>
<td>196</td>
<td>196</td>
<td>196</td>
<td>196</td>
<td>196</td>
<td>196</td>
<td>196</td>
</tr>
</tbody>
</table>

Table 3.8.9: Data information for the binary classification between A4 clusters and D4 clusters generated for depths 1-13 (such that all clusters were generated). The class sizes for A4 are shown above those for D4 respectively, as well as the lengths of the flattened tensors that the clusters are embedded in.

Figure 3.8.6: ML results for binary classification between A4 and D4 clusters with data generated from the respective initial seeds up to the given depths. Performance is measured with accuracy and MCC, and over the 5-fold cross-validation the measures are averaged and standard error calculated giving the shown error bounds.

This learning performance is exceptionally strong, despite now demanding multiclassification from the architecture.

The averaged confusion matrix, \( CM \), shows the proportion of truly class A4:B4:C4:D4:F4 (given by the row) classified into class A4:B4:C4:D4:F4 (given by the column). Perfect learning produces a diagonal matrix, and here the learning is very close to that, with off-diagonal components two orders of magnitude smaller than the diagonal components. The larger diagonal entries of A4 and D4 reflect their larger frequencies in the dataset. The most frequent non-zero off-diagonals occur where the other algebras are more likely to misclassify as A4 (larger first column entries), potentially due to lower depth seeds all being exceptionally similar across the algebras which the NNs then arbitrarily assume to all be A4. Surprisingly, the matrix shows that the architecture can distinguish well between the B4 and C4 architectures, despite the analysis showing that they have identical generalised associahedra structure (despite different cluster variables).

### 3.8.3.3 Learning at Varying Depths

In order to connect these results of learning at depth 4 and at the maximum depth for the finite type full algebras, we examine the A4:D4 binary classification performance as depth increases from the minimum possible depth 1 (such that there is enough data to train &
test) up to depth 13 (where both algebras have all their seeds generated). Here we consider
the ML investigation without the exchange matrix information, as the results in the §3.8.3.1
suggested it was in some sense superfluous for the learning.

As the depth increases not only do the cluster variables become more complex and hence
represented by longer and sparser vectors, there are more variables to train with too. This
investigation aims to probe these competing effects of longer, more complicated vectors to
learn from, against the benefit of more data to learn with. The information regarding the
tensor length needed for embedding, and the respective A4 and D4 class sizes at each depth
are given in Table 3.8.9.

The cross-validation learning results are this time plotted as depth varies in Figure 3.8.6,
with the performance measures’ standard errors given as error bounds. It can be clearly seen
that as depth increases the architectures perform better in the classification, even at lower
depths where the tensor length has not yet stabilised.

3.8.3.4 Identifying Cluster Algebras
Whereas preceding investigations used ML to differentiate which cluster algebra a specific
seed generates, it is also interesting to see if NNs can identify tensor representations which
represent sensible seeds altogether. An easy example would be representations whose ex-
change matrices are not skew-symmetrizable, or have diagonal elements; but beyond these
there are many ways the encoding could define nonsensical seeds (especially if adding non-
zeroes deep into the padding).

In order to explore this learning we first generate suitable fake data. To ensure the fake
data is representative, and not trivially distinguishable by eye, the true seed data for each
cluster algebra is analysed. Each algebra is generated on its own to depth 4, reformulated
as a vector, and padded to the maximum vector length for that algebra. The set of vectors
for each algebra is then assessed to give a discrete distribution of frequencies of all integer
entries that occur in all seed vectors across the algebra.

Then as many fake vectors are generated as there are true vectors, generated to be
the same lengths as the true, with each entry’s value drawn from the respective discrete
distribution of possible values. All the fake vectors were checked to not overlap with the true
vectors, despite a highly improbable chance of this occurring. For each algebra considered
the datasets of true and fake vectors were shuffled and binary classification performed, with
results shown in Table 3.8.10.

The results show perfect classification for all except the infinite types. This indicates that
the NNs can learn some non-trivial structure in the finite and finite-mutation types which it
can use to effectively differentiate from fake data. However, for the infinite types the poorer
performance suggests that the tensor structure is perhaps more erratic and hence harder to
differentiate from the simple random uniform model for its fake data. This infinite data may
be expected to span a larger proportion of the possible tensors generated since there are
infinitely many of them in the algebra, and hence it may also be the case that these fake
tensors are related to seeds at higher depths.
Table 3.8.10: Binary classification results for differentiating tensors representing cluster algebras generated to depth 4 from the respective listed initial seeds, against fake tensors generated to mimic them. The respective tensor lengths are listed beneath the initial seeds in brackets. Performance is measured with accuracy and MCC across the 5-fold cross-validation runs.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>1.000 ± 0.000</td>
<td>1.000 ± 0.000</td>
<td>1.000 ± 0.000</td>
<td>1.000 ± 0.000</td>
<td>0.819 ± 0.0488</td>
<td>0.800 ± 0.028</td>
<td></td>
</tr>
<tr>
<td>MCC</td>
<td>1.000 ± 0.000</td>
<td>1.000 ± 0.000</td>
<td>1.000 ± 0.000</td>
<td>1.000 ± 0.000</td>
<td>0.671 ± 0.078</td>
<td>0.640 ± 0.044</td>
<td></td>
</tr>
</tbody>
</table>

Conclusion

Network analysis methods uncovered patterns in the cluster algebra exchange graphs unique to each type. In particular, a symmetric behaviour for quiver exchange graph embedding in the seed exchange graph showed constant integer ratios between respective numbers of graph vertices, which we conjecture for Dynkin types of any rank. This behaviour is made manifest by omitting the permutation equivalence identification in the exchange graphs, since certain established sets of permutations are not mutation equivalent to the initial seed.

Simple ML architectures could successfully learn to differentiate cluster algebras from their seeds. Interestingly performing better within types when the exchange matrix information was omitted, and better between types when it was included (especially for generalised associahedra).

4 Outlook

String and gauge theories attempt to describe and explain our natural world through the language of mathematics and symmetry. In the process of designing and refining these theories the desire to align them with physical phenomena continually inspires the creation of new mathematical objects, often with uses far beyond their initial intention.

To truly explore the potential of these objects their bulk generation is required, producing datasets for analytic and computational analysis. Then where processing of these databases becomes computationally infeasible statistical methods become essential to this workflow. In the work for this thesis, data science, network science, and machine learning methods have been implemented to create, study, and infer from databases of a variety of objects relevant to high-energy theory.

In 2004.05218 dessins d’enfants, as objects central to Galois theory, were generated from modular subgroups and the size of their respective Galois orbits learnt. Results highlighted the importance of faithful representation of data and indicated combinatoric Galois invariants likely exist in the dessin structure that the architecture could learn. Developments should consider larger datasets of dessins d’enfants with a greater range of orbit sizes, and classify dessins into orbits directly.

In 2006.10783 the quiver mutation process dictated by Seiberg duality between gauge theories was learnt. Success in identifying IR equivalence between theories varied depen-
dent on theory mutation type, however the performance did suggest some combinatoric
consistency under mutation which could be learnt. Further steps would aim to expand this
consideration to triality in 2-dimensional \( \mathcal{N} = (2, 0) \) theories \cite{300, 301} and quadrality in
0-dimensional \( \mathcal{N} = 1 \) theories \cite{302}, as well as to more general quivers with superpotential
information.

In \texttt{2103.13436} Hilbert series were used to learn information about the variety they
represent from the first coefficients in their Taylor expansions. The learning efficacy supports
the use of these statistical methods to predict geometric properties from simpler operator
counts performed by hand. There are many more geometric properties that can be learnt in
future work, particularly for more complicated varieties, as well as further investigation into
the Ehrhart series interpretation \cite{303}.

In \texttt{2106.03695} the genus of amoebae were learnt from point-sampling generated images,
as well as the Newton polynomial coefficients. The success of supervised and unsupervised
methods encourage exploration into further use cases of these techniques within tropical
geometry. Current work in progress extends this investigation to consider higher-dimensional
amoebae, as well as their connection to the Mahler measure \cite{304}.

In \texttt{2109.09602} lattice polytopes had both their own geometric properties as well as
properties of their respective toric variety learnt from a Plücker representation of their ver-
tices. The relative success compared to the vertex input motivates the use of this \( GL(n, \mathbb{Z}) \)-
invariant representation in further study, as well as work to identify explicit formulas to
directly compute polytope volume. The ubiquitous use of lattice polytopes in toric geometry
encourages work into examining the efficacy of the Plücker representation in streamlining
and interpreting variety construction.

In \texttt{2112.06350} Calabi-Yau manifolds constructed as hypersurfaces in weighted projective
spaces were analysed to uncover new structure connecting their embedding directly to their
topological features via an unforeseen partitioning. Subsequent work may consider how this
partitioning correlates with other topological parameters, and how it is manifest in the more
general toric variety construction.

In \texttt{2202.05845} equivalence classes of brane webs were learnt to uncover subtle gaps in
the current classification of 3-leg webs and sets of 3 7-branes. The relative ease of clustered
NN embedding for different levels of equivalence revealed an inconsistency using the current
invariants to establish equivalence without direct computation. Developing this conjectured
classification to incorporate further necessary invariants or relations are sensible next steps,
as well as examination of webs with more legs, particularly in reducible scenarios.

In \texttt{2203.13847} cluster algebra exchange graphs were analysed with network science and
ML methods across the classification of possible mutation types. Embedding analysis moti-
vated omitting permutation equivalence during the generation process, where an unexpected
symmetry emerged. Further examination of this extracted behaviour at higher ranks and in
different algebras is necessary to test the conjectures made, and ML in these more general
scenarios will hopefully help guide this investigation. Current work takes advantage of these
techniques in building cluster algebra databases for Grassmannians \cite{305}.

Across the projects discussed in this thesis, as well as the countless others referenced,
methods from computational statistics have proved themselves as a new means to perform
theoretical research. How this interconnection between computational science with theoretical
physics and mathematics develops I look forward to witnessing and participating in.
Extrapolating the current trajectory of their application I would not be surprised if similar computational statistical techniques eventually became a common feature in the workflow of mathematical physicists, offering high-degree-of-freedom level insights into theory behaviour that academics can use to guide their paths to discovery.

Appendices

A Calabi-Yau Analysis

This appendix contains further learning information for architectures beyond the prototypical LR focused on in §3.6.2, as well as Hodge number correlations for smaller weights.

A.1 Additional PCA Information

Further to the PCA information provided for the CY dataset in (3.6.7) in §A.1, the covariance matrices, eigenvectors, and eigenvalues are given for the other three datasets here. They are respectively labelled 'R' for the random dataset, 'C' for coprime dataset, and 'T' for transverse dataset. The covariance matrices, $K$, and eigenvalues, $\lambda$, are given to the nearest integer, whilst eigenvectors (as rows of $\varepsilon$) are given to 3 decimal places.

\[
K_R = \begin{pmatrix} 
97 & 98 & 98 & 96 & 107 \\
98 & 251 & 250 & 245 & 255 \\
98 & 250 & 530 & 514 & 542 \\
96 & 245 & 514 & 1122 & 1157 \\
107 & 255 & 542 & 1157 & 3614 
\end{pmatrix}, \quad \varepsilon_R = \begin{pmatrix} 
0.039 & 0.094 & 0.191 & 0.375 & 0.902 \\
-0.121 & -0.298 & -0.519 & -0.669 & 0.424 \\
-0.253 & -0.517 & -0.520 & 0.626 & -0.085 \\
-0.469 & -0.591 & 0.649 & -0.145 & 0.066 \\
-0.837 & 0.535 & -0.117 & 0.006 & 0.003 
\end{pmatrix}, \quad \lambda_R = \begin{pmatrix} 
4241 \\
915 \\
296 \\
116 \\
47 
\end{pmatrix}, \quad (A.1.1)
\]

\[
K_C = \begin{pmatrix} 
100 & 100 & 101 & 91 & 89 \\
100 & 254 & 255 & 254 & 249 \\
101 & 255 & 527 & 534 & 527 \\
91 & 254 & 534 & 1166 & 1163 \\
89 & 249 & 527 & 1163 & 3418 
\end{pmatrix}, \quad \varepsilon_C = \begin{pmatrix} 
0.036 & 0.098 & 0.199 & 0.400 & 0.889 \\
-0.124 & -0.297 & -0.514 & -0.637 & 0.448 \\
-0.284 & -0.532 & -0.497 & 0.617 & -0.095 \\
-0.457 & -0.570 & 0.662 & -0.168 & 0.009 \\
-0.813 & 0.543 & -0.109 & -0.003 & 0.009 
\end{pmatrix}, \quad \lambda_C = \begin{pmatrix} 
4091 \\
921 \\
296 \\
109 \\
48 
\end{pmatrix}, \quad (A.1.2)
\]

\[
K_T = \begin{pmatrix} 
6 & 7 & 8 & 12 & 19 \\
7 & 20 & 25 & 35 & 55 \\
8 & 25 & 62 & 85 & 125 \\
12 & 35 & 85 & 173 & 246 \\
19 & 55 & 125 & 246 & 417 
\end{pmatrix}, \quad \varepsilon_T = \begin{pmatrix} 
0.040 & 0.114 & 0.264 & 0.507 & 0.812 \\
0.102 & 0.332 & 0.712 & 0.349 & -0.501 \\
0.198 & 0.467 & 0.321 & -0.746 & 0.286 \\
-0.428 & -0.660 & 0.556 & -0.253 & 0.091 \\
-0.875 & 0.473 & -0.105 & 0.018 & -0.001 
\end{pmatrix}, \quad \lambda_T = \begin{pmatrix} 
620 \\
29 \\
17 \\
9 \\
3 
\end{pmatrix}, \quad (A.1.3)
\]

A.2 Additional Hodge Plots

Further to the plots of the two non-trivial Hodge numbers of the CY surfaces, $\{h^{1,1}, h^{2,1}\}$, against the largest of the 5-vector weights ($w_5$) in Figure 3.6.5 in §3.6.2, additional plots of these Hodge numbers against the other weights are given here in Figure A.2.1 for reference.
Figure A.2.1: Plots of the non-trivial Hodge numbers \( \{ h^{1,1}, h^{2,1} \} \) against each of the first 4 weights in the CY 5-vectors. Behaviour is similar to that with the final weight, showing a linear relationship to \( h^{1,1} \) and a relationship preserving the mirror symmetry structure for \( h^{2,1} \).

A.3 Additional Misclassification Analysis

Distributions of correctly and incorrectly classified CY 5-vectors for each of the other architectures (SVM and NN), trained on 50 CY and 50 non-CY 5-vectors, are given in Figure A.3.1 complementary to the plots in Figure 3.6.9. Note the architectures had the same hyperparameters as in previous investigations of §3.6.2.

The behaviour is similar to that for the LR, where training with Random 5-vectors improves determination for high \( h^{2,1} \), whilst training with Transverse 5-vectors improves determination for high \( h^{1,1} \).
Figure A.3.1: Classified and misclassified CY 5-vectors plotted with respect to Hodge numbers, where prediction was performed by either of the architectures: Support Vector Machine (SVM), or Neural Network (NN); trained with each of the non-CY datasets respectively.

\[\text{Figure A.3.1: Classified and misclassified CY 5-vectors plotted with respect to Hodge numbers, where prediction was performed by either of the architectures: Support Vector Machine (SVM), or Neural Network (NN); trained with each of the non-CY datasets respectively.}\]

\[\text{(c) SVM trained with Coprime}\]

\[\text{(d) NN trained with Coprime}\]

\[\text{(e) SVM trained with Transverse}\]

\[\text{(f) NN trained with Transverse}\]

B Cluster Algebra Data

This appendix contains relevant diagrams of quivers and exchange graphs for the cluster algebras considered in the work of §3.8 [37].

B.1 Oriented Quivers

The quivers used to generate the considered rank 4 cluster algebras used in the general network analysis are shown in Figure [B.1.1]. Then, the additional finite type non-simply laced oriented quivers, used for an exhaustive analysis of the rank 4 finite type generalised associahedra, in Figure [B.1.2]. The blue boxes bounding the quivers are an artefact of the drawing and may be ignored.
Figure B.1.1: Quivers defining the exchange matrices for the initial seeds. They are all rank 4, and generate cluster algebras of finite type (a), (b), (c); finite-mutation type that are not finite type (d), (e); and infinite type (f), (g). Vertices are labelled with respect to the row/column number in the exchange matrix; the double edge multiplicity in F4 indicates it is not skew-symmetric.
Figure B.1.2: Quivers defining the exchange matrices for the remaining rank 4 finite type cluster algebra initial seeds. Both (a) B4 and (b) C4 are skew-symmetrisable, shown by the non-simply laced, double weighted, edges of opposite weighting.

B.2 Seed Exchange Graphs

The seed exchange graphs for the considered cluster algebras, analysed in §3.8.2, computed up to depth 4.
A13 (finite-mutation)  

A22 (finite-mutation)  

I1 (infinite)  

I2 (infinite)  

Figure B.2.1: The seed exchange graphs generated to depth 4 for each of the considered cluster algebras. Types are labelled, where finite-mutation are specifically not finite type so are infinite for these seed exchange graphs but finite for the respective quiver exchange graphs (not shown). Vertices are labelled in the order they are generated starting from the initial seed ‘0’.
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