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#### Abstract

Estimation of the size, shape, and location of an object(s) using images acquired from multiple view points is required in many close range measurement and computer vision tasks. The first step in this process is the extraction of features in the images. In the second step, the features in images that correspond to the same $3-D$ points are identified. This identification process is termed the establishment of correspondences.

In this thesis a geometric technique, based on image rectification principles, for the establishment of multiple view point correspondences is developed. The technique uses parallel epipolar lines in rectified image space hence, it is termed the $P E L$ algorithm. This technique can establish faster image point correspondences than the usual epipolar line or $3-D$ space intersection techniques. This is due to avoiding the non-linear search. An initialisation process, which is not required by the epipolar line or the 3-D space intersection methods, is required for the $P E L$ algorithm to preestimate rectification and search band window parameters. Hence, the speed performance of the technique is better when the number of points is larger than a certain value which is depending upon the software implementation and the speed of the computer used. The technique has been rigorously tested with both simulated and real-image data under various situations.

Another aspect of the work conducted for this thesis contributed to the development of a real-time multiple camera 3-D measurement system. In conventional frame grabber based multiple camera systems sequential image data acquisition is a time consuming task. In order to achieve frame rate functionality, dedicated hardware based on a Digital Signal Processor for real-time video signal processing and data communications were developed. The dedicated hardware plus a $C C D$ camera is termed an intelligent camera. In a multiple camera system each intelligent camera processes images simultaneously and the processed data are transferred to a central computing unit for further processing. This system provided the context for the development of the PEL algorithm. The real-time performances of the system was analysed and the PEL algorithm was tested using the data acquired from multiple intelligent camera system.
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## Chapter 1

## Introduction

## "The correspondence problem"

In close-range photogrammetric and computer vision tasks, the estimation of 3-D coordinates (precisely or coarsely) using 2-D image information is often required. A vast number of applications that require range information may be imagined. It may be an optical triangulation system for pipe inspection (Gooch et al, 1996), a space robot tracking and locating various objects (Shapiro and Rosenfeld, 1992), or a measurement system guiding a robot for assembly of aircraft wing components (Clarke et al, 1998). Active methods of acquiring range information may be used in some applications where a single camera and a point laser source may be sufficient. An image point formed by the reflected laser beam may be conveniently identified by setting appropriate illumination levels. Hence, the correspondence between the laser source and its image is automatically known. Depth information can be computed given the distance between the laser source and the camera. In passive methods, images of the objects are acquired from two or more view points. Active illumination may be used to obtain images of objects with high contrast. Techniques are required to identify features in different views that correspond to the same object feature hence, the "correspondence problem".

### 1.1 Introduction to correspondence techniques

The correspondence problem has been researched extensively by computer vision researchers. Hundreds of research papers have appeared in various conferences and journals over the years. Some research concentrated developing geometric techniques (Longuet-Higgins, 1981; Faugeras, 1993). Certain others developed methods involving both geometric and radiometric techniques (Kanade et al, 1999). In photogrammetric community less emphasis has been placed on this topic and few researchers addressed this topic alone (Gruen and Baltsavias, 1988). In many algorithms geometric techniques are used to complement radiometric techniques. In certain applications, only the geometric techniques are used to establish correspondences (Mass, 1992). The technique applied to a particular problem depends
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on the scene content, the imaging geometry, and the required precision of range estimations. After an extensive literature survey, the author could not find an universal algorithm that is capable of performing equally well in every situation.

### 1.2 Introduction to geometric techniques

A typical situation is a pair of images acquired from two view points. The features of interest may be extracted in one image. In order to find the corresponding features, the intensity information in a small area (window) surrounding the extracted feature in one image can be matched with the other image until a matching area is found. This is a computationally expensive search procedure. If the relative or absolute orientation of images are known, the geometric relationship between two images (i.e. epipolar geometry) can be used to constrain the search and to establish reliable correspondences. Hence, the geometric information is as important as the radiometric information. In a multiple view configuration, the role of geometric information become more important as far as the computational efficiency and reliability of correspondences are concerned.

The epipolar geometry is a key projective geometric relationship used in most correspondence algorithms. Considering a stereo pair, if the relative or the absolute orientation of cameras are known the epipolar constraint can be used to find correspondences or potential correspondences (Haralick and Shapiro, 1993; Atkinson, 1996; Mass, 1992). Figure 1.1 illustrates a convergent axes stereo pair where projections from a 3-D point $A_{l}\left(X_{l}, Y_{b}, Z_{i}\right)$ on images $I_{l}$ and $I_{2}$ are at points $p_{l i}\left(x_{l i}, y_{l i}\right)$ and $p_{2 i}\left(x_{2 i}, y_{2 i}\right)$. The plane formed by points $A_{i}, O_{l}$, and $O_{2}$, termed epipolar plane, intersects image planes along epipolar lines $l_{l i}$ and $l_{2 t}$. Hence, for a selected point on $l_{l i}$, the corresponding point should ideally fall on the conjugate epipolar line $l_{2 i}$. The points $e_{l}\left(x_{e l}, y_{e l}\right)$ and $e_{2}\left(x_{e 2}, y_{e 2}\right)$ are termed epipoles and are common points for epipolar lines in each image.

In some algorithms that use radiometric information, a point is selected in one image and a window surrounding the point is determined. This intensity window is slid along the conjugate epipolar line in the other image until a match is found hence, constraining the search. The criteria for a match may be based on correlation,
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minimum intensity differences, least squares or other techniques (Kanade et al, 1999; Baltsavias, 1991; Ruther, 1996).


Figure 1.1 Epipolar geometry

In some computer vision applications the camera exterior orientation is unknown and has to be determined on-line using the acquired image data. In the past few years, there has been an interest in developing novel geometric techniques for the establishment of point correspondences when the exterior orientation are not known. The "essential matrix" due to Longet-Higgins, 1981 can be used to map camera co-ordinates of points in one image to the conjugate epipolar lines in another image. Hence, camera interior parameters are required to convert pixel co-ordinates to camera co-ordinates. Another development due to Luong and Faugeras, 1996 is the "fundamental matrix" which can be used to map pixel co-ordinates in one image to conjugate epipolar lines in another image. The camera interior parameters are not required when using this technique since they are included in the fundamental matrix. The use of this matrix to establish correspondences between $n$ views is still under investigation (Faugeras and Robert, 1996).

In most high precision close range photogrammetric applications, either the relative or the absolute orientation of the cameras are estimated using control points. The camera interior parameters are estimated off-line. However due to the nature of the high
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precision requirements artificial targets are often placed on object points of interest. The illumination and the cameras are set up so that only the target images appear in each view. These target images are located to subpixel accuracy. Hence, for the establishment of correspondences, accurately located image points are the only available information apart from the camera exterior and interior parameters. As a result the geometric techniques are the only means that can be used for the establishment of correspondences. The epipolar line ( $E L$ ), 3-D space intersection ( $3 D S I$ ), and back projection are the mostly used techniques in high precision close range applications (Fraser, 1997; Mass, 1992; Chen, 1995). The definitions of EL and $3 D S I$ algorithms used for this thesis are given in sections 3.4.1 and 3.4.2.

### 1.3 Introduction to PEL algorithm

In this thesis, a technique called $P E L$ algorithm is developed. It has been successfully implemented for the establishment of multiple view point correspondences in high precision close-range measurement applications. The algorithm may also be used in other photogrammetric or computer vision applications.

The distinguishing feature of this technique is that it can establish faster point correspondences than the $E L$ or $3 D S I$ methods. The algorithm exploits an special instance of epipolar geometry. If the $x$-axis of the local co-ordinate systems of an stereo pair are parallel to the base line and the image planes are co-planar, the conjugate epipolar lines become collinear. Hence, there is no computational effort required to determine conjugate epipolar lines. Figure 1.2 illustrates a pair of parallel axes images $I_{r l}, I_{r 2}$. The projections of a 3-D point $A_{i}\left(X_{b}, Y_{b}, Z_{i}\right)$ are at points $p_{r l l}\left(x_{r l b} y_{r l i}\right)$ and $p_{r 2 i}\left(x_{r 2 i} y_{r 2 i}\right)$ which fall on collinear epipolar lines $l_{r l i}$ and $l_{r 2 i}$. Hence, $y_{r l_{t}}=y_{r 2 i}$.

In practice, conjugate epipolar lines are not collinear due to errors in image point location and convergent to rectified image transformations. Hence, a search band that covers either side of the ideal collinear epipolar line is required to identify correspondences. In this algorithm, a novel method is introduced to determine this search band using the knowledge of search bands in convergent images.

The algorithm considers images taken from multiple view points as a set stereo pairs. Stereo pair correspondences are established as discussed above. Correspondences are then distributed among stereo pairs using a technique based on epipolar geometry and image point identity matching.


Figure 1.2 Parallel axes stereo pair and collinear epipolar lines

In close range systems, cameras are positioned in a convergent configuration to obtain an optimum network design (Mason, 1994). The PEL algorithm considers multiple views as a combination of stereo pairs. For each stereo pair, a pair of rectified image planes is determined and the points of interest that are located in each convergent image are transformed to rectified image planes. Provided that these transformed image points are sorted in an ascending order of the $y$-co-ordinate in rectified image space, an efficient search can be performed to find potential correspondences. However, the ideal geometric condition does not exist with real imaging systems. The corresponding points may not fall on collinear epipolar lines. One reason is the transformed image point location errors from the convergent images. The other is the transformation errors due to the errors in camera exterior orientation. Hence, a search band is required to identify corresponding points. A technique is introduced to
determine the search band in a rectified image pair and is specially required for the establishment of reliable multiple view point correspondences. This technique uses knowledge of the characteristics of search bands in convergent images.

If the correspondences are to be established in the convergent image space, for a selected point in one image all the points in the other image should be checked to determine if they are corresponding. If $n$ points are available in each image, it requires $n^{2}$ search which becomes computationally expensive when the number of points is large. Both the $E L$ and $3 D S I$ methods require $n^{2}$ search. The advantage with the $P E L$ algorithm is that the search is approximately proportional to $n$. However, the algorithm is efficient only when $n$ is greater than a certain number. This is due to the time required for initialisation stage which is dependent upon the implementation. With the current implementation, using a 200 MHz Pentium PC the PEL algorithm in a four view configuration is faster than the $E L$ and $3 D S I$ methods when number of points is greater than about 75 . Table 1.1 illustrates some results from the timing tests.

| No of points | $\boldsymbol{P E L}$ <br> $(\boldsymbol{m s})$ | $\boldsymbol{E L}$ <br> $(\boldsymbol{m s})$ | 3DSI <br> $(\boldsymbol{m s})$ |
| :---: | :---: | :---: | :---: |
| 10 | 6.68 | 0.63 | 1.21 |
| 30 | 7.75 | 2.48 | 9.5 |
| 50 | 9.17 | 5.49 | 27.84 |
| 75 | 10.86 | 10.88 | 58.35 |
| 100 | 12.67 | 18.05 | 104.66 |
| 150 | 17.63 | 37.44 | 232.94 |
| 200 | 27.41 | 65.16 | 414.94 |
| 250 | 35.25 | 104.39 | 652.11 |
| 300 | 44.51 | 148.98 | 940.48 |
| 350 | 50.79 | 231.18 | 1305.78 |
| 400 | 61.24 | 351.81 | 1771.31 |

Table 1.1 Timing comparisons

### 1.4 The real-time system development

Usually with frame grabber based close range measurement systems, images are sequentially acquired from multiple cameras and are then processed in a $P C$ or a workstation. The work involves extraction of target image locations in each image,
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establishment of correspondences, and the 3-D location estimation. The acquisition of images and the extraction of features is a sequential process which is time consuming. In order to overcome processing speed limitations, a real-time system was developed. In this system each camera has local processing and communication facilities which perform the target image location and the data transfer to a $P C$ in real-time. Images are processed in parallel for feature extraction hence, sequential processing of images in the $P C$ is avoided. Due to the transfer of processed data the amount of data transferred is minimised. A CCD camera with local processing and communication facilities is termed an intelligent camera which is a modular system with the processing power of a Digital Signal Processor (DSP) and Ethernet data communications. Various tests were carried out to assess the speed and the accuracy performances of the system. An intelligent camera can repeatedly produce about 170 target image locations every 40 ms (Clarke et al, 1998).

### 1.5 Structure of the thesis

In chapter 2 the fundamentals of close-range photogrammetry are reviewed. Discussion of random errors of measurements and the least squares technique are introduced. The camera model, collinearity equations, and camera interior parameters are discussed. The direct linear transformation for resection, the estimation of relative orientation, and the rigorous and non-rigorous intersection techniques are reviewed. The chapter concludes with an introduction to the bundle adjustment.

Chapter 3 is devoted to the discussion of multiple view point correspondence techniques. The details on the survey of image matching methods are discussed and the methods are classified. Image feature extraction methods that are used in high precision close-range applications are discussed. The geometric techniques used for establishing correspondences are discussed in detail as are point correspondence techniques used in close-range photogrammetry and their characteristics. Finally, the techniques used in uncalibrated computer vision applications are introduced.

Chapter 4 discusses the development of a technique based on image rectification for multiple view point correspondence establishment - the PEL algorithm. A case for development of this technique is discussed. The theoretical development of each stage
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of algorithm is presented in detail. The issues involved in multiple view implementation are discussed and the speed performance of the algorithm was compared with that of the others.

Chapter 5 is devoted to the simulation tests. Description of the developed software simulation system is given. The effect of the errors in camera exterior parameters and the 2-D image point locations on the epipolar constraint are discussed in detail with illustrations of simulation tests that were carried out with a network of four cameras. The performance of the $P E L$ algorithm in multiple view configurations is illustrated in detail with simulation test results

Chapter 6 discusses the development of a real-time close-range photogrammetric measurement system. The system, based on intelligent cameras, exploits distributed processing of video data. The algorithm used for object processing is discussed. The development of dedicated hardware and software are presented in detail.

Chapter 7 presents results from practical experiments. First, the setting up of the realtime system, the camera calibration using the data acquired from the real-time system, and the 2-D target image location accuracy performance are discussed. Real-time four view point correspondence establishment test results are presented. Finally results on the establishment of correspondences using frame grabber acquired images are illustrated.

Chapter 8 presents the achievements of the work of thesis, suggestions for further work, and the summary.

### 1.6 Aims and objectives of the thesis

The principal aims and objectives of the work described in this thesis can be categorised into three groups as follows:

1. Development of intelligent camera system with real-time video processing and Ethernet data communication capabilities: Each intelligent camera in a multiple view system transfers extracted target image location data to a Central Processing
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Computer (CPC) for the establishment of correspondences and 3-D location estimations. With respect to the speed performance, intelligent cameras were expected to be able to process over 100 target images of size $6 \times 6$ pixels (approximately) and transfer their subpixel locations to the $C P C$ within a video frame period 40 ms . It was expected that $C C I R$ complying $C C D$ cameras were to be used. Target image location accuracy of over 1/10th of a pixel was expected which is comparable to the accuracy performance of frame grabbers.
2. Development of an algorithm for the establishment of real-time multiple view target image correspondences: This algorithm receives the extracted target image locations from intelligent cameras as the input, establish multiple view correspondences, and produce details of the established correspondences in a suitable structure so that 3-D location estimation algorithm can access the data efficiently. This algorithm was expected to have better speed performance than $E L$ and 3DSI techniques.
3. Integration of intelligent cameras and correspondence solution with 3-D location estimation module to form a real-time 3-D measurement system: This work was expected to make available target image location data flow from multiple intelligent cameras to a CPC and the establishment of correspondences. The 3-D location estimation and graphical user interface were expected to be provided as a result of another project.

## Chapter 2

## Principles of close-range photogrammetry

Photogrammetry is a technique for obtaining information about the position, size, and shape of object(s) by measuring images instead of measuring objects directly. The term close-range photogrammetry describes the technique when the extent of the object to be measured is less than about 100 meters and the cameras are close to the object (Atkinson, 1996). In close-range applications, where high precision measurements are required, cameras are usually positioned in a convergent configuration to obtain the optimum measurement accuracy in all three dimensions (Mason, 1994; Atkinson, 1996). Redundant measurements of the object space points are made using multiple cameras to enable better results and greater statistical feedback. This chapter discusses the fundamentals of the close-range measurement process and the various algorithms that are used.

### 2.1 Errors in close-range measurements and least squares

When a measurement contains an error, it differs from its true value. A number of types of errors can be produced by a close-range photogrammetric measurement system. These can be categorised as blunders, constant, systematic, or random errors (Slama, 1980). Blunders are errors caused due to mistakes made during the measurement process and are unpredictable. Wrong multiple view image point correspondences is an example of a blunder and carefully planned procedures may be required to remove them. The constant errors, may be due to errors that has the same magnitude and sign. Constant errors can be detected and corrected by proper calibration of the measurement system. Systematic errors follow a rule hence, they can be estimated and measurements can be corrected. The errors due to the camera lens distortion is an example of a systematic error. Random errors do not follow any rule hence, they are dealt with according to the laws of probability.

In close-range applications, redundant measurements of object points are obtained indirectly using images acquired from multiple views. The measurements are corrected for systematic errors. The least squares technique is then used to obtain the most
probable values for the indirectly measured unknown quantities. It is assumed that image measurements contain only random errors which follow a normal distribution. It is also assumed that the measurements are mutually independent.

Finding the most probable values for the unknowns based on a set of image measurements is the same as finding the most probable set of random errors. If $\left(v_{l}, v_{2}, \ldots \ldots, v_{b} \ldots, v_{n}\right)$ is a set of random errors of a set of image measurements where each error has a normal distribution, the density function of error $v_{t}$ can be stated as (Slama, 1980),

$$
\begin{equation*}
f\left(v_{i}\right)=\frac{1}{\sigma_{i} \sqrt{2 \pi}} e^{-\frac{l}{2}\left(\frac{v_{i}}{\sigma_{i}}\right)^{2}} \tag{2.1}
\end{equation*}
$$

where $\sigma_{i}$ is the standard deviation of error $v_{l}$. Since image measurements are mutually independent of each other, their combined or joint density function is the product of individual density functions which can be stated as,

$$
\begin{equation*}
f\left(v_{1}, v_{2}, \ldots \ldots, v_{n}\right)=\left(\frac{1}{\sqrt{2 \pi}}\right)^{n}\left(\left(\frac{1}{\sigma_{1}}\right) \cdot\left(\frac{1}{\sigma_{2}}\right) \ldots \ldots \ldots \ldots .\left(\frac{1}{\sigma_{n}}\right)\right)^{-\frac{1}{2} \sum_{i=1}^{n}\left(\frac{v_{i}}{\sigma_{i}}\right)^{2}} \tag{2.2}
\end{equation*}
$$

Hence, the joint probability density function can be stated as,

$$
\begin{aligned}
& P\left(\left(v_{1}-\Delta v_{1} \leq v_{1} \leq v_{1}+\Delta v_{1},\right)\left(v_{2}-\Delta v_{2} \leq v_{2} \leq v_{2}+\Delta v_{2}\right) \ldots \ldots \ldots .,\left(v_{n}-\Delta v_{n} \leq v_{n} \leq v_{n}+\Delta v_{n}\right)\right. \\
& =\left(\frac{1}{\sqrt{2 \pi}}\right)^{n}\left(\left(\frac{1}{\sigma_{1}}\right) \cdot\left(\frac{1}{\sigma_{2}}\right) \cdots \cdots \cdots \cdots \cdots\left(\frac{1}{\sigma_{n}}\right)\right) e^{-\frac{1}{2} \sum_{i=1}^{n}\left(\frac{v_{1}}{\sigma_{i}}\right)^{2}} d v_{1} \cdot d v_{2} \ldots \ldots \ldots \ldots . d v_{n}
\end{aligned}
$$
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The joint probability will be maximum for the most probable set of errors $\left(v_{l}, v_{2}, \ldots \ldots ., v_{n}\right)$. According to the Equation (2.3), the joint probability is maximum when the term $\sum_{i=1}^{n}\left(\frac{v_{t}}{\sigma_{i}}\right)^{2}$ is minimum. Hence,

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\frac{v_{i}}{\sigma_{i}}\right)^{2} \rightarrow \text { minimum } \tag{2.4}
\end{equation*}
$$

In order to find the most probable value for the unknown quantity, the sum of the squares of errors or residuals should be minimised and this is termed least squares estimation.

If $\sigma_{0}$ is a constant, the following solution will still satisfy the least squares criteria,

$$
\sum_{i=1}^{n}\left(\frac{\sigma_{0} v_{i}}{\sigma_{i}}\right)^{2} \rightarrow \text { minimum }
$$

By substituting $W_{i}=\left(\frac{\sigma_{0}}{\sigma_{i}}\right)^{2}$, the least squares condition can be stated as,

$$
\begin{equation*}
\sum_{i=1}^{n} W_{i} v_{i}^{2} \rightarrow \text { minimum } \tag{2.5}
\end{equation*}
$$

$W_{i}$ is termed as the weight of the measurement and $\sigma_{0}$ is termed the variance of a measurement of unit weight (Slama, 1980). Hence, the least squares criteria can be stated as,

$$
\sum_{i=1}^{m} W\left(v_{i}\right)^{2}=W_{1}\left(v_{1}\right)^{2}+W_{2}\left(v_{2}\right)^{2}+\ldots \ldots \ldots \ldots \ldots \ldots \ldots+W_{n}\left(v_{n}\right)^{2} \rightarrow \text { minimum }
$$

In matrix form, this condition can be stated as,

$$
\begin{equation*}
\phi=\left(v^{t} W v\right) \rightarrow \text { minimum } \tag{2.6}
\end{equation*}
$$

where $v$ is a column matrix containing random errors and $v^{t}$ is its transpose.

In close-range applications, measurements of the same object space quantity is obtained using multiple views. For each measurement, collinearity equations (Equations 2.14) can be written that represent the relationship between the unknowns and the measured quantities. A set of $n$ equations thus obtained is termed the functional model and can be stated in general form as,

$$
\begin{equation*}
F=f(x)-b=0 \tag{2.7}
\end{equation*}
$$

where,

$$
\begin{aligned}
& x=\left(x_{1}, x_{2}, x_{3}, \ldots \ldots \ldots \ldots \ldots, x_{m}\right) \text { are } m \text { unknowns and, } \\
& b=\left(b_{1}, b_{2}, b_{3}, \ldots \ldots \ldots \ldots \ldots, b_{n}\right) \text { are } n \text { measurements. }
\end{aligned}
$$

The functional model based on collinearity equations is non-linear. Hence, the first step is the linearization of the functional model using Taylor's theorem. In general, a linearized functional model to the first order accuracy can be stated as,

$$
\begin{equation*}
f\left(x_{0}\right)-b_{0}+A d x+D d b=0 \tag{2.8}
\end{equation*}
$$

where,
$f\left(x_{0}\right)$ represents a matrix consisting evaluations of $f(x)$ at initial values,
$b_{0}$ represents matrix consisting measured values,
$A$ represents a matrix consisting partial differentials of the functional model with respect to unknowns evaluated at their initial values,
$d x$ represents a matrix consisting corrections to the unknowns,
$D$ represents an identity matrix and,
$d b$ represents a matrix consisting corrections to the measured values which are residuals.

In matrix form the functional model can be stated as,
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$$
\begin{equation*}
A \Delta x=b+v \tag{2.9}
\end{equation*}
$$

where, $b=b_{0}-f\left(x_{0}\right)$ and $v=-d b$.

Substituting for $v$ in Equation 2.6, the least squares condition can be stated as,

$$
\begin{aligned}
& \phi=(A \Delta x-b)^{t} W(A \Delta x-b)->\text { minimum. } \\
& \phi=\left((A \Delta x)^{t}-b^{t}\right) W(A \Delta x-b) \\
& \phi=\left((A \Delta x)^{t}(A \Delta x) W-(A \Delta x)^{t} b W-b^{t} W(A \Delta x)+b^{t} W b\right)
\end{aligned}
$$

$\phi$ is a function of $\Delta x$. Hence, a minimum of $\phi$ occurs when,

$$
\begin{aligned}
& \frac{d \phi}{d \Delta x}=\left((A \Delta x)^{t} W A-b^{t} W A\right)=0 \\
& \left((A \Delta x)^{t} W A-b^{t} W A\right)=0
\end{aligned}
$$

Hence, a matrix $\Delta x$ containing corrections to unknowns can be estimated as,

$$
\begin{equation*}
\Delta x=\left(A^{t} W A\right)^{-1} A^{t} W b \tag{2.10}
\end{equation*}
$$

The initial values of the unknowns $\left(x_{0}\right)$ adjusted with the calculated corrections ( $\Delta x$ ) can be stated as,

$$
\begin{equation*}
x=x_{0}+\Delta x \tag{2.11}
\end{equation*}
$$

$\left(A^{t} W A\right)^{-1}$ is the cofactor matrix. Given an a priori value for the variance of a measurement of unit weight, the cofactor matrix can be used to obtain variances of the estimated unknowns.

### 2.2 Camera model

The camera model defines the relationship between $3-D$ object points and corresponding image points. This relationship involves two right handed Cartesian coordinate systems termed object space (XYZ) and image space ( $x y z$ ) co-ordinate systems. Figure 2.1 illustrates both co-ordinate systems and the formation of an image point $p(x, y)$ of an object space point $P(X, Y, Z)$ on the image plane $I$. The point $O(X, Y, Z)$ is termed the perspective or optical centre of the camera. The ray which is perpendicular to image plane $I$ and that passes through optical centre $O(X, Y, Z)$ is termed the optical axis or the principal ray.


Figure 2.1 Camera model

The exterior orientation of a camera is defined by six parameters with respect to an object space co-ordinate system $(X, Y, Z)$. Three parameters denoted by $X_{0}, Y_{0}$, and $Z_{0}$ describe the position and the other three denoted by $\omega, \varphi$, and $\kappa$ describe the orientation.

The angular relationship between image and object space co-ordinate systems can be described by a ( $3 \times 3$ ) orthogonal rotational matrix ( $M$ ). Three sequential and independent angular rotations $\omega, \varphi$, and $\kappa$ around $X, Y$, and $Z$ axes respectively can be represented by the following three matrices,
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$$
\begin{aligned}
& R_{x}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \omega & \sin \omega \\
0 & -\sin \omega & \cos \omega
\end{array}\right] \\
& R_{y}=\left[\begin{array}{ccc}
\cos \phi & 0 & -\sin \phi \\
0 & 1 & 0 \\
\sin \phi & 0 & \cos \phi
\end{array}\right] \\
& R_{z}=\left[\begin{array}{ccc}
\cos \kappa & \sin \kappa & 0 \\
-\sin \kappa & \cos \kappa & 0 \\
0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

By multiplying these three matrices, the rotational matrix $M$ can be formed as,

$$
M=R_{x} R_{y} R_{z}=\left[\begin{array}{lll}
m_{11} & m_{12} & m_{13}  \tag{2.12}\\
m_{21} & m_{22} & m_{23} \\
m_{31} & m_{32} & m_{33}
\end{array}\right]
$$

$$
\text { where, } \begin{align*}
& m_{11}=-\cos \varphi \cos \kappa \\
& m_{12}=\cos \omega \sin \kappa+\sin \omega \sin \varphi \cos \kappa \\
& m_{13}=\sin \omega \sin \kappa-\cos \omega \sin \varphi \cos \kappa \\
& m_{21}=-\cos \varphi \sin \kappa \\
& m_{22}=\cos \omega \cos \kappa-\sin \omega \sin \varphi \sin \kappa \\
& m_{23}=\sin \omega \cos \kappa+\cos \omega \sin \varphi \sin \kappa \\
& m_{31}=\sin \varphi \\
& m_{32}=-\sin \omega \cos \varphi \\
& m_{33}=\cos \omega \cos \varphi \tag{2.13}
\end{align*}
$$

### 2.2.1 Collinearity condition

Referring to Figure 2.1, the object point, the optical centre of camera, and the image point are collinear in the ideal case. The mathematical equations expressing this
collinear condition are termed the collinearity equations (Wolf, 1983) which can be stated as,

$$
\begin{align*}
& x=-f\left[\frac{m_{11}\left(X-X_{o}\right)+m_{12}\left(Y-Y_{o}\right)+m_{13}\left(Z-Z_{o}\right)}{m_{31}(X-X o)+m_{32}\left(Y-Y_{o}\right)+m_{33}\left(Z-Z_{o}\right)}\right] \\
& y=-f\left[\frac{m_{21}(X-X o)+m_{22}(Y-Y o)+m_{23}(Z-Z o)}{m_{31}(X-X o)+m_{32}(Y-Y o)+m_{33}(Z-Z o)}\right] \tag{2.14}
\end{align*}
$$

where $(x, y),(X, Y, Z)$, and $\left(X_{o,}, Y_{o}, Z_{o}\right)$ are co-ordinates of the image point, object point, and perspective centre respectively. $\left(m_{11}, \ldots, m_{33}\right)$ are nine rotational matrix elements and $f$ is the focal length.

### 2.2.2 Camera interior parameters

In practice, there is a deviation from the collinear condition discussed in section 2.2.1 due to the distortion introduced by the lens system (Atkinson, 1996). For instance, because of the misalignments in the assembly of the lens components the intersection point of the optical axis and the imaging sensor does not normally coincide with the centre of the imaging sensor. Due to imperfections of the lens surface image points may shift away or towards the principal point. Furthermore, the effective focal length at close-range differs from that specified at infinity. Collectively, these systematic error parameters are termed camera interior parameters and their estimation is termed camera calibration.

### 2.2.2.1 Principal distance

The perpendicular distance from the optical centre of the lens system to the image plane is termed the principal distance. When the camera lens is focused at infinity, the principal distance is equal to the focal length $(f)$. In close range applications, the camera lens needs to be refocused. Hence, the principal distance $(f+\delta f)$ needs to be determined where $\delta f$ is the correction to the focal length.

### 2.2.2.2 Principal point shift

The location of an image point that is formed by a ray passing through the optical axis is termed the principal point. In an ideal camera, the centre of the image plane, termed the fiducial centre, coincides with the principal point. In practice, there is an offset
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from fiducial centre to the principal point. Hence, this offset needs to be determined and the image co-ordinates based on the fiducial centre should be corrected.

### 2.2.2.3 Radial distortion

When an image point is displaced radially either closer to or away from the principal point, the distortion is termed radial. The radial distortion $\delta r$ can be expressed as an odd termed polynomial function of the radial distance $r$,

$$
\begin{equation*}
\delta r=K_{1} r^{3}+K_{2} r^{5}+K_{3} r^{7}+\ldots \ldots \ldots . \tag{2.15}
\end{equation*}
$$

where $K_{l}, K_{2}, K_{3}$ are the coefficients of radial distortion and

$$
\begin{equation*}
r^{2}=\left(x-x_{p}\right)^{2}+\left(y-y_{p}\right)^{2} \tag{2.16}
\end{equation*}
$$

where $(x, y)$ are the co-ordinates of an image point with respect to the fiducial centre and the ( $x_{p}, y_{p}$ ) are co-ordinates of the true principal point.

The radial distortion at point $(x, y)$ can be expressed in two components as,

$$
\begin{equation*}
\delta r_{x}=\frac{\delta r\left(x-x_{p}\right)}{r}, \quad \delta r_{y}=\frac{\delta r\left(y-y_{p}\right)}{r} \tag{2.17}
\end{equation*}
$$

### 2.2.2.4 Decentering distortion

Decentering distortion occurs due to misalignment of the components of the camera lens system. Decentering distortion at point $(x, y)$ can be expressed as,

$$
\begin{align*}
& \delta x_{d}=\left[p_{1}\left(r^{2}+2\left(x-x_{p}\right)^{2}\right)+2 p_{2}\left(x-x_{p}\right)\left(y-y_{p}\right)\right] \\
& \delta y_{d}=\left[p_{2}\left(r^{2}+2\left(y-y_{p}\right)^{2}\right)+2 p_{1}\left(x-x_{p}\right)\left(y-y_{p}\right)\right] \tag{2.18}
\end{align*}
$$

where $\delta x_{d}$ and $\delta y_{d}$ are the $x$ and $y$ components of the decentering distortion, $r$ is the radial distance (equation 2.16), and $P_{I}$ and $P_{2}$ are decentering distortion coefficients.

The collinearity equations with camera interior parameters included can be stated as,

$$
x-x_{p}+\delta x_{r}+\delta x_{d}=-(f+\delta f)\left[\frac{m_{11}(X-X o)+m_{12}(Y-Y o)+m_{13}(Z-Z o)}{m_{31}(X-X o)+m_{32}(Y-Y o)+m_{33}(Z-Z o)}\right]
$$
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$$
\begin{equation*}
y-y_{p}+\delta y_{r}+\delta y_{d}=-(f+\delta f)\left[\frac{m_{21}(X-X o)+m_{22}(Y-Y o)+m_{23}(Z-Z o)}{m_{31}(X-X o)+m_{32}(Y-Y o)+m_{33}(Z-Z o)}\right] \tag{2.19}
\end{equation*}
$$

### 2.3 Camera exterior parameter estimation

The process of the estimation of location ( $X_{0,}, Y_{0}, Z_{0}$ ) and orientation $(\omega, \varphi, \kappa)$ of a camera with respect to a world co-ordinate system is known as the resection. There are number of techniques available (Wolf, 1983; Chen, 1995). Certain methods estimate these parameters directly (Zheng and Wang, 1992) which are termed the closed form solutions. Other methods estimate the parameters iteratively and require initial estimates of the parameters. The choice of the method used depends on the speed of the estimation process or the required statistical rigorousness of the estimated parameters.

The exterior orientation of one camera can also be estimated with respect to that of another camera. Thus estimated parameters represent the relative orientation.

### 2.3.1 Resection - direct solution

The Direct Linear Transformation (DLT) establishes a linear relationship between image co-ordinates and the object point co-ordinates (Abdel-Aziz and Karara, 1971). The $D L T$ equations can be stated as,

$$
\begin{align*}
& x=\frac{L_{1} X+L_{2} Y+L_{3} Z+L_{4}}{L_{9} X+L_{10} Y+L_{11} Z+1} \\
& y=\frac{L_{5} X+L_{6} Y+L_{7} Z+L_{8}}{L_{9} X+L_{10} Y+L_{11} Z+1} \tag{2.20}
\end{align*}
$$

where $(x, y)$ are image point co-ordinates of an object point $(X, Y, Z)$, and $L_{l}, \ldots ., L_{1 /}$ are $D L T$ parameters. A minimum of six non-coplanar control points are required to solve for the 11 unknown $D L T$ parameters. An alternative to this is the $2-D D L T$ equations which only has eight unknowns (Shih, 1990; Wang, 1997). In this model control points are required to be coplanar ( $Z=0$ ) hence, $Z$ terms can be removed from Equations 2.20. The 2-D DLT equations can be stated as,
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$$
\begin{align*}
& x=\frac{L_{1} X+L_{2} Y+L_{3}}{L_{7} X+L_{8} Y+1} \\
& y=\frac{L_{4} X+L_{5} Y+L_{6}}{L_{7} X+L_{8} Y+1} \tag{2.21}
\end{align*}
$$

where,

$$
\begin{array}{ll}
L_{1}=\frac{m_{11}}{L}, & L_{2}=\frac{m_{12}}{L}, \\
L_{3}=-\frac{\left(m_{I I} X_{L}+m_{12} Y_{L}+m_{13} Z_{L}\right)}{L}, \\
L_{4}=\frac{m_{21}}{L}, & L_{5}=\frac{m_{22}}{L},  \tag{2.22}\\
L_{6}=-\frac{\left(m_{21} X_{L}+m_{22} Y_{L}+m_{23} Z_{L}\right)}{L}, \\
L_{7}=\frac{m_{31}}{L}, & L_{8}=\frac{m_{32}}{L}, \quad L=-\left(m_{31} X_{L}+m_{32} Y_{L}+m_{33} Z_{L}\right)
\end{array}
$$

The nine rotation parameters hold the following conditions since the rotation matrix is orthogonal,

$$
\begin{align*}
& \left(m_{11}^{2}+m_{21}^{2}+m_{31}^{2}\right)=1, \\
& \left(m_{12}^{2}+m_{22}^{2}+m_{32}^{2}\right)=1, \\
& \left(m_{13}^{2}+m_{23}^{2}+m_{33}^{2}\right)=1 \tag{2.23}
\end{align*}
$$

Hence, $L$ can be evaluated as,

$$
\begin{equation*}
L= \pm \frac{1}{\sqrt{L_{1}^{2}+L_{4}^{2}+L_{7}^{2}}} \quad \text { or } \quad L= \pm \frac{1}{\sqrt{L_{2}^{2}+L_{5}^{2}+L_{8}^{2}}} \tag{2.24}
\end{equation*}
$$

The camera rotation parameters can be obtained as,

$$
\begin{align*}
& \omega=\sin ^{-1}\left(\frac{L L_{8}}{\cos \phi}\right) \\
& \phi=-\sin ^{-1}\left(L L_{7}\right) \\
& \mathbf{k}=-\sin ^{-1}\left(\frac{L L_{4}}{\cos \phi}\right) \tag{2.25}
\end{align*}
$$

The camera location parameters can be obtained as,

$$
\left[\begin{array}{c}
X_{L}  \tag{2.26}\\
Y_{L} \\
Z_{L}
\end{array}\right]=\left[\begin{array}{lll}
m_{11} & m_{12} & m_{13} \\
m_{21} & m_{22} & m_{23} \\
m_{31} & m_{32} & m_{33}
\end{array}\right]^{-1}\left[\begin{array}{c}
L L_{3} \\
L L_{6} \\
-L
\end{array}\right]
$$

The estimated parameters using this method are only approximate. Assuming image co-ordinates are corrected for lens distortions the closeness of the estimations to their correct values depend on the accuracy of the measurement of control point locations. These estimations can be used as starting values in an iterative method to obtain more accurate values. Use of more than four control points provide better approximations.

### 2.3.2 Resection - iterative solution

The linearized collinearity equations can be used to iteratively estimate the camera exterior parameters. The approximate values of the unknown parameters and a minimum of three known control points are required. Use of more than three control points results in more accurate estimates of the parameters. Linearizing a pair of collinearity equations by partial differentiating with respect to exterior parameters $X_{L}$, $Y_{L}, Z_{L}, \omega, \varphi$, and $\kappa$ and image measurements,

$$
\begin{align*}
f_{i x}\left(x_{0}\right)-b_{i x 0} & +\left(\frac{\partial F_{i x}}{\partial X_{L}}\right)_{0} d X_{L}+\left(\frac{\partial F_{i x}}{\partial Y_{L}}\right)_{0} d Y_{L}+\left(\frac{\partial F_{i x}}{\partial Z_{L}}\right)_{0} d Z_{L} \\
+ & \left(\frac{\partial F_{i x}}{\partial \omega}\right)_{0} d \omega+\left(\frac{\partial F_{i x}}{\partial \phi}\right)_{0} d \phi+\left(\frac{\partial F_{i x}}{\partial \kappa}\right)_{0} d \kappa+\left(\frac{\partial F_{i x}}{\partial b_{i x}}\right)_{0} d b_{i x}=0 \\
f_{i y}\left(x_{0}\right)-b_{i y 0} & +\left(\frac{\partial F_{i y}}{\partial X_{L}}\right)_{0} d X_{L}+\left(\frac{\partial F_{b y}}{\partial Y_{L}}\right)_{0} d Y_{L}+\left(\frac{\partial F_{i y}}{\partial Z_{L}}\right)_{0} d Z_{L} \\
+ & \left(\frac{\partial F_{i y}}{\partial \omega}\right)_{0} d \omega+\left(\frac{\partial F_{i y}}{\partial \phi}\right)_{0} d \phi+\left(\frac{\partial F_{i y}}{\partial \kappa}\right)_{0} d \kappa+\left(\frac{\partial F_{i y}}{\partial b_{i y}}\right)_{0} d b_{i y}=0 \tag{2.27}
\end{align*}
$$

where, $(i=1,2, \ldots, m)$ and $m \geq 3$.

In matrix form, Equation 2.27 can be stated as,

$$
A \Delta x=b+v
$$

The corrections to the initial estimates of camera exterior parameters can be estimated using least squares as,

$$
\begin{equation*}
\Delta x=\left(A^{\prime} W A\right)^{-1} A^{\prime} W b \tag{2.28}
\end{equation*}
$$

where, $W$ is the weight matrix of the 2-D measurements and $\left(A^{t} W A\right)^{-1}$ is the cofactor matrix of the estimated exterior parameters and,

$$
\begin{aligned}
& A=\left[\begin{array}{ccccc}
\left(\frac{\partial F_{1 x}}{\partial X_{L}}\right)_{0} & \left(\frac{\partial F_{1 x}}{\partial Y_{L}}\right)_{0} & \left(\frac{\partial F_{1 x}}{\partial Z_{L}}\right)_{0} & \left(\frac{\partial F_{1 x}}{\partial \omega}\right)_{0} & \left(\frac{\partial F_{1 x}}{\partial \phi}\right)_{0} \\
\left(\frac{\partial F_{1 y}}{\partial X_{L}}\right)_{0} & \left(\frac{\partial F_{1 y}}{\partial X_{L}}\right)_{0} & \left(\frac{\partial F_{1 y}}{\partial X_{L}}\right)_{0} & \left(\frac{\partial F_{1 y}}{\partial \omega}\right)_{0}^{0} & \left(\frac{\partial F_{1 y}}{\partial \phi}\right)_{0} \\
\cdot & \left(\frac{\partial F_{1 y}}{\partial \kappa}\right)_{0} \\
\left(\frac{\partial F_{m x}}{\partial X_{L}}\right)_{0} & \left(\frac{\partial F_{m x}}{\partial Y_{L}}\right)_{0} & \left(\frac{\partial F_{m x}}{\partial Z_{L}}\right)_{0} & \left(\frac{\partial F_{m x}}{\partial \omega}\right)_{0} & \left(\frac{\partial F_{m x}}{\partial \phi}\right)_{0} \\
\left(\frac{\partial F_{m y}}{\partial X_{L}}\right)_{0} & \left(\frac{\partial F_{m y}}{\partial X_{L}}\right)_{0} & \left(\frac{\partial F_{m y}}{\partial X_{L}}\right)_{0} & \left(\frac{\partial F_{m y}}{\partial \omega}\right)_{0} & \left(\frac{\partial F_{m y}}{\partial \phi}\right)_{0} \\
\left(\frac{\partial F_{m y}}{\partial \kappa}\right)_{0}
\end{array}\right] \\
& \Delta x=\left[\begin{array}{c}
d X_{L} \\
d Y_{L} \\
d Z_{L} \\
d \omega \\
d \phi \\
d \kappa
\end{array}\right] \quad b=\left[\begin{array}{c}
-f_{1 x}\left(x_{0}\right)+b_{1 x 0} \\
-f_{1 y}\left(x_{0}\right)+b_{1 y 0} \\
\cdot \\
\cdot \\
-f_{m x x}\left(x_{0}\right)+b_{m x 0} \\
-f_{m x}\left(x_{0}\right)+b_{m x 0}
\end{array}\right] \quad v=\left[\begin{array}{c}
-d b_{1 x} \\
-d b_{1 y} \\
\cdot \\
\cdot \\
-d b_{m x} \\
-d b_{m y}
\end{array}\right]
\end{aligned}
$$

After each iteration, updated values of the unknown exterior parameters can be computed as,

$$
x=\left[\begin{array}{c}
X_{L}  \tag{2.29}\\
Y_{L} \\
Z_{L} \\
\omega \\
\phi \\
\kappa
\end{array}\right]=\left[\begin{array}{c}
X_{L \theta} \\
Y_{L 0} \\
Z_{L \theta} \\
\omega_{0} \\
\phi_{0} \\
\kappa_{0}
\end{array}\right]+\Delta x
$$

The iterations need to be continued until the corrections are smaller than some preset threshold. The partial differentials in Equation 2.27 are given in the Appendix.

### 2.3.3 Relative orientation

Figure 2.2 illustrates an image pair $I_{l}$ and $I_{2}$ whose local axes systems are ( $x_{l}, y_{l}, z_{l}$ ) and $\left(x_{2}, y_{2}, z_{2}\right)$. The images of the object space point $A_{i}\left(X_{i}, Y_{i}, Z_{i}\right)$ on images $I_{I}$ and $I_{2}$ are at points $p_{I i}\left(x_{l i}, y_{l i}\right)$ and $p_{2 i}\left(x_{2 i} y_{2 i}\right)$. The coplanarity created by points $A_{i}, O_{l}, O_{2}, p_{l i}$, and $p_{2 i}$ can be used to estimate the relative orientation of two images $I_{l}$ and $I_{2}$ (Atkinson, 1996; Ghosh, 1972).


Figure 2.2 Geometry of coplanarity

Vectors $\underline{r}_{\underline{1}}, \underline{r}_{2}$, and $\underline{b}$ are coplanar. Considering $\left(x_{1}, y_{l}, z_{1}\right)$ as the primary axis system, three vectors can be stated as (assuming the same scale),

$$
\underline{r_{1}}=\left[\begin{array}{ll}
x_{1 i} & y_{1 i}-f_{1}
\end{array}\right]^{t}, \underline{r_{2}}=R^{t}\left[\begin{array}{ll}
x_{2 i} & y_{2 i}-f_{2}
\end{array}\right]^{t}, \text { and } \underline{b}=\left[\begin{array}{lll}
b_{x} & b_{y} & b_{z} \tag{2.30}
\end{array}\right]^{t}
$$

where $R$ is the (3x3) rotational matrix.

Due to the coplanarity, the triple scalar product of the three vectors should be zero. That is,

$$
\begin{equation*}
\underline{b} \cdot(r \underline{I} \times \underline{r} \underline{2})=0 \tag{2.31}
\end{equation*}
$$
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The condition in matrix form,

$$
\left[\begin{array}{ccc}
b_{x} & b_{y} & b_{z} \\
x_{1 i} & y_{11} & z_{1 i} \\
\left(m_{11} x_{2 i}+m_{21} y_{2 i}-m_{31} f_{2}\right) & \left(m_{12} x_{2 i}+m_{22} y_{2 i}-m_{32} f_{2}\right) & \left(m_{13} x_{2 i}+m_{23} y_{2 i}-m_{33} f_{2}\right)
\end{array}\right]=0
$$

Substituting $t_{i}, t_{2}$, and $t_{3}$ for $\left(m_{11} x_{2 i}+m_{2 i} y_{2 i}-m_{3} f_{2}\right),\left(m_{12} x_{2 i}+m_{22} y_{2 i}-m_{3} f_{2}\right)$, and $\left(m_{11} x_{2 i}+\right.$ $\left.m_{2 i} y_{2 i}-m_{3} f_{2}\right)$,

$$
\left[\begin{array}{ccc}
b_{x} & b_{y} & b_{z} \\
x_{1 i} & y_{1 i} & -f_{1} \\
t_{1} & t_{2} & t_{3}
\end{array}\right]=0
$$

Hence, the coplanarity equation can be written as,

$$
\begin{equation*}
b_{x}\left(y_{1 i} t_{3}+t_{2} f_{1}\right)+b_{y}\left(x_{1 i} t_{3}+t_{1} f_{1}\right)+b_{z}\left(x_{1 i} t_{2}-t_{1} y_{1 i}\right)=0 \tag{2.32}
\end{equation*}
$$

Assuming $b_{x}$ is not zero, the condition can be stated as,

$$
\begin{equation*}
\left(y_{1 i} t_{3}+t_{2} f_{1}\right)+\frac{b_{y}}{b_{x}}\left(x_{1 i} t_{3}+t_{1} f_{1}\right)+\frac{b_{z}}{b_{x}}\left(x_{1 i} t_{2}-t_{1} y_{1 i}\right)=0 \tag{2.33}
\end{equation*}
$$

Equation 2.33 is non-linear and hence should be linearized using the Taylor expansion. The five relative orientation parameters $\left(\frac{b_{y}}{b_{x}}\right),\left(\frac{b_{z}}{b_{x}}\right), \omega, \phi$, and $\kappa$ can be estimated if five pairs of corresponding image points are known. When more than five points are available, a least squares solution can be obtained. Initial estimates of unknown relative orientation parameters are required.

### 2.4 3-D location estimation - Intersection

The process of the estimation of co-ordinates of an unknown 3-D location using known camera exterior parameters and image measurements is termed intersection. Direct or iterative methods can be used, the choice of the method depends on the speed or statistical rigorousness required (Atkinson, 1986).
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### 2.4.1 Intersection - non-rigorous solution

In non-rigourous direct intersection, camera exterior parameters and image measurements are considered as constants. By rearranging the collinearity equations (Equation 2.14), 3-D co-ordinates of a point can be estimated. A minimum of two image points in each image are required which results in four equations to solve for three unknowns. Hence, least squares can be used to obtain a solution. Estimations using this method are less reliable as the random errors are not taken into consideration. Assuming $m$ 3-D points and $n$ cameras, there will be $3 m$ unknowns and $2 m n$ equations provided each camera views the same set of 3-D points. A set of rearranged equations can be stated as,

$$
\begin{align*}
& \left(x_{j i} m_{j 31}+f_{j} m_{j 11}\right) X_{i}+\left(x_{j i} m_{j 32}+f_{j} m_{j 12}\right) Y_{i}+\left(x_{j i} m_{j 33}+f_{j} m_{j 13}\right) Z_{i} \\
& =x_{j i}\left(m_{i 31} X_{j L}+m_{j 32} X_{j L}+m_{j 33} X_{i L}\right)+f_{i}\left(m_{j 11} X_{j L}+m_{j 2} Y_{j L}+m_{j 13} Z_{j L}\right) \\
& \left(y_{j i} m_{j 31}+f_{j} m_{j 21}\right) X_{i}+\left(y_{j i} m_{j 32}+f_{j} m_{j 22}\right) Y_{i}+\left(y_{j i} m_{j 33}+f_{j} m_{j 23}\right) Z_{i} \\
& =y_{j i}\left(m_{j 31} X_{j L}+m_{i 32} X_{j L}+m_{j 33} X_{i L}\right)+f_{i}\left(m_{j 21} X_{i L}+m_{j 22} Y_{j L}+m_{j 23} Z_{j L}\right) \tag{2.34}
\end{align*}
$$

where $(\mathrm{i}=1,2, \ldots \ldots \ldots m)$ and $(i=1,2, \ldots \ldots \ldots n)$.

In the matrix form, set of equations can be represented as,

$$
A\left[\begin{array}{l}
X \\
Y \\
Z
\end{array}\right]=B
$$

Using least squares unknowns can be estimated as,

$$
\left[\begin{array}{l}
X  \tag{2.35}\\
Y \\
Z
\end{array}\right]=\left(A^{\prime} A\right)^{-1}\left(A^{\prime} B\right)
$$
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### 2.4.2 Intersection - iterative solution

A more refined estimation of the $3-D$ object point co-ordinates can be obtained by iterative intersection. In this method, linearized collinearity equations are used. Initial estimates of the 3-D co-ordinates $\left(X_{0}, Y_{0}, Z_{0}\right)$ are required which may be obtained using the non-rigorous intersection method. Considering images of a 3-D point in $m$ cameras, a set linearized collinearity equations can be stated as,

$$
\begin{align*}
& f_{i x}\left(x_{0}\right)-b_{i x 0}+\left(\frac{\partial F_{i x}}{\partial X}\right)_{0} d X+\left(\frac{\partial F_{i x}}{\partial Y}\right)_{0} d Y+\left(\frac{\partial F_{i x}}{\partial Z}\right)_{0} d Z+\left(\frac{\partial F_{i x}}{\partial b_{i x}}\right)_{0} d b_{i x}=0 \\
& f_{i y}\left(x_{0}\right)-b_{i y 0}+\left(\frac{\partial F_{i y}}{\partial X}\right)_{0} d X+\left(\frac{\partial F_{i y}}{\partial Y}\right)_{0} d Y+\left(\frac{\partial F_{i y}}{\partial Z}\right)_{0} d Z+\left(\frac{\partial F_{i y}}{\partial b_{i y}}\right)_{0} d b_{i y}=0 \tag{2.36}
\end{align*}
$$

where, $(i=1,2, \ldots, m)$ and $m \geq 3$.
In matrix form,

$$
A \Delta x=b+v
$$

Using least squares, corrections to unknowns can be obtained as,

$$
\begin{equation*}
\Delta x=\left(A^{\prime} W A\right)^{-1} A^{\prime} W b \tag{2.37}
\end{equation*}
$$

where, $W$ is the weight matrix of the 2-D measurements. $\left(A^{t} W A\right)^{-1}$ is the cofactor matrix where,

$$
A=\left[\begin{array}{ccc}
\left(\frac{\partial F_{1 x}}{\partial X}\right)_{0} & \left(\frac{\partial F_{1 x}}{\partial Y}\right)_{0} & \left(\frac{\partial F_{1 x}}{\partial Z}\right)_{0} \\
\left(\frac{\partial F_{1 y}}{\partial X}\right)_{0} & \left(\frac{\partial F_{1 y}}{\partial Y}\right)_{0} & \left(\frac{\partial F_{1 y}}{\partial Z}\right)_{0} \\
\cdot & \cdot \\
\left(\frac{\partial F_{m x}}{\partial X}\right)_{0} & \left(\frac{\partial F_{m x}}{\partial Y}\right)_{0}^{0} & \left(\frac{\partial F_{m x}}{\partial Z}\right)_{0}^{0} \\
\left(\frac{\partial F_{m y}}{\partial X}\right)_{0} & \left(\frac{\partial F_{m y}}{\partial Y}\right)_{0} & \left(\frac{\partial F_{m y}}{\partial Z}\right)_{0}
\end{array}\right]
$$

$$
\Delta x=\left[\begin{array}{c}
d X \\
d Y \\
d Z
\end{array}\right] \quad b=\left[\begin{array}{c}
-f_{1 x}\left(x_{0}\right)+b_{1 \times 0} \\
-f_{1 y}\left(x_{0}\right)+b_{1 y 0} \\
\cdot \\
\cdot \\
-f_{m i x}\left(x_{0}\right)+b_{m x 0} \\
-f_{m x}\left(x_{0}\right)+b_{m x 0}
\end{array}\right] \quad v=\left[\begin{array}{c}
-d b_{1 x} \\
-d b_{1 y} \\
\cdot \\
\cdot \\
-d b_{m x} \\
-d b_{m y}
\end{array}\right]
$$

After each iteration, the updated $X, Y$, and $Z$ values can be computed as,

$$
\left[\begin{array}{l}
X  \tag{2.38}\\
Y \\
Z
\end{array}\right]=\left[\begin{array}{l}
X_{0} \\
Y_{0} \\
Z_{0}
\end{array}\right]+\left[\begin{array}{l}
d X \\
d Y \\
d Z
\end{array}\right]
$$

Iterations should be continued until corrections are smaller than a pre-determined threshold. The resulting 3-D estimations are more accurate than those produced by non-rigorous solution due to the minimisation of residuals (Atkinson, 1996). The partial differentials in Equation 2.36 are given in Appendix.

### 2.5 Bundle Adjustment

The separate estimation of camera exterior parameters (resection) and 3-D object point co-ordinates (intersection) were discussed in the previous sections. These quantities can also be estimated simultaneously. This estimation process is known as the bundle adjustment which uses the functional model based on linearized collinearity equations (Atkinson, 1996). Initial estimates of the unknowns are required and are updated after each iteration until the adjustment to each quantity is negligibly small.

Considering co-ordinates of the $i^{\text {th }} 3$-D point $\left(X_{i}, Y_{i}, Z_{i}\right)$ and exterior parameters $X_{L}, Y_{L}$ $Z_{L} \omega, \varphi, \kappa$ of $j^{\text {th }}$ camera, linearized collinearity equations can be written as,

$$
\begin{aligned}
& f_{i j x}\left(x_{0}\right)-b_{i j x 0}+\left(\frac{\partial F_{i j x}}{\partial X_{i}}\right)_{0} d X_{i}+\left(\frac{\partial F_{i j x}}{\partial Y_{i}}\right)_{0} d Y_{i}+\left(\frac{\partial F_{i j x}}{\partial Z_{i}}\right)_{0} d Z_{i} \\
& +\left(\frac{\partial F_{i j x}}{\partial X_{L_{j}}}\right)_{0} d X_{L j}+\left(\frac{\partial F_{i j x}}{\partial Y_{L j}}\right)_{0} d Y_{L j}+\left(\frac{\partial F_{i j x}}{\partial Z_{L j}}\right)_{0} d Z_{l j} \\
& +\left(\frac{\partial F_{i j x}}{\partial \omega_{j}}\right)_{0} d \omega+\left(\frac{\partial F_{i j x}}{\partial \phi_{j}}\right)_{0} d \phi+\left(\frac{\partial F_{i j x}}{\partial \kappa_{j}}\right)_{0} d \kappa+\left(\frac{\partial F_{i j x}}{\partial b_{i j x}}\right)_{0} d b_{i j x}=0
\end{aligned}
$$
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$$
\begin{align*}
& f_{i j y}\left(x_{0}\right)-b_{i j y 0}+\left(\frac{\partial F_{i j y}}{\partial X_{i}}\right)_{0} d X_{i}+\left(\frac{\partial F_{i j y}}{\partial Y_{i}}\right)_{0} d Y_{i}+\left(\frac{\partial F_{i j y}}{\partial Z_{i}}\right)_{0} d Z_{i} \\
& +\left(\frac{\partial F_{i j y}}{\partial X_{L j}}\right)_{0} d X_{l i j}+\left(\frac{\partial F_{i j y}}{\partial Y_{L j}}\right)_{0} d Y_{L j}+\left(\frac{\partial F_{i j y}}{\partial Z_{L j}}\right)_{0} d Z_{L j} \\
& +\left(\frac{\partial F_{i j y}}{\partial \omega_{j}}\right)_{0} d \omega+\left(\frac{\partial F_{i j y}}{\partial \phi_{j}}\right)_{0} d \phi+\left(\frac{\partial F_{i j y}}{\partial \kappa_{j}}\right)_{0} d \kappa+\left(\frac{\partial F_{i j y}}{\partial b_{i y j}}\right)_{0} d b_{i j y}=0 \tag{2.39}
\end{align*}
$$

In matrix form the system of equations can be written as,

$$
\begin{equation*}
A \Delta x=b+v \tag{2.40}
\end{equation*}
$$

where, $A$ is the design matrix, $\Delta x$ is the matrix of corrections to unknowns, $b$ is the matrix of image measurements, and $v$ is the matrix of image residuals.

The corrections to the unknown 3-D object points and camera exterior parameters ( $\Delta x$ ) can be estimated as,

$$
\begin{equation*}
\Delta x=\left(A^{\prime} W A\right)^{-1} A^{\prime} W b \tag{2.41}
\end{equation*}
$$

$C=\left(A^{\prime} W A\right)^{-1}$ is the cofactor matrix.

After each iteration, the updated value of unknowns can be calculated. The resulting 3$D$ point co-ordinates and camera exterior parameters are known as adjusted values which are the most probable estimates. When camera interior parameters are also estimated along with 3-D point co-ordinates and camera exterior parameters, the adjustment process is known as the self-calibration bundle adjustment.

The image residuals may be computed as,

$$
\begin{equation*}
v=A \Delta x-b \tag{2.42}
\end{equation*}
$$

Hence, standard deviation of the residuals or precision of image measurements can be computed as,

$$
\begin{equation*}
\sigma_{0}=\sqrt{\frac{v^{t} W v}{r}} \tag{2.43}
\end{equation*}
$$

where $r$ is the number of degrees of freedom.

The solution to the system of equations is possible only if the matrix ( $A^{l} W A$ ) (in Equation 2.41) is non-singular. But this matrix is always singular hence, it is required to include constraints to make it non-singular (Atkinson, 1996).

### 2.6 Image residuals

When 3-D object points and camera exterior parameters are considered as unknowns (bundle adjustment), the least squares estimation gives the most probable values for the unknowns. Hence, Equation 2.42 gives the most probable values for the image residuals and the standard deviation of residuals can be obtained using Equation 2.43. The results of this statistical analysis of image residuals can be used in image point correspondence algorithms where the epipolar constraint is used (chapter 3). Considering an image point in one image of a stereo pair, the corresponding point in the other image can be found by searching within a band which symmetrically covers either side of the corresponding epipolar line. The statistical knowledge of the image residuals can be used to estimate the optimum width of this epipolar search band (Ariyawansa and Clarke, 1999).

### 2.7 Summary of the chapter

In high precision close range photogrammetric measurements the random errors are taken into account by the least squares technique. Assuming individual measurements are independent and random errors follow a normal distribution, the least squares technique estimates unknowns by minimising the sum of the squares of the residuals. In addition, the statistics of the estimations are given by the covariance matrix.

The ideal collinear condition between the object point, the camera perspective centre, and the image point is an important relationship used in photogrammetry which results in collinearity equations. However, in reality a ray that passes through the perspective
centre is deviated due to the imperfections of the lens system. Hence, for high precision applications the errors caused by the lens system should be taken into consideration.

The estimation of camera exterior parameters is normally the first step of a measurement process. Often a closed-form solution is used to obtain approximate parameters and then an iterative method is used to obtain more accurate parameters. The 2-D DLT method is a closed-form solution that requires a minimum of four coplanar control point. The precision of the estimations depend on the accuracy with which the control points are measured. The iterative method which uses linearized collinearity equations produces more refined parameters and requires a minimum of three control points. Relative orientation expresses exterior parameters of one camera with respect that of another.

When camera exterior parameters are known and image measurements are given the estimates of 3-D locations may be obtained using intersection. Image point locations can be corrected for lens distortions using pre-estimated camera interior parameters. The rearranged non-linear collinearity equations can be used to obtain approximate values for 3-D locations. Normally these approximate values are used by an iterative method as initial values to obtain more accurate estimations. The iterative method uses least squares and provides statistical quality of estimations.

The bundle adjustment iteratively estimates both the camera exterior parameters and the $3-D$ locations. The approximations of the unknowns are required. The estimations provide the most probable values for the unknowns and the statistical quality of the estimations are provided by the covariance matrix. The self calibrating bundle adjustment estimates camera interior parameters in addition to the exterior parameters and the 3-D locations.
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## Multiple view correspondence methods

Automatically finding corresponding features in images has been a research topic for many years. Feature correspondences are required for tracking, 3-D location estimation, object identification, and camera lens system calibration to name a few. Correspondences may be required from a sequence of images acquired from a single camera or a set of images acquired from multiple cameras located at different view points. The camera(s) and/or object(s) may be moving or stationary (Koch, 1994; Wang and Duncan, 1996; Kang et al. 1997).

Extracting 3-D information of a scene using two or more images is an important passive method in high precision close-range photogrammetry and computer vision. Applications may range from obtaining the structure of a stationary object to guiding a robot to perform an assembly task. The extraction of the image features of interest is the first step. In high precision applications, accurate location of image features is important for the subsequent establishment of correspondences and 3-D localisation. Images of the natural features of objects cannot be located as accurately due to the radiometric and geometric distortions which are dependant upon the view point. Hence, in high precision applications object points of interest are signalised using artificial circular retro-reflective features which are usually termed targets. Due to the special reflective characteristics these targets can be located accurately in image space.

In computer vision literature, the word 'matching' is widely used instead of the word 'correspondences'. The reason is that most algorithms use intensity based matching of small areas of images (windows) in order to establish correspondences. These algorithms use both radiometric and geometric information. In this thesis, both words are used as and when appropriate. However, the material in this thesis mainly involve the discussion and development of algorithms which use only the geometric techniques. Hence, the word 'correspondence' is used widely.

In this chapter, feature extraction techniques are discussed, matching or correspondence algorithms are categorised. Feature extraction and correspondence
methods that are used in high-precision close-range photogrammetric applications are discussed in detail. The traditional geometric techniques and the new geometric techniques developed by the computer vision researchers are discussed.

### 3.1 Classification of image matching methods

There has been a vast number of image matching methods developed over the years. In general these methods exploit the geometry between images and intensity information for the establishment of correspondences. Image matching methods can be categorised in a number of ways which may be depending on the imaging geometry such as parallel or non-parallel optical axes, the number of cameras used such as binocular, trinocular and multiocular, and the image intensity matching technique used which may be correlation or least squares. In this chapter image matching is broadly categorised as area $\underline{\text { based }}$ matching $(A B M)$ and feature based $\underline{\text { matching }}(F B M)$.

There has been a significant amount of research on $A B M$ techniques by the computer vision researchers (Rosenfeld, 1998). The $A B M$ techniques are based on the fact that the projections of a 3-D point in different images are likely to have similar gray values (Fua, 1997). Most of the past $A B M$ algorithms used correlation between intensity patterns of the local neighbourhood (window) of points in images (Ruther, 1996; Kanade et al, 1999). Initially, a point of interest is chosen in one image then a crosscorrelation measure is used to search for a point with a matching neighbourhood in the other images. If the relative or absolute orientation of an image pair is known the search can be constrained using epipolar geometry (Okutomi and Kanade, 1993). A recent development in $A B M$ is the use of Least Squares ( $L S$ ) technique for image matching (Atkinson, 1996; Baltsavias, 1991). $L S$ matching algorithms are considered to be more robust and accurate compared to correlation based methods. The drawbacks of $A B M$ algorithms are that they are sensitive to the angular separation of stereo pairs, contrast, and illumination characteristics (Dhond and Aggarwal, 1989).
$F B M$ algorithms use natural features that are extracted from images rather than using image intensity values directly (Ayache and Hansen, 1988). Features commonly used are corners, edge points, and edge segments. FBM algorithms, depending on the features used, are sensitive to noise and do not perform well in highly textured images (Dhond and Aggarwal, 1989). In high-precision applications, FBM techniques are
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preferred to $A B M$ techniques due to the use of signalising points whose images can be distinguished from the background and can be located accurately. In certain applications signalising points (targets) with some unique structures are used. An example would be the coded targets that are widely used in measurement applications. When such targets are used simple projective geometric constraints can be used to establish correspondences. The use of features alone without using the neighbouring intensity information may increase the likelihood of establishing false correspondences in complex object space situations but these methods are simpler and faster than $A B M$ methods.

### 3.2 Feature extraction techniques

The image features of interest depend on the application. For low accuracy applications, natural features such as corners, edge points, or edge segments can be extracted using an interest operator. There are numerous such operators available. Baltsavias, 1991 pointed out that for feature detection Hadem, Moravec, Forestner, and Hannah operators and Canny edge detector have been used. These operators perform intensity based operations to extract features. In most cases, some quantitative attributes such as high grey level variance, steep correlation, distance to other local features are also calculated for each feature to aid the subsequent correspondence process (Baltsavias, 1991).

In high-accuracy applications, the precision of image feature location is important as it affects the accuracy of 3-D localisation. Natural features such as those mentioned previously cannot be located accurately. Hence, artificial targets are placed on the object points of interest at which measurements are to be made. Normally, these targets are small (radius of 2-10 mm) and of circular shape to enable accurate location estimation (Baltsavias, 1991). The use of targets that are made of retro-reflective material and the use of special illumination ensures that these targets are distinguishable from the background (Clarke and Wang, 1996; Shortis et al, 1994). In most applications, background clutter can be considerably reduced or completely removed by setting a small aperture since the background intensity information is of little or no importance. In many cases, a pre-determined global threshold is used to distinguish targets from image background. Attributes such as peak intensity and area are determined for each target.
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Coded targets, which can be easily distinguishable due to their specific patterns and retro-reflective characteristics, are used in many applications. Currently, there are two types in use. In the first type, a central dot is surrounded by broken concentric rings. The number of broken segments in each concentric ring are used to label targets. The second type comprises a central dot surrounded by a number of dots. The number of secondary dots and their differing sizes are used to label the target (Fraser, 1997).

### 3.2.1 Target detection techniques

Contour tracing with chain codes is a technique used for the detection of image features (West, 1982; Chen, 1995; Pavlidis, 1982). In the first step, the image is binarized using a suitable threshold. A suitable chain coding operator is then used to trace boundaries of the features. Figure 3.1(a) illustrates part of an image with a binarized feature. The grid points marked with circles represent binarized feature pixels. Figure 3.1 (b) illustrates two types of chain-code operators: 4 -way and 8 -way. The tracing algorithm scans each line of the binarized image from top to bottom. When a binarized feature pixel is encountered, chain-code operator begins tracing the feature boundary and the direction vectors are noted. The tracing a feature ends when next pixel to be traced is the one that was considered first. Once completely detected, the feature can be removed from the binarized image to enable the detection of the new features.


Figure 3.1(a). Binarized feature in a section of an image, (b). 4 and 8 way operators

Using an 8 -way operator in the clockwise direction beginning at point $A$ (Figure 3.1(a)), the chain code for the feature is detected as ' $3,4,5,4,6,6,7,8,1,8,2$ '. Using this
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information, the perimeter length can be obtained directly and the co-ordinates of the periphery and the area can also be obtained.

Another way of implementing this algorithm is to use the true intensity image without binarizing. Once a feature is completely detected and co-ordinates of the periphery are obtained, its internal intensity information may be used for more accurate localisation of the feature.

### 3.2.2 Target recognition techniques

Once a feature is detected in the image, a number of tests can be performed to identify if the detected feature is a legitimate target. Attributes such as area, perimeter, shape factor, maximum width and length, and peak intensity are commonly used. The perimeter length can be computed using the traced contour co-ordinates. Area can be computed as the number of pixels in the target image. The circular and non-circular features can be distinguished by the shape factor (Chen et al, 1992) which can be computed as,

$$
\begin{equation*}
Q=A /\left[\pi(L / 2)^{2}\right] \tag{3.1}
\end{equation*}
$$

where A is the computed area of the feature and $L$ is the longest distance across the feature. If the shape of the feature is closer to a circle, the value of shape factor $Q$ is closer to 1 . Since targets used in high-accuracy applications are circular, the shape factor is a useful measure. The peak intensity of the target image is another recognition factor which is normally used to complement the information given by the shape factor and the area of a feature.

### 3.2.3 Target location techniques

Once features are recognised as legitimate targets, the location is computed to subpixel accuracy. There are number of methods which are outlined and their characteristics are discussed.

Shape centre (average of perimeter): The average of co-ordinates $(\bar{x}, \bar{y}$ of the perimeter of a target image can be computed as,
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$$
\begin{equation*}
\bar{x}=\left(\frac{1}{n}\right) \sum_{i=1}^{n} x_{i}, \quad \bar{y}=\left(\frac{1}{n}\right) \sum_{i=1}^{n} y_{i} \tag{3.2}
\end{equation*}
$$

where $\left(x_{v}, y_{i}\right)$ is the $i^{\text {th }}$ pixel co-ordinate and $n$ is the total number of pixels in the perimeter.

Binary centroid: In this method, binarized target images are used to compute the binary centroid $(\bar{x}, \bar{y}$ which can be stated as,

$$
\begin{equation*}
\bar{x}=\frac{\sum_{i=1}^{n} x_{i} \cdot I_{i}}{\sum_{i=1}^{n} I_{i}}, \quad \bar{y}=\frac{\sum_{i=1}^{n} y_{i} \cdot I_{i}}{\sum_{i=1}^{n} I_{i}} \tag{3.3}
\end{equation*}
$$

where ( $x_{v}, y_{j}$ ) is the $i^{\text {th }}$ pixel co-ordinate at which the binarized intensity $I_{I}$ which is either one or zero.

Grey scale centroid:The grey scale centroid can be represented by the same equations as (3.3), but $I$, represent the actual unthresholded intensity value at pixel location $\left(x_{i}, y_{j}\right)$.

Squared grey scale centroid: The computation of squared grey scale centroid is the same as gray scale centroid but the squared value of the intensity is used.

Shortis et al, 1994 carried out simulation tests to investigate relative merits of each location method for the Gaussian shaped targets. The effects on target location accuracy due to the number of quantization levels of $A / D$ conversion, threshold, target size, intensity saturation, $D C$ offset of the video signal to the $A / D$ converter input was analysed. Intensity methods (gray scale centroid and squared grey scale centroid) have better accuracy performances when number of quantization levels are higher due to the better intensity resolution of pixels around the edge of the target. The threshold methods (shape centre and binary centroid) do not show clear improvement. As the threshold intensity increases, the location accuracy of the intensity methods decreases again due to the removal of pixels on the edge of the target. With the threshold methods, location accuracy increases as target size increases where as it remains stable
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for intensity methods when diameter is greater than 6-7 pixels. In general, intensity methods have better location accuracy performance than threshold methods.

### 3.3 Geometric techniques for establishing correspondences

Using a suitable technique image points of interest are located in each image. Taking a point in one image it is unknown which point in each other image corresponds to the same 3-D world point.

The geometric techniques provide vital information for establishing correspondences. In $A B M$ algorithms, geometric techniques are used to constrain the search space. In FBM algorithms, geometric techniques are used for establishing feature correspondences between images.

### 3.3.1 Epipolar geometry

Epipolar geometry is a fundamental projective geometric relationship that exists between a pair of images (Haralick and Shapiro, 1993; Faugeras, 1995; Kanatani, 1993). Considering a stereo pair where the relative or the absolute orientation of images are known the epipolar geometry can be used to establish correspondences. Figure 3.2 illustrates a convergent optical axes image pair $I_{1}$ and $I_{2}$ whose optical centres are $\mathrm{O}_{1}$ and $\mathrm{O}_{2}$ respectively.


Figure 3.2 Epipolar geometry
Images of a 3-D world point $A_{i}\left(X_{i j} Y_{i}, Z_{i}\right)$ on images $I_{I}$ and $I_{2}$ are at points $p_{l i}\left(x_{l i}, y_{i j}\right)$ and $p_{2 i}\left(x_{2 i} y_{2 i}\right)$. The line joining the optical centres $O_{I}$ and $O_{2}$ is termed the baseline. Points $e_{1}\left(x_{c l}, y_{c 1}\right)$ and $e_{2}\left(x_{e 2}, y_{c 2}\right)$ are termed epipoles and are the images of optical centers $O_{2}$ and
$O_{1}$ on images $I_{1}$ and $I_{2}$ respectively. The plane formed by points $O_{1}, O_{2}$, and $A$ is termed the epipolar plane which intersects image planes $I_{l}$ and $I_{2}$ along the epipolar lines $l_{l}$ and $l_{21}$. Hence, for point $p_{t_{1}}\left(x_{l_{1},}, y_{l \prime}\right)$ which lie on epipolar line $l_{l l}$, the corresponding point $p_{21}\left(x_{2 i}, y_{2}\right)$ can be found by searching along the conjugate epipolar line $l_{21}$. This condition is termed the epipolar constraint.

### 3.3.1.1 Determination of conjugate epipolar line

In order to find a corresponding point in the image $I_{2}$ for a given point in image $I_{i}$, the first step is to determine the equation of epipolar line $l_{21}$ (Figure 3.3). Given the exterior orientation of cameras and co-ordinates of point $p_{l i}$, equation of $l_{2 i}$ can be determined.


Figure 3.3 Conjugate epipolar line

By projecting a ray from $p_{l i}$ through $O_{l}$ to $X Y$-plane of the world co-ordinate system, a 3-D point $A_{j}\left(X_{p}, Y_{j}, Z_{j}=0\right)$ can be determined. Reprojecting a ray from this point to image $I_{2}$ through $O_{2}$ a point $p_{2 /}\left(x_{2 j} y_{2 j}\right)$ in image $I_{2}$ can be determined. Point $p_{2 j}$ will also fall on the same epipolar line $l_{21}$. If co-ordinates of epipole $e_{2}\left(x_{e 2}, y_{e 2}\right)$ are known, the epipolar line $l_{2}$ can be determined as follows,

$$
\frac{\left(y-y_{2 j}\right)}{\left(x-x_{2 j}\right)}=\frac{\left(y_{2 j}-y_{e 2}\right)}{\left(x_{2 j}-x_{e 2}\right)}
$$

By rearranging in $y=m x+c$ form,

$$
\begin{equation*}
y=\left(\frac{y_{2 j}-y_{e 2}}{x_{2 j}-x_{e 2}}\right) x+\left(y_{2 j}-\left(\frac{y_{2 j}-y_{e 2}}{x_{2 j}-x_{e 2}}\right) x_{2 j}\right) \tag{3.4}
\end{equation*}
$$

### 3.3.1.2 Determination of search band

With real imaging systems, the epipolar constraint discussed in the previous section will not be satisfied exactly and corresponding points will lie a small distance away from the epipolar line. This is true even after correcting for lens distortion. The reason for this deviation is because of the unknown random errors of the imaging system. Hence, a band that symmetrically covers either side of the ideal epipolar line is considered when searching for corresponding points. This search window is termed the search band $b_{2 i}$ and its border lines $l_{l b i}$ and $l_{2 b i}$ are termed search band border lines (Figure 3.4). Gradients of border lines $l_{l b}$ and $l_{2 b t}$ are the same as that of the epipolar line $l_{21}$. The perpendicular distance between the parallel border lines is termed the search band width (d). A detailed discussion on determining search band width is given in chapter 5 .


Figure 3.4 Illustration of search band
As illustrated in Figure 3.3, once a point on epipolar line $l_{2}\left(p_{2 j}\right)$ is determined, the next step is to determine a point that lie on each border line. Figure 3.5 illustrates epipolar lines with positive and negative gradients and the determination of points that fall on each border line.


Figure 3.5 Possible epipolar line gradients and points on each border line

Given the co-ordinates of point $p_{2 j}\left(x_{2 j}, y_{2 j}\right)$ and width of the search band $(q r \equiv d)$, the points $q\left(x_{1}, y_{1}\right)$ and $r\left(x_{2}, y_{2}\right)$ that lie on border lines can be determined.

When the gradient is positive,

$$
\begin{align*}
& \left.q \equiv\left(\left(x_{2 j}-\left(\frac{d}{2}\right) \sin \theta\right),\left(y_{2 j}+\left(\frac{d}{2}\right) \cos \theta\right)\right)\right] \\
& r \equiv\left(\left(x_{2 j}+\left(\frac{d}{2}\right) \sin \theta\right),\left(y_{2 j}-\left(\frac{d}{2}\right) \cos \theta\right)\right) \tag{3.5}
\end{align*}
$$

When the gradient is negative,

$$
\begin{align*}
& \left.q \equiv\left(\left(x_{2 j}+\left(\frac{d}{2}\right) \sin \theta\right),\left(y_{2 j}+\left(\frac{d}{2}\right) \cos \theta\right)\right)^{\prime}\right) \\
& r \equiv\left(\left(x_{2 j}-\left(\frac{d}{2}\right) \sin \theta\right),\left(y_{2 j}-\left(\frac{d}{2}\right) \cos \theta\right)\right) \tag{3.6}
\end{align*}
$$

where $\theta=\tan ^{-1}(|m|$, and $m$ is the gradient of the epipolar line. Special situations occur when $m=0$ and $m \rightarrow \infty$.

If the intercepts of border lines are $\mathrm{c}_{l}$ and $\mathrm{c}_{2}$, the equations can be written as
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$$
\begin{equation*}
y=m x+c_{1}, \quad y=m x+c_{2} \tag{3.7}
\end{equation*}
$$

If an image point $\left(x_{v}, y_{i}\right)$ falls within the band then

$$
\begin{equation*}
\left(y_{i}-m x_{i}-c_{1}\right)>0 \quad \text { and } \quad\left(y_{i}-m x_{i}-c_{2}\right)<0 \tag{3.8}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(y_{i}-m x_{i}-c_{1}\right)<0 \quad \text { and } \quad\left(y_{i}-m x_{i}-c_{2}\right)>0 \tag{3.9}
\end{equation*}
$$

Hence, potentially corresponding points can be identified.

### 3.3.1.3 Epipolar geometry in parallel optical axis images

A special situation of the epipolar geometry occurs when the local axes systems are parallel and both images lie on a plane which is parallel to the baseline $\mathrm{O}_{l} \mathrm{O}_{2}$ (Figure 3.6). The x -axes of the local co-ordinate systems are parallel to the baseline. In each image the epipoles are at infinity. The epipolar plane created by points $A_{i}, O_{l}$, and $O_{2}$ intersects image planes $I_{r l}$ and $I_{r 2}$ along conjugate epipolar lines $l_{r l i}$ and $l_{r 21}$ that are collinear. In ideal geometric situation, the $y$-co-ordinates of corresponding image points are equal (i.e. $\mathrm{y}_{r i i}=\mathrm{y}_{r 2 i}$ ). If image point co-ordinates are sorted in ascending order of y-co-ordinates, potential correspondences can be established without an extensive searching through the image point co-ordinates.


Figure 3.6 Parallel optical axis images
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### 3.3.1.4 Consideration of ambiguities

Ambiguities occur when multiple image points are present on the epipolar lines (Figure 3.7). These occur when multiple 3-D object points $A_{1}$ to $A_{5}$ fall on a single epipolar plane. In practice, the errors in the imaging system cause these points to fall near the ideal epipolar lines $l_{l}$ and $l_{2}$. Due to the consideration of a search band it is likely that these points fall within the band and cause ambiguities.


Figure 3.7 Ambiguities due to multiple co-planar 3-D points

If the object space information is available some ambiguities may be solved intuitively using analytical constraints such as a left-to-right rule. This rule uses the fact that the left most point in one image should be the left most point in the other image. The epipole in each image can be taken as a local reference. The distance from the epipole to each point along the epipolar line can be used as a measure to identify the left to right order of image point location. For this technique to be applied successfully, all 3$D$ points should appear on both images.

### 3.3.1.5 Epipolar geometry between more than two views

The epipolar geometry that exists between a pair of images can be extended to three convergent axis images. Three images can be considered as a combination of three stereo pairs $I_{1} / I_{2}, I_{2} / I_{3}$, and $I_{3} / I_{1}$ (Figure 3.8). It is assumed that the absolute or relative
orientation of each stereo pair is known. In this configuration, there are six epipoles $e_{12}, e_{21}, e_{23}, e_{32}, e_{31}$, and $e_{13}$. The plane formed by three optical centres $O_{l}, O_{2}$, and $O_{3}$ is termed the trifocal plane (Faugeras and Robert, 1996) which is an epipolar plane simultaneously for all three cameras.


Figure 3.8 Application of epipolar constraint to three convergent axis images

Images of 3-D point $A_{l}\left(X_{i}, Y_{i}, Z_{i}\right)$ in images $I_{l}, I_{2}$, and $I_{3}$ are $p_{l i}\left(x_{i i} y_{l i}\right), p_{2 i}\left(x_{2 i} y_{2 i}\right)$, and $p_{3 i}\left(x_{3 i}, y_{3}\right)$. Considering the 3-D point $A_{i}\left(X_{i j} Y_{v} Z_{i}\right)$ and image points $p_{l i}, p_{2 i}$, and $p_{3 i}$, the epipolar geometry between image pairs $I_{l} / I_{2}, I_{2} / I_{3}$, and $I_{3} / I_{l}$ forms three epipolar planes whose intersections with image planes create three pairs of conjugate epipolar lines $l_{12} / l_{21}, l_{23} / l_{32}, l_{31} / l_{13}$ respectively. Under ideal geometric conditions, pairs of epipolar lines ( $l_{21}, l_{31}$ on image $I_{1} ; l_{12}, l_{32}$ on image $I_{2}$; and $l_{13}, l_{23}$ on image $I_{3}$ ) should intersect on image points $p_{l i}, p_{2 i}$, and $p_{3 i}$ hence forming a closed loop of points. A further geometric relationship is that each image point is a common point for the image plane and the two epipolar planes.

The epipolar geometry can be extended to four convergent axes images. Figure 3.9 illustrates epipolar geometry between four images. As in the case of three images, four images can be considered as a combination of six stereo pairs. Considering a 3-D point $A_{l}\left(X_{i j} Y_{t,} Z_{l}\right)$ and image points $p_{l i,}, p_{2 l,} p_{3,}$, and $p_{t i}$, the epipolar geometry between image pairs $I_{l} / I_{2}, I_{2} / I_{3}, I_{3} / I_{4}$, and $I_{\|} / I_{l}$ forms four epipolar planes whose intersections with image planes creates four pairs of conjugate epipolar lines $l_{12} / l_{21}, l_{23} / l_{32}, l_{34} / l_{43}$, and $l_{41} / l_{1+}$
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respectively. These epipolar lines intersect on points $p_{l i}, p_{2 i}, p_{3 i}$, and $p_{4 i}$ forming a closed loop.


Figure 3.9 The application of epipolar constraint to four convergent axis images

The epipolar geometry can be extended to an arbitrary number of views. The epipolar constraint complemented with other geometric techniques have been used to establish correspondences. Number of algorithms which use these techniques were developed over the years due to both computer vision and photogrammetric research. Some of these algorithms are discussed in sections 3.4 and 3.5.

### 3.4 Correspondence algorithms in close-range photogrammetry

In all high precision close-range photogrammetric applications (because of the use of special illumination techniques, aperture settings, and the use of targets with retroreflective characteristics) the images acquired often only consist of the intensity information of the targets. The subpixel locations of these targets are then computed. In order to compute $3-D$ locations, the corresponding targets, now their subpixel locations (image points), should be identified. The camera interior parameters are estimated as an off-line process and the exterior parameters are determined to the highest possible accuracy. This section describes number of techniques that have been used in close-range applications.
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### 3.4.1 Epipolar line algorithm

The epipolar line intersection method is commonly used technique used to establish multiple view image point correspondences. Mass, 1992 developed a three and four view correspondence method for use in 3-D particle tracking velocimetry. Probabilistic models for image space ambiguities, with the knowledge of the density of object space particles, were developed for various three view configurations. The principle of epipolar line intersection was used for the establishment of correspondences. Figure 3.10 illustrates a three view configuration. Consider point $p_{l}$ ( $i=1 \ldots . n$ ) and epipolar line $l_{2 l i}$ in image $I_{l}$. Its conjugate epipolar line in image $I_{2}\left(l_{121}\right)$ has potentially corresponding points $p_{21}, p_{22}$, and $p_{23}$. Similarly, consider point $p_{l i}$ and epipolar line $l_{3 l_{i}}$ in image $I_{l}$. The conjugate epipolar line in image $I_{3}\left(a_{131}\right)$ has potentially corresponding points $p_{31}, p_{32}, p_{33}$. The conjugate epipolar lines belonging to points $p_{21}, p_{22}, p_{23}$ intersect the epipolar line $l_{13}$ on image $I_{3}$ near points $p_{31}, p_{32}$, and $p_{33}$. Mass, 1992 suggests that there is a high probability that only one of the intersecting points is closer to the corresponding image point $\left(p_{31}\right)$.


Figure 3.10 Intersection of epipolar lines on third view

A version of the epipolar line method was implemented for the purpose of this thesis. In this implementation multiple view configuration was considered as a combination of stereo pairs. The stereo pair correspondences are established as discussed in section 3.3.1. Image point identity based search is then carried out to distribute
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correspondences. In this thesis this technique is referred as epipolar line (EL) algorithm from this point onwards.

### 3.4.2 3-D space intersection algorithm

This algorithm uses the epipolar constraint in the 3-D object space rather than in the 2$D$ image space (Chen, 1995). It uses the fact that rays projected from corresponding 2$D$ image points should intersect at a single point which is the corresponding 3-D world point. However, due to the errors of the imaging system these rays do not normally intersect at a point. Instead they intersect with a small perpendicular distance between them (Figure 3.11). The distances between intersecting rays that originate from corresponding points are smaller compared to those between non-corresponding points provided camera exteriors are accurate and image point co-ordinates are corrected for lens distortions. Hence, corresponding points can be distinguished by comparing computed distance with a pre-determined threshold.


Figure 3.11 Minimum distance between a pair of rays

Points $p_{l 1}\left(x_{1 n} y_{l i}\right)$ and $p_{21}\left(x_{2 v} y_{2 i}\right)$ in images $I_{1}$ and $I_{2}$ are two arbitrary points. $O_{l}\left(X_{01,}, Y_{01}\right)$ and $O_{2}\left(X_{0,1}, Y_{01}\right)$ are optical centres of images $I_{1}$ and $I_{2}$. Rays $r_{l \prime}$ and $r_{21}$ projected into 3-D space from each point intersect with a perpendicular distance $d$ between them which can be calculated. By rearranging collinearity equations (Equation 2.14), the equation of the $3-D$ lines representing rays $\mathrm{r}_{l /}$ and $\mathrm{r}_{2 i}$ can be written as,

$$
\frac{(X-X O 1)}{p 1}=\frac{(Y-Y O 1)}{q 1}=\frac{(Z-Z O 1)}{r 1},
$$
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$$
\begin{equation*}
\frac{(X-X O 2)}{p^{2}}=\frac{(Y-Y O 2)}{q^{2}}=\frac{(Z-Z O 2)}{r^{2}} \tag{3.10}
\end{equation*}
$$

where,

$$
\begin{aligned}
& p 1=m 1_{11} x+m 1_{21} y-m 1_{31} f_{1}, q 1=m 1_{12} x+m 1_{22} y-m 1_{32} f_{1}, r 1=m 1_{13} x+m 1_{23} y-m 1_{33} f_{1}, \\
& p 2=m 2_{11} x+m 2_{21} y-m 2_{31} f_{2}, q 2=m 2_{12} x+m 2_{22} y-m 2_{32} f_{2}, \text { and } r 2=m 2_{13} x+m 2_{23} y-m 2_{33} f_{2}
\end{aligned}
$$

Hence, the minimum distance between rays $\mathrm{r}_{11}$ and $\mathrm{r}_{2 i}$ is given by,

$$
d=\left|\begin{array}{ccc}
(X 02-X 01) & (Y 02-Y 01) & (Z 02-Z 01)  \tag{3.11}\\
p 1 & q 1 & r 1 \\
p 2 & q 2 & r 2
\end{array}\right| / \sqrt{\left|\begin{array}{cc}
p 1 & q 1 \\
p 2 & q 2
\end{array}\right|^{2}+\left|\begin{array}{cc}
q 1 & r 1 \\
q 2 & r 2
\end{array}\right|^{2}+\left|\begin{array}{ll}
r 1 & p 1 \\
r 2 & p 2
\end{array}\right|^{2}}
$$

A threshold for the minimum distance value that distinguishes corresponding and noncorresponding points can be established using prior knowledge of 3-D location accuracy.

Chen, 1995 considers all images simultaneously. An image that views all object space points is selected as the master image. A ray is projected into $3-D$ space from a point in this image. The perpendicular distances to all the other rays projected from each image are computed and are compared against a threshold value. Rays that generate distances which are smaller than the threshold are selected as those belonging to corresponding image points.

Implementation of this algorithm by Chen, 1995 considered the use of approximate camera exterior parameters. Using a few control points, approximate exterior parameters are obtained by resection. This enables the establishment of correspondences between fewer image points. The least squares adjustment was then carried out which resulted in more accurate camera exterior parameters. Correspondences were established for the previously uncorresponded image points resulting more corresponded points. Hence, next adjustment produces even more accurate exteriors. This iterative process was carried out until all possible image points were corresponded.

A version of this technique was implemented. Multiple view configurations were considered as discussed in section 3.4.1 for the $E L$ algorithm. In this thesis this technique is referred as $\underline{3}-\underline{D}$ space intersection (3DSI) algorithm from this point onwards.

### 3.4.3 Back projection or drive-back algorithm

This is a commonly used technique in multiple view close-range applications and has two implementations based on whether 3-D object space points are unknown or known (Fraser, 1997).

When 3-D object space points are unknown, two images that view all 3-D points of interest are taken as master images and the point correspondences are established. A 3$D$ reconstruction is made using these correspondences. Rays are projected into other views from each computed $3-D$ point. Image points that fall within a pre-determined tolerance from the projected points are taken as correspondences. The efficiency of this method depends on the correct establishment of the correspondences between master image pair. It has been implemented successfully by at least one manufacturer of photogrammetric systems (Fraser, 1997).

When 3-D object space point locations are known, rays can be reprojected into each view from each known 3-D point and correspondences can be established in the same way.

### 3.4.4 Epipolar line slope algorithm

The Epipolar line slope algorithm introduced by Sabel et al, 1993 uses the line slope to establish image point correspondences in real-time. In the initialisation step of the algorithm, a relationship between the slopes of conjugate epipolar lines is established. Hence, for a selected point in one image, the slope of the conjugate epipolar line in the other image can be computed with lower computational cost compared to the usual epipolar line determination method (Section 3.3.1.1).

During the initialisation step, a set of epipolar lines is generated in one image with regular angular spacing between them and their slopes with respect to the local coordinate system are computed. The slopes of the conjugate epipolar lines in the other image can be obtained as discussed in section 3.3.1.1. Sabel, 1993 pointed out that the
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relationship between the slopes can be represented by a $2^{\text {nd }}$ order polynomial. The next step is to use the least squares polynomial fitting to obtain an optimum polynomial that represent a relationship between conjugate slopes. The method of using a $2^{\text {nd }}$ order polynomial is discussed here.

Suppose that the following is a set of pairs of conjugate epipolar line slopes,

$$
\left(s_{1}, s_{1}^{\prime}\right),\left(s_{2}, s_{2}^{\prime}\right),\left(s_{3}, s_{3}^{\prime}\right),
$$

$\qquad$ $\left(s_{i}, s^{\prime}\right)$ $\qquad$ $\left(s_{n} S^{\prime}{ }_{n}\right)$

The $m^{\text {th }}$ order polynomial relationship that expresses $s^{\prime}$ in terms of $s$ can be written as,

$$
\begin{equation*}
p\left(s^{\prime}\right)=b_{0}+b_{1} \cdot s+b_{2} \cdot s^{2}+\ldots \ldots \ldots \ldots . . .+b_{m} \cdot s^{m} \tag{3.12}
\end{equation*}
$$

where $b_{0}, b_{1}, \ldots . . . . . . b_{m}$ are unknowns which can be evaluated by minimising the residuals between actual and calculated (using polynomial) slopes in a second image.

The sum of the squares of the residuals $(R)$ can be stated as,

$$
\begin{equation*}
R=\sum_{i=1}^{n}\left(s_{i}^{\prime}-p\left(s_{i}^{\prime}\right)\right)^{2} \tag{3.13}
\end{equation*}
$$

The least squares principle states that sum of the squares of residuals should be minimised in order to find optimum coefficients. Hence, $R$ should be minimised. If the polynomial required is of $2^{\text {nd }}$ order as considered by Sabel, 1993, the coefficients that minimises the residuals occur when,

$$
\frac{\partial R}{\partial b_{0}}=\boldsymbol{0}, \quad \frac{\partial R}{\partial b_{1}}=\boldsymbol{0}, \quad \frac{\partial R}{\partial b_{2}}=0
$$

Using above conditions, following equations can be obtained,

$$
\begin{align*}
& n b_{0}+b_{1} \sum_{i=1}^{n} s_{i}+b_{2} \sum_{i=1}^{n} s_{i}{ }^{2}=\sum_{i=1}^{n} s_{i}^{\prime} \\
& b_{0} \sum_{i=1}^{n} s_{i}+b_{1} \sum_{i=1}^{n} s_{i}{ }^{2}+b_{2} \sum_{i=1}^{n} s_{i}{ }^{3}=\sum_{i=1}^{n} s_{i} s_{i}^{\prime} \\
& b_{0} \sum_{i=1}^{n} s_{i}{ }^{2}+b_{1} \sum_{i=1}^{n} s_{i}{ }^{3}+b_{2} \sum_{i=1}^{n} s_{i}{ }^{4}=\sum_{i=1}^{n} s_{i}{ }^{2} s_{i}^{\prime} \tag{3.14}
\end{align*}
$$

## Chapter 3: Multiple view correspondence methods

In matrix form,

$$
A x=B
$$

where,

$$
A=\left[\begin{array}{ccc}
n & \sum_{i=1}^{n} s_{i} & \sum_{i=1}^{n} s_{i}{ }^{2} \\
\sum_{i=1}^{n} s_{i} & \sum_{i=1}^{n} s_{i}{ }^{2} & \sum_{i=1}^{n} s_{i}{ }^{3} \\
\sum_{i=1}^{n} s_{i}{ }^{2} & \sum_{i=1}^{n} s_{i}{ }^{3} & \sum_{i=1}^{n} s_{i}{ }^{4}
\end{array}\right] \quad x=\left[\begin{array}{l}
b_{0} \\
b_{1} \\
b_{2}
\end{array}\right] \quad b=\left[\begin{array}{c}
\sum_{i=1}^{n} s_{i} \\
\sum_{i=1}^{n} s_{i} s_{i} \\
\sum_{i=1}^{n} s_{i} s_{i}
\end{array}\right]
$$

Hence, the unknown coefficients ( $x$ ) of a $2^{\text {nd }}$ order polynomial can be obtained as,

$$
\begin{equation*}
x=A^{-1} B \tag{3.15}
\end{equation*}
$$

Following example illustrates the establishment of a $2^{\text {nd }}$ order polynomial relationship between the conjugate epipolar line slopes. Table 3.1 gives exterior parameters of a stereo pair. Figure 3.12 illustrates the relationship between conjugate epipolar line slopes in graphical form.

| camera | X0 <br> $(\mathbf{m m})$ | Y0 <br> $(\mathbf{m m})$ | Z0 <br> $(\mathbf{m m})$ | omega <br> (degrees) | phi <br> (degrees) | kappa <br> (degrees) | focal <br> length (mm) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1000 | -1121.3477 | -1128.1358 | 1974.5010 | 30.5977 | -25.4267 | 104.7095 | 16 |
| 1001 | 975.8044 | -1091.4825 | 1939.4547 | 27.9820 | 23.7131 | 35.7754 | 16 |

Table 3.1 Exterior orientation parameters and focal length


Figure 3.12 Illustration of the relationship between conjugate slopes
Using the least squares technique, the fitting $2^{\text {nd }}$ order polynomial was obtained as,

$$
\begin{equation*}
p\left(s^{\prime}\right)=\left(-0.2839-0.1639 s+0.0094 s^{2}\right) \tag{3.16}
\end{equation*}
$$

Hence, for any slope ( $s$ ) in first image the conjugate slope ( $s^{\prime}$ ) in the second image can be obtained.

Further work was carried out to investigate this algorithm. For certain instances of the relative orientations between two images, it is not possible to obtain a polynomial relationship. One of these instances is when the value of $s$ ' reaches infinity for a particular value of $s$. It is possible that a mathematical relationship between $s$ and $s$ ' can be obtained for these kinds of curves but it is a more complicated process. Hence, the pre-calibration process could become more complicated. However, by careful placement of cameras and determination of the polynomial, the computational advantages of this algorithm can still be exploited. The slope relationship between stereo pairs was also implemented for three view point correspondence establishment.

### 3.5 Correspondence algorithms in computer vision

In high precision close-range applications, it is customary to estimate camera interior parameters (principal point offset, principal distance, and lens distortion parameters) off-line. Regardless of the number of cameras, accurate exterior parameters (location and rotation) are also estimated. But in most low-precision computer vision applications, it is not always possible to have the camera exterior parameters estimated accurately using a calibration object. Hence, it may be necessary to estimate these parameters on-line using the information available in the scene. Some of the recently developed algorithms are discussed in this section.

### 3.5.1 Essential matrix

Relative orientation has been a technique widely used in photogrammetry which estimates exterior orientation of one camera with respect to the local co-ordinate system of another (section 2.3.3). Interior parameters are assumed to be estimated offline. Using a minimum of five corresponding sets of points in a stereo pair, relative orientation can be estimated. Once relative orientation is known the epipolar constraint can be used to establish image point correspondences. Along the lines of this technique, Longuet-Higgins, 1981 developed the essential matrix which can be used to map camera co-ordinates of the image points in one image to corresponding epipolar
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lines in another image. The camera interior parameters are required to convert pixel co-ordinates to camera co-ordinates. Using a minimum of eight pairs of corresponding points in a stereo image pair, a (3x3) essential matrix can be estimated and can be used to recover complete epipolar geometry between two views.

Figure 3.13 illustrates the image pair $I_{l}$ and $I_{2}$ whose optical centres are $O_{l}$ and $O_{2}$. Images of 3-D point $P_{i}$ on images $I_{1}$ and $I_{2}$ are at points $p_{I i}$ and $p_{2 i}$ which can be represented by vectors $\underline{r}_{I}$ and $\underline{\underline{r}}_{\underline{2}}$ with respect to each local co-ordinate system. Similarly, the co-ordinates of point $P_{i}$ with respect to local co-ordinate systems are $\left(X_{1}, Y_{l}, Z_{l}\right)$ and $\left(X_{2}, Y_{2}, Z_{2}\right)$ which can be represented by vectors $\underline{R}_{\underline{l}}$ and $\underline{R}_{2}$. The base vector is $\underline{b}$.


Figure 3.13 Illustration of the coplanarity condition

The vectors $\underline{R} \underline{1}, \underline{R 2}$, and $\underline{b}$ are coplanar. Hence, the triple scalar product is equal to zero. That is,

$$
\begin{equation*}
\left(\underline{R_{1}}-\underline{b}\right) \cdot \underline{b} \times \underline{R_{1}}=0 \tag{3.17}
\end{equation*}
$$

It can be stated that

$$
\begin{equation*}
\underline{R_{2}}=R\left(\underline{R_{1}}-\underline{b}\right. \tag{3.18}
\end{equation*}
$$
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where, $R$ is the orthogonal rotation matrix and $R^{-l}=R^{t}$.

Hence,

$$
\begin{equation*}
R^{t} \underline{R_{2}}=\left(\underline{R_{1}}-\underline{b}\right) \tag{3.19}
\end{equation*}
$$

The vector product $\underline{b} \times \underline{R_{\underline{l}}}$ can be written as a product of skew symmetric matrix $S$ and $R_{l}$. Hence,

$$
\underline{b} \times \underline{R_{1}}=S R_{1}^{t}
$$

where,

$$
S=\left[\begin{array}{ccc}
0 & -b_{z} & b_{y} \\
b_{z} & 0 & -b_{x} \\
-b_{y} & b_{x} & 0
\end{array}\right]
$$

Rearranging Equation (3.17) in matrix form and substituting for $\underline{b} \times \underline{R_{b}}$,

$$
\begin{equation*}
\left(\underline{R_{1}}-\underline{b}\right)^{t} S \underline{R_{1}}=0 \tag{3.20}
\end{equation*}
$$

Substituting (3.19) into (3.20),

$$
\left(R^{\prime} \underline{R_{2}}\right)^{t} S \underline{R_{1}}=0
$$

Hence,

$$
\begin{equation*}
\underline{R}^{2} E \underline{R_{1}}=0 \tag{3.21}
\end{equation*}
$$

where, $E=R S$.

Dividing both sides of Equation 3.21 by $Z_{I} Z_{2}$,

$$
\begin{equation*}
\underline{r}_{2}{ }^{t} E \underline{r_{1}}=0 \tag{3.22}
\end{equation*}
$$

The matrix $E$ is termed the essential matrix. The nine unknowns of the essential matrix can be evaluated given eight pairs of corresponding points which is usually called 8point algorithm. Once the essential matrix has been estimated, for a given point in one
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image the corresponding epipolar line in the other image can be computed. The rotation matrix and the translational vector can be derived using this matrix.

### 3.5.2 Fundamental matrix

A further development by Luong and Faugeras, 1996 is the fundamental matrix which can be used to map pixel co-ordinates in one image to the corresponding epipolar lines of another image. Both camera exterior and interior parameters are included in the fundamental matrix. The complete epipolar geometry can be recovered using this matrix.

If $\overline{r_{1}}$ and $\overline{r^{2}}$ are the points in pixel co-ordinates corresponding to $\underline{r}_{\underline{l}}$ and $\underline{r}_{2}$ camera coordinates, their relationship can be stated as,

$$
\begin{equation*}
\underline{\underline{r}}=M_{1}^{-1} \overline{r_{1}} \quad \underline{r 2}=M_{2}^{-1} \overline{r_{2}} \tag{3.23}
\end{equation*}
$$

where $M_{I}$ and $M_{2}$ are intrinsic parameter matrices of cameras for mapping pixel coordinates to the camera co-ordinates.

Substituting Equations 3.23 into Equation 3.22,

$$
\begin{equation*}
\overline{r_{2}^{\prime}} F \overline{r_{1}}=0 \tag{3.24}
\end{equation*}
$$

where $F=M_{2}^{-1 t} E M_{1}^{-1}$ is termed the fundamental matrix.

The fundamental matrix can be estimated in the same way as the essential matrix by using pixel co-ordinates of eight pairs of corresponding image points. When the exterior or interior parameters are unknown, the fundamental matrix is the key concept for recovering epipolar geometry.

The fundamental matrix theory has been extensively studied by computer vision researchers (Luong and Faugeras, 1996; Faugeras and Robert, 1996). Various methods of determining the matrix have been studied and stability analysis carried out. The theory of the fundamental matrix is complete for two views (Faugeras and Robert, 1996) and is being extended to more views. The fundamental matrix based techniques have been developed to predict points, lines, and curves in a third view given
correspondences in another two views (Faugeras and Robert, 1996). For the three view case, fundamental matrices can be estimated for each stereo pair separately but any relationship between these matrices is not known.

### 3.5.3 Multiple baseline stereo

The multiple baseline stereo algorithm (Okutomi and Kanade, 1993) uses multiple stereo pairs with various base lines to obtain precise distance measurements and to avoid ambiguity problems. When the baseline length $(B)$ is smaller, stereo depth estimation will be less accurate due to the narrower triangulation angle. Correspondences can be established more accurately if radiometric or geometric distortion is minimal. For more accurate distance estimates, a longer baseline length is necessary. However, the chances of making incorrect correspondences are higher due to the less overlapping images of the object space and due to the higher radiometric and geometric distortions. The multiple baseline algorithm provides an optimum solution with respect to accuracy of depth estimates and correctness of correspondences.

Figure 3.14 illustrates an stereo pair whose optical centres are $O_{l}$ and $O_{2}$ and the baseline length is $B$. The local co-ordinate systems of each image are parallel and the focal length of each image is $f$.


Figure 3.14 Parallel axes stereo pair

The images of 3-D point $A(X, Y, Z)$ on images $I_{1}$ and $I_{2}$ are at points $a_{l}\left(x_{l}, y_{l}\right)$ and $a_{7}\left(x_{2}, y_{2}\right)$. The disparity $d=\left(x_{1}-x_{2}\right)$, the focal length $(f)$, baseline length $(B)$, and the depth $(Z)$ are related by,

$$
\begin{gather*}
\frac{Z}{B}=\frac{f}{\left(x_{1}-x_{2}\right)} \\
\frac{d}{B}=\frac{f}{Z} \tag{3.25}
\end{gather*}
$$

The Equation 3.25 shows that the ratio between the disparity and baseline length is a constant for a particular 3-D point since depth is a constant. This idea was exploited in the multiple baseline configuration. A number of cameras are placed along a line to create several stereo pairs (Figure 3.15). The placement of cameras may be along the $x$ or $y$ directions of the base camera $\mathrm{C}_{(0,0)}$ whose axis system is parallel to that of each secondary camera. The base camera is paired with each camera (in $x$ or $y$ direction) to make multiple baseline stereo pairs. For each stereo pair the depth is the same hence, the ratio between disparity and baseline length is the same.


Figure 3.15 Multiple baseline stereo pairs
The intensity information is used in this algorithm. A point is selected in the base image and a small window is created around it. This window is slid along the other parallel and collinear epipolar lines in the other image and the sum of squared differences (SSD) of intensities are computed for each disparity value. $\operatorname{SSDs}$ are
computed for each image ( $S S S D_{1}, S S D_{2}, S S D_{3}, S S D_{4}$ ). When each $\operatorname{SSD}$ is plotted against inverse of the depth there is a minimum but it is not very distinct. When the baseline is longer, more minima exist due to the ambiguities. Hence, SSDs of each image are added to produce a sum of SSDs (SSSD). Okutomi and Kanade, 1993 showed that when the $\operatorname{SSSD}$ is plotted against inverse depth, it clearly illustrates a minimum at the correct disparity. Hence, corresponding points in secondary images can be identified and the accurate depth estimate can be obtained using the redundant observations.

### 3.6 Summary of the chapter

In this chapter a survey of correspondence techniques developed by computer vision and close range photogrammetric research has been presented and discussed. The feature extraction techniques used for high precision applications were discussed in detail.

The images of natural features on objects cannot be located accurately. Hence, artificial retro-reflective targets are used to signalise object points of interest. With the use of special illumination and appropriate camera apeture set up these target images are distinguishable from the background clutter. Target images can be located accurately.

The epipolar geometry is the widely used projective geometric relationship. Provided relative or absolute orientation of a stereo pair are given epipolar constraint can be used to establish correspondences. This relationship can also be extended to more than two views by considering multiple views as a combination of stereo pairs. A number of techniques that use the epipolar geometry as the basis were discussed. The new developments in computer vision research, the essential and the fundamental matrices were also discussed. In close-range measurement applications approximate or accurate camera exterior parameters are always known prior to establishing correspondences. Hence, fundamental and essential matrices may be estimated using the known epipolar geometry. These matrices may then be used for determining the conjugate epipolar lines instead of the method described in section 3.3.1.1.

## Chapter 4

## Multiple view point correspondences using rectification <br> - PEL algorithm

In this chapter, the development of an algorithm based on image rectification principles for fast multiple view point correspondence establishment is discussed. The algorithm uses parallel epipolar lines for the establishment of correspondences, hence it is termed the $P E L$ algorithm. The algorithm considers images acquired from multiple views as a set of stereo pair combinations. Potential correspondences are established in each stereo pair combination following which an efficient search based on image point identities is performed to establish sets of corresponding points. The use of collinear epipolar lines and a technique for determining search band in rectified image space results in reduced searching and computations hence, faster establishment of correspondences.

## Convergent Vs parallel optical axis stereo point correspondences

Figure 4.1 illustrates a pair of convergent axis images $I_{1}$ and $I_{2}$ where $O_{1}$ and $O_{2}$ are optical centres. The epipoles of images $I_{1}$ and $I_{2}$ are points $e_{1}\left(x_{1}, y_{1}\right)$ and $e_{2}\left(x_{2}, y_{2}\right)$. The points $p_{l i}\left(x_{l u} y_{l i}\right)$ and $p_{2 i}\left(x_{2 i} y_{2 i}\right)$ are images of the 3-D world point $A_{i}\left(X_{i}, Y_{i}, Z_{i}\right)$ on images $I_{I}$ and $I_{2}$. Considering point $p_{l i}\left(x_{l i} y_{l i}\right)$ that lies on epipolar line $l_{l i}$ in image $I_{l}$, according to the epipolar constraint the corresponding point $p_{2 i}\left(x_{2 i} y_{2 i}\right)$ in image $I_{2}$ can be found within the band $b_{21}$.


Figure 4.1 Application of epipolar constraint in image space

In order to find a corresponding point in image $I_{2}$ for a selected point in image $I_{1}$, the first step is the determination of an appropriate search band. Secondly, each point in image $I_{2}$ should be checked to find if it falls within this search band. Suppose there are $n$ points in each image. For $n$ points in image $I_{I}, n$ search band determinations and $n^{2}$ checks should be performed which amounts to a significant number of computations to be carried out in real-time. Also, for an increasing number of points, the time for the correspondence establishment increases non-linearly.

An alternative method of applying the epipolar constraint was discussed in section (3.4.2) where the epipolar constraint is applied in 3-D object space rather than 2-D image space. In this method, the fact that a pair of rays projected into 3-D space from a pair of corresponding points should intersect with a small perpendicular distance between them is used (Figure 4.2). Hence, corresponding points can be distinguished as their perpendicular distance of intersection is smaller than non-corresponding candidates.


Figure 4.2 Application of epipolar constraint in 3-D object space

If $n$ points are present in each image, $n^{2}$ minimum distance computations should be performed which requires a larger number of computations compared to the case of the application of the constraint in 2-D image space. Hence, this method exhibits a much steeper non-linear rise in time required to establish correspondences for an increasing number of image points.

The advantage of the $P E L$ algorithm is that the searching required to find correspondences in stereo pairs is reduced. Assuming a stereo pair with $n$ points in each image, the PEL algorithm require searching which is approximately proportional to $n$. Hence, the time requirement increases approximately linearly for increasing number of points. Figure 4.3 illustrates a pair of convergent images $I_{l} / I_{2}$ and the corresponding rectified images $I_{r_{1} /} / I_{22}$. The optical centres $O_{l}$ and $O_{2}$ are common to convergent and rectified images. Points $p_{1 i}$ and $p_{2 i}$ are the images of $3-D$ world point $A_{i}$ on images $I_{1}$ and $I_{2}$. Due to their position and orientation, the epipolar plane formed by points $A_{i}, O_{I}$, and $O_{2}$, intersect rectified image planes along collinear epipolar lines $l_{r i i}$ and $l_{r 2 i}$. Images of the same 3-D point $A_{i}$ on images $I_{r l}$ and $I_{r 2}$ (i.e. points $p_{r \prime \prime}$ and $p_{r 2 i}$ ) should ideally lie on these epipolar lines. Hence, for a selected point in image $I_{r l}$, corresponding point can be found by searching along the conjugate collinear epipolar line.


Figure 4.3 Convergent and corresponding rectified image pairs

The PEL correspondence process begins with the transformation of points from a pair of convergent optical axes images to a pair of parallel axes rectified images. Image point location errors that exist in convergent images are automatically transferred into rectified images. Hence, a search is required to be performed along a band that is on either side of the epipolar line. The rest of this chapter describes each stage of the development of algorithm. First, the theoretical foundation is developed at stereo pair level. Secondly, the implementation in multiple view configuration is described.

### 4.1 Determination of the parameters of algorithm

During the initialisation process, the unknown parameters of the algorithm are determined. Considering a stereo pair, the rectified image plane, the rotational parameters of rectified images, and the convergent to rectified image point transformation parameters (i.e. rectification parameters) are determined. Once the rectification parameters are known, image points in convergent images can be transformed into rectified images. The next step is the establishment of correspondences. As in convergent image space, a search band is required to constrain the search for corresponding points. Using the geometric relationship that exist between convergent and corresponding rectified image planes, search band parameters are also determined during the initialisation.

### 4.1.1 Rectified image plane, focal length, and rotational parameters

## Rectified image plane:

This algorithm was developed with the rectified image plane positioned perpendicular to the reference plane formed by points $O_{l}, O_{2}$, and reference point $R_{r}$ (Figure 4.4). The rectified image plane is parallel to the baseline $\mathrm{O}_{1} \mathrm{O}_{2}$. The perpendicular distance to this plane from baseline $O_{1} O_{2}$ is the focal length of the rectified images. The orientation of the reference plane is used to determine rotational parameters of the rectified images of each stereo pair combination of the camera network.


Figure 4.4 Reference plane $\mathrm{O}_{1} \mathrm{O}_{2} \mathrm{R}_{r}$

The principal rays $p r_{1}$ and $p r_{2}$ of images $I_{1}$ and $I_{2}$ intersect the $X Y$-plane of the world co-ordinate system at points $R_{l}\left(X_{1}, Y_{l}, Z_{l}\right)$ and $R_{2}\left(X_{2}, Y_{2}, Z_{2}\right)$. Reference point $R_{r}\left(X_{n} Y_{n} Z_{r}\right)$ is the mid-point of the line joining points $R_{1}$ and $R_{2}$.
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Point $R_{p}$ is on the base line $O_{1} O_{2}$. The co-ordinates of any point on line $O_{1} O_{2}$ can be written in parametric form as,

$$
\begin{gather*}
X=X 0_{1}+t\left(X 0_{l}-X 0_{2}\right) \\
Y=Y 0_{1}+t\left(Y 0_{1}-Y 0_{2}\right) \\
Z=Z 0_{1}+t\left(Z 0_{l}-X 0_{2}\right) \tag{4.1}
\end{gather*}
$$

where $t$ is a variable.

Vectors $\overline{O_{1} O_{2}}$ and $\overline{R_{p} R_{r}}$ are perpendicular hence, the scalar product between them is equal to zero. That is, $\overline{R_{p} R_{r}} \cdot \overline{O_{1} O_{2}}=0$.
$\therefore t$ can be evaluated as, $\quad t=\left(\frac{\left(\left(x_{2}-x 0_{1}\right)\left(x 0_{2}-x 0_{1}\right)+\left(y_{2}-y 0_{1}\right)\left(\left(0_{2}-Y 0_{0}\right)+\left(z_{2}-z 0_{1}\right)\left(z 0_{2}-z 0_{1}\right)\right)\right.}{\left(\left(x 0_{2}-x 0_{1}\right)^{2}+\left(y 0_{2}-y 0_{1}\right)^{2}+\left(z 0_{2}-z 0_{1}\right)^{2}\right)}\right)$

Knowing $t$, the co-ordinates of point $P\left(X_{p}, Y_{p} Z_{p}\right)$ can be calculated.

A unit vector $\bar{u}$ which is perpendicular to plane $O_{1} R_{r} O_{2}$ can be determined by taking vector product between vectors $\overline{O_{1} R_{r}}$ and $\overline{O_{2} R_{r}}$ as,

$$
\begin{equation*}
\bar{u}=\left(\frac{\overline{O_{1} R_{r}} \times \overline{O_{2} R_{r}}}{\overline{\left|O_{1} R_{r}\right|} \mid \overline{O_{2} R_{r} \mid} \sin \left(O_{1} R_{r} O_{2}\right)}\right) \tag{4.3}
\end{equation*}
$$

where angle $O_{I} R_{r} O_{2}$ is obtained by taking scalar product between vectors $\overline{O_{I} R_{r}}$ and $\overline{O_{2} R_{r}}$ as,

$$
\begin{equation*}
\operatorname{angle}\left(O_{1} R_{r} O_{2}\right)=\cos ^{-1}\left(\frac{\overline{O_{1} R_{r}} \cdot \overline{O_{2} R_{r}}}{\overline{\left|O_{1} R_{r} \| O_{2} R_{r}\right|}}\right) \tag{4.4}
\end{equation*}
$$

## Focal length of rectified images:

Figure 4.5 illustrates a pair of convergent images $I_{1}$ and $I_{2}$ whose focal lengths are $f_{1}$ and $f_{2}$. The base line is $O_{l} O_{2}$ and rectified image planes are $I_{r l}$ and $I_{r 2}$. The focal length
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of the rectified images $f_{r}$, is the perpendicular distance between the base line and the rectified image plane.


Figure 4.5 Focal length of rectified images

## Rotational parameters:

With respect to plane $O_{1} R_{r} O_{2}$, the local co-ordinate systems of rectified images have orientations as illustrated in Figure 4.6. In general, it can be defined that the: $\mathbf{x}$-axis is along the line created by intersection of rectified image plane and reference plane $O_{1} R_{r} O_{2} ; \mathbf{y}$-axis is perpendicular to plane $O_{1} R_{r} O_{2}$ and has the direction of unit vector $\bar{u}$ (Equation 4.3); z-axis: lies on the plane $O_{l} R_{r} O_{2}$ and has the direction of vector $\overline{R_{p} R_{r}}$.


Figure 4.6 Co-ordinate systems on rectified images with respect to reference plane
Once the orientation of the reference plane $O_{1} R_{r} O_{2}$ is known, the world co-ordinate system $X Y Z$ can be rotationally transformed to obtain the same orientation as the

## Chapter 4: Multiple view point correspondences using rectification - PEL algorithm

rectified image co-ordinate system $x y z$ (Figure 4.7). Three rotational parameters $\omega, \phi$, and $\kappa$ are determined by sequential rotations around $X, Y$, and $Z$ axis.

From $\triangle A B R_{r}$, the magnitudes of $A B$ and $B R_{r}$ can be obtained as $|A B|=\left|Y_{p}-Y_{r}\right|$ and $\left|B R_{r}\right|=\left|Z_{p}-Z_{r}\right|$. Hence, the magnitude of $A R_{r}$ is $\left|A R_{r}\right|=\left|\sqrt{\left(Y_{p}-Y_{r}\right)^{2}+\left(Z_{p}-Z_{r}\right)^{2}}\right|$.

From $\triangle A R_{p} R_{r}$, magnitude of $A R_{p}$ can be obtained as $\left|A R_{p}\right|=\left|X_{p}-X_{r}\right|$. Hence, $\omega$ and $\phi$ can be obtained as,

$$
\begin{align*}
& \omega=\operatorname{angleAR}_{r} B=\tan ^{-1}\left(\frac{A B}{B R_{r}}\right)  \tag{4.5}\\
& \phi=\operatorname{angle} A R_{r} R p=\tan ^{-1}\left(\frac{A R_{p}}{A R_{r}}\right) \tag{4.6}
\end{align*}
$$

Let a unit vector perpendicular to plane $A R_{p} R_{r}$ (Figure 4.7) be $\bar{v}$. Taking the vector product between vectors $\overline{R_{p} A}$ and $\overline{R_{r} A}, \bar{v}=\frac{\overline{R_{p} A} \times \overline{R_{r} A}}{\left|R_{p} A\right|\left|R_{r} A\right| \sin \left(\text { angle } R_{p} A R_{r}\right)}$ where angle $R_{p} A R_{r}$ $=90^{\circ}$. Hence,

$$
\begin{equation*}
\bar{v}=\frac{\overline{R_{p} A} \times \overline{R_{r} A}}{\left|R_{p} A\right| R_{r} A \mid} \tag{4.7}
\end{equation*}
$$

$\kappa$ is the angle between unit vectors $\bar{v}$ and $\bar{u}$. Each unit vector should be in a direction so that each makes an angle greater than $90^{\circ}$ with vector $\overline{B R}_{r}$. If this angle is smaller than $90^{\circ}$, the direction of the particular unit vector needs to be reversed by multiplying it with -1 . Taking the scalar product between unit vectors $\bar{u}$ and $\bar{v}$,

$$
\begin{equation*}
\kappa=\cos ^{-1}\left(\frac{\bar{u} \cdot \bar{v}}{|\overline{|u|}| \vec{v}}\right) \tag{4.8}
\end{equation*}
$$

By considering the direction cosines of the unit vector $\bar{u}$ (i.e. orientation of plane $O_{1} R_{r} O_{2}$ ), the signs of $\omega, \phi$, and $\kappa$ can be determined for any pair of rectified images.
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Figure 4.7 Transformation of $X Y Z$ to $x y z$

### 4.1.2 Rectification parameters

A point $(x, y)$ in one image plane can be projectively transformed into a point $(u, v)$ in another non-parallel image plane using the following projective transformation equations (Wolf, 1983),

$$
\begin{align*}
& u=\frac{a x+b y+c}{g x+h y+1} \\
& v=\frac{d x+e y+f}{g x+h y+1} \tag{4.9}
\end{align*}
$$

where $a, b, c, d, e_{2} f, g$, and $h$ are projective transformation or rectification parameters.

For a given stereo pair, a set of rectification parameters is required for each image. To determine each set of parameters, a minimum of four points is required, these being well distributed in each rectified image space whose corresponding points in the convergent images are known. In this algorithm, four corner points of each convergent image are projected onto the $X Y$-plane of the world co-ordinate system and are then projected back onto each corresponding rectified image plane to obtain four corresponding points. If corner points are $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right),\left(x_{3}, y_{3}\right)$, and $\left(x_{4}, y_{4}\right)$ and the transformed points are $\left(u_{1}, v_{l}\right),\left(u_{2}, v_{2}\right),\left(u_{3}, v_{3}\right)$, and $\left(u_{4}, v_{4}\right)$ a set of equations can be written as,
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$$
\begin{align*}
a x_{1}+b y_{1}+c-g x_{1} u_{1}-h y_{1} u_{1} & =u_{1} \\
a x_{2}+b y_{2}+c-g x_{2} u_{2}-h y_{2} u_{2} & =u_{2} \\
a x_{3}+b y_{3}+c-g x_{3} u_{3}-h y_{3} u_{3} & =u_{3} \\
a x_{4}+b y_{4}+c-g x_{4} u_{4}-h y_{4} u_{4} & =u_{4} \\
d x_{1}+e y_{1}+f-g x_{1} u_{1}-h y_{1} u_{1} & =v_{1} \\
d x_{2}+e y_{2}+f-g x_{2} u_{2}-h y_{2} u_{2} & =v_{2} \\
d x_{3}+e y_{3}+f-g x_{3} u_{3}-h y_{3} u_{3} & =v_{3} \\
d x_{4}+e y_{4}+c-g x_{4} u_{4}-h y_{4} u_{4} & =v_{4} \tag{4.10}
\end{align*}
$$

In matrix form,

$$
\begin{equation*}
A X=b \tag{4.11}
\end{equation*}
$$

where,

$$
A=\left|\begin{array}{cccccccc}
x_{1} & y_{1} & 1 & 0 & 0 & 0 & -x_{1} u_{1} & -y_{1} u_{1} \\
x_{2} & y_{2} & 1 & 0 & 0 & 0 & -x_{2} u_{2} & -y_{2} u_{2} \\
x_{3} & y_{3} & 1 & 0 & 0 & 0 & -x_{3} u_{3} & -y_{3} u_{3} \\
x_{4} & y_{4} & 1 & 0 & 0 & 0 & -x_{4} u_{4} & -y_{4} u_{4} \\
0 & 0 & 0 & x_{1} & y_{1} & 1 & -x_{1} v_{1} & -y_{1} v_{1} \\
0 & 0 & 0 & x_{2} & y_{2} & 1 & -x_{2} v_{2} & -y_{2} v_{2} \\
0 & 0 & 0 & x_{3} & y_{3} & 1 & -x_{3} v_{3} & -y_{3} v_{3} \\
0 & 0 & 0 & x_{4} & y_{4} & 1 & -x_{4} v_{4} & -y_{4} v_{4}
\end{array}\right|
$$



Unknowns can be determined as follows,

$$
\begin{equation*}
X=A^{-1} b \tag{4.12}
\end{equation*}
$$

## Example of rectification using this method:

For the illustration of the rectification method described above, a stereo pair was selected. The exterior parameters of convergent and rectified images are given in Table 4.1.

| convergent/ <br> rectified | X0 <br> (mm) | Y0 <br> (mm) | Z0 <br> (mm) | omega <br> (deg) | phi <br> (deg) | kappa <br> (deg) | focal <br> length (mm) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| convergent-1 | 2530.7640 | -4.3070 | 3063.0021 | 9.2558 | 48.4996 | 11.2267 | 16 |
| rectified-1 | 2530.7640 | -4.3070 | 3063.0021 | -22.7178 | 20.9302 | -40.7602 | 32 |
| convergent-2 | 18.9203 | 2504.8536 | 3054.0878 | -32.9053 | 12.5809 | -4.4002 | 16 |
| rectified-2 | 18.9203 | 2504.8536 | 3054.0878 | -22.7178 | 20.9302 | -40.7602 | 32 |

Table 4.1 Exterior parameters of convergent and rectified images

The focal length of the rectified images was chosen to be 32 mm . Two sets of rectification parameters ( $a, b, c, d, e, f, g, h$ ) were determined using the previously described method for convergent- $1 /$ rectified -1 and convergent- $2 /$ rectified -2 as follows,

$$
\begin{aligned}
& (1.2170,-1.5871,-16.3436,1.7819,1.3668,-0.0132,0.0195,-0.0253), \\
& (1.5849,-1.2199,16.1477,1.3660,1.7755,0.0132,-0.0250,0.0192)
\end{aligned}
$$

Nine points which are randomly distributed in 3-D space were imaged onto a pair of convergent images. These points were then projectively transformed into rectified images. Table 4.2 illustrates image point co-ordinates on convergent and rectified images. It can be seen that the $y$-co-ordinates of the corresponding points in the rectified images are equal.

| convergent-1 |  | rectified-1 |  | convergent-2 |  | rectified-2 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{x}(\boldsymbol{m m})$ | $\mathbf{y}(\mathbf{m m})$ | $\mathbf{x}(\boldsymbol{m m})$ | $\mathbf{y}(\boldsymbol{m m})$ | $\mathbf{x}(\boldsymbol{m m})$ | $\mathbf{y}(\boldsymbol{m m})$ | $\mathbf{x}(\boldsymbol{m m})$ | $\mathbf{y}(\boldsymbol{m m})$ |
| 1.0083 | 1.2916 | -17.3942 | 3.5960 | 1.2005 | 1.0753 | 16.8969 | 3.5960 |
| 1.0334 | -1.2525 | -12.4531 | 0.1105 | 1.0868 | -0.7840 | 19.6570 | 0.1105 |
| -0.8735 | 1.1733 | -20.2125 | 0.0355 | -1.3635 | 1.0627 | 12.0342 | 0.0355 |
| -0.8238 | -1.1361 | -15.3475 | -2.9957 | -1.2322 | -0.7736 | 14.9006 | -2.9957 |
| 1.0234 | 0.0183 | -14.8388 | 1.8003 | 1.1406 | 0.1020 | 18.3177 | 1.8003 |
| 2.0568 | 2.7114 | -18.6788 | 7.5748 | 2.6244 | 2.1346 | 18.1502 | 7.5748 |
| -1.6391 | -2.9233 | -13.1500 | -6.6496 | -2.2205 | -2.1010 | 14.9643 | -6.6496 |
| 3.3193 | 4.1481 | -19.6841 | 12.0590 | 4.1656 | 3.3029 | 19.5154 | 12.0590 |
| 1.7286 | -2.1761 | -9.9074 | 0.0851 | 1.8063 | -1.3526 | 22.2433 | 0.0851 |

Table 4.2 Co-ordinates of convergent and rectified image points
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A graphical illustration of the convergent and rectified image co-ordinates are given in Figure 4.8. It can be seen that $y$-co-ordinates of the corresponding points in rectified images are equal as expected with this ideal data set.


Figure 4.8 Illustration of convergent and rectified image points

### 4.2 Correspondences in rectified image space

Once the image point co-ordinates are transformed into the rectified image space, the next task is the establishment of correspondences. As in the case of convergent images, a search band is required to constrain the search for corresponding points. This section discusses how this search band is determined using the knowledge of the search bands in the convergent images. In the first step, the geometric relationship
between the search bands in the convergent and the rectified images is established. This relationship allows determination of the search band for any epipolar line in the rectified image. Preliminary correspondence speed performance tests were carried out and comparisons were made with the $E L$ and the $3 D S I$ methods. In the second step, the relationship established in the first step and the boundaries of the rectified images are used along with efficient sorting and searching methods to further speed up correspondences.

### 4.2.1 Search band in rectified images

The area covered by a search band is defined by its two border lines. If the parameters of the border lines (i.e. slopes and intercepts) with respect to the image co-ordinate systems are known, image points that lie within search band can be found. In order to establish correspondences reliably, the search band must be determined correctly. For a given stereo pair, the search bands in convergent images can be projectively transformed into rectified images for the purpose of this analysis. Figure 4.9 shows a convergent image pair, a corresponding rectified image pair, and the transformed search bands of $I_{2}$ on $I_{r 2}$. In image $I_{2}$, a search band covering the epipolar line $l_{2 t}$ has border lines $l_{l b i}$ and $l_{2 b i}$. The corresponding epipolar line, and the transformed border lines in rectified image $I_{r 2}$ are $l_{r 2 i}, l_{r 2 b i}$, and $l_{r l b i}$.


Figure 4.9 Transformation of search band from convergent to rectified image

The characteristics of the transformed search band border lines on rectified images are dependent on the relative orientation between the local axis systems of the convergent and rectified image planes. When a stereo pair has a narrow angular separation, the angle between $I_{2}$ and $I_{r 2}$ is smaller and vice versa. Simulation tests were carried out to analyse the behaviour of the transformed search bands. A number of stereo pairs with different angular separations and base line orientations were selected for the tests. Table 4.3 shows the absolute locations, orientations, angular separations (approximate) of convergent axis stereo pairs, and the angles between the convergent and the rectified image planes (approximate).

| $\begin{gathered} \text { image } \\ \text { pair } \end{gathered}$ | $\begin{gathered} \mathrm{X0} \\ (\mathrm{~mm}) \end{gathered}$ | $\begin{gathered} \mathrm{Y} 0 \\ (\mathrm{~mm}) \end{gathered}$ | $\begin{gathered} \mathrm{Z0} \\ (\mathrm{~mm}) \end{gathered}$ | $\begin{gathered} \hline \text { omega } \\ \text { (deg) } \end{gathered}$ | $\begin{gathered} \text { phi } \\ \text { (deg) } \end{gathered}$ | kappa <br> (deg) | $\|$angular <br> sep: (deg) | angle between planes (deg) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1474.8944 | -4.3070 | 3003.7424 | 9.2558 | 24.5394 | 11.2267 | $50^{\circ}$ | $27^{\circ}$ |
|  | -1472.9510 | 22.5409 | 2982.7308 | 5.2247 | -24.8201 | 11.2995 |  | $25^{\circ}$ |
| 2 | 2474.8944 | -4.3070 | 3003.7424 | 9.2558 | 37.7799 | 11.2267 | $80^{\circ}$ | $43^{\circ}$ |
|  | -2507.3751 | 0.3366 | 3024.5680 | 6.7528 | -33.0921 | -12.8005 |  | $48^{\circ}$ |
| 3 | 5030.7640 | -4.3070 | 3063.0021 | 9.2558 | 67.7303 | 11.2267 | $113^{\circ}$ | $60^{\circ}$ |
|  | -4962.3294 | 1.2190 | 3025.2061 | 5.6585 | 267.2032 | -44.3246 |  | $56^{\circ}$ |
| 4 | 4974.8944 | -4.3070 | 2503.7424 | 9.2558 | 60.0106 | 11.2267 | $43^{\circ}$ | $46^{\circ}$ |
|  | 3519.1430 | 3540.3876 | 3018.5142 | -42.7842 | 22.2320 | -12.0521 |  | $60^{\circ}$ |
| 5 | -3526.9405 | -3536.7584 | 2500.9539 | 55.2386 | -36.6681 | -4.4233 | $85^{\circ}$ | $41^{\circ}$ |
|  | 3497.8085 | -3511.7127 | 2988.0790 | 41.2868 | 36.8887 | 0.0353 |  | $55^{\circ}$ |

## Table 4.3 Stereo pairs for simulation tests

Referring to Figure 4.9, for each stereo pair a set of epipolar lines $l_{21}(i=1, \ldots, n)$ was created on image $I_{2}$ with regular angular spacing between them. Corresponding epipolar lines in the rectified image $I_{r 2}$ are $l_{r 2 i}(i=1, \ldots, n)$. The search band border lines in image $I_{2}: l_{l b}, l_{2 b i}(i=1, \ldots, n)$ were transformed into the rectified image $I_{r 2}$ resulting in corresponding border lines $l_{r 2 b i}, l_{r \mid b i}(i=1, \ldots ., n)$. A characteristic of any pair of border lines is that they intersect at a point $c_{21}\left(x_{c b} y_{c}\right)$ which lies on the epipolar line $l_{r 2 i}(i=$ $1, \ldots, n)$. Each y-co-ordinate in rectified image space represent an epipolar line. The slopes and the crossing points of transformed border lines were noted for each stereo pair. Figure 4.10 illustrates slopes and $x$-co-ordinates of crossing points for varying $y$ -co-ordinates for each stereo pair. The search band width in image $I_{2}$ was 0.016 mm and focal lengths of rectified images were 32 mm for this test.
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Figure 4.10 Variation of border line slopes and x-co-ordinate at crossing points in rectified image

It can be seen (Figure 4.10) that the variation of the border line slopes over the entire rectified image depends on the stereo pair. As the angular separation increases the value of slopes increases. If the base line slope is smaller, the variation of the slopes follows a symmetric curve ((a), (b), and (c)). When the base line slope is larger and angular separation is smaller, the variation of slopes is relatively smaller ((d), (e)). These slope variations were analysed for a range of band widths covering 0.0016 0.16 mm . The Pulnix cameras that were used for experiments have pixels of dimensions $8.2 \times 8.4 \mu \mathrm{~m}$ hence, the range $0.0016-0.16 \mathrm{~mm}$ was selected to cover possible band widths. It was noted that as the width of the convergent image search band increases the slopes of the transformed border lines on the rectified images increases. There is a linear relationship between the search band width in convergent image and the slopes of the transformed search band border lines. A ten fold increase in band width causes a tenfold increase in slopes.

For any stereo pair, the x -co-ordinate at the border line intersecting point varies linearly as the $y$-co-ordinate is varied. For a given stereo pair, when the rectified image focal length is increased the crossing point moves away from centre of image. The centre of the rectified image is referred as the point which is the base of the perpendicular from optical centre of image. For a given stereo pair the crossing point is dependent only on the focal length of the rectified image.
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Due to the predictable nature of the slope variation, it can be mathematically represented by a $2^{\text {nd }}$ order polynomial. Similarly, the linear variation of the x-coordinate at the crossing point can be represented by a straight line. Each of these relationships is a function of the y-co-ordinate in the rectified image space. For a given stereo pair, these relationships can be determined during the initialisation process. Hence, for a given point in a rectified image, the search band slopes and the x-coordinate at crossing point can be computed. This technique leads to minimised computations to find the search band and to the author's knowledge has not been reported in any of the literature.

## Polynomial representation of the variation of the search band border line slope:

A second order polynomial representing the slope $s$ of a border line as a function of $y$ -co-ordinate $\left(y_{i}\right)$ can be stated as,

$$
\begin{equation*}
s\left(y_{i}\right)=b_{0} \cdot y_{i}^{2}+b_{1} \cdot y_{i}+b_{2} \tag{4.13}
\end{equation*}
$$

where $b_{0}, b_{1}$, and $b_{2}$ are the coefficients of the polynomial which can be estimated by minimising the residuals using the least squares technique. The residual is defined as the difference between the estimated and true values which can be represented as,

$$
\begin{equation*}
R=s_{i}-s\left(y_{i}\right) \tag{4.14}
\end{equation*}
$$

The least squares criteria states that sum of the squares of the residuals (SSR) should be minimised to find the estimates for the unknowns. Hence,

$$
\begin{equation*}
S S R=\sum_{i=1}^{n}\left(s_{i}-s\left(y_{i}\right)\right)^{2} \tag{4.15}
\end{equation*}
$$

should be minimised. Substituting for $s\left(y_{V}\right)$,

$$
S S R=\sum_{i=1}^{n}\left(s_{i}-\left(b_{0} y_{i}^{2}+b_{1} y_{i}+b_{2}\right)\right)^{2}
$$

$S S R$ is a function of $b_{0}, b_{1}, b_{2}$. Hence, suitable values for these variables which minimise $S S R$ can be obtained by partially differentiating with respect to each variable. That is,

$$
\begin{align*}
& \frac{\partial(S S R)}{\partial b_{0}}=0 \\
& \frac{\partial(S S R)}{\partial b_{1}}=0 \\
& \frac{\partial(S S R)}{\partial b_{2}}=0 \tag{4.16}
\end{align*}
$$

which results in three linear equations,

$$
\begin{align*}
& n b_{0}+b_{1} \sum_{i=1}^{n} y_{i}+b_{2} \sum_{i=1}^{n} y_{i}^{2}=\sum_{i=1}^{n} s_{i} \\
& b_{0} \sum_{i=1}^{n} y_{i}+b_{1} \sum_{i=1}^{n} y_{i}^{2}+b_{2} \sum_{i=1}^{n} y_{i}^{3}=\sum_{i=1}^{n} s_{i} y_{i} \\
& b_{0} \sum_{i=1}^{n} y_{i}^{2}+b_{1} \sum_{i=1}^{n} y_{i}^{3}+b_{2} \sum_{i=1}^{n} y_{i}^{4}=\sum_{i=1}^{n} s_{i} y_{i}^{2} \tag{4.17}
\end{align*}
$$

In matrix form,

$$
A X=B
$$

Hence, unknowns $b_{0}, b_{1}$, and $b_{2}$ can be estimated as,

$$
\begin{equation*}
X=A^{-1} B \tag{4.18}
\end{equation*}
$$

Straight line representation of the variation of x-co-ordinate at crossing point of border lines:

The x -co-ordinate variation can be represented by a straight line as a function of $y_{i}$ as,

$$
\begin{equation*}
x\left(y_{i}\right)=b_{0} \cdot y_{i}+b_{1} \tag{4.19}
\end{equation*}
$$

where $b_{0}$ and $b_{1}$ are the gradient and intercept. As in the previous case, the sum of the squares of residuals is,

$$
\begin{equation*}
\operatorname{SSR}=\sum_{i=1}^{n}\left(x_{i}-\left(b_{0} \cdot y_{i}+b_{1}\right)\right)^{2} \tag{4.20}
\end{equation*}
$$

To obtain optimum values for $b_{0}$ and $b_{1}$,

$$
\begin{equation*}
\frac{\partial(S S R)}{\partial b_{0}}=0 \text { and } \frac{\partial(S S R)}{\partial b_{1}}=0 \tag{4.21}
\end{equation*}
$$

which results in two linear equations,

$$
\begin{align*}
& b_{0} \sum_{i=1}^{n} y_{i}^{2}+b_{1} \sum_{i=1}^{n} y_{i}=\sum_{i=1}^{n} x_{i} y_{i} \\
& b_{0} \sum_{i=1}^{n} y_{i}+n b_{1}=\sum_{i=1}^{n} x_{i} \tag{4.22}
\end{align*}
$$

In matrix form,

$$
A X=B
$$

Hence, unknowns $b_{0}$ and $b_{1}$ can be estimated as,

$$
\begin{equation*}
X=A^{-1} B \tag{4.23}
\end{equation*}
$$

However, it can be seen that in each case the x -co-ordinate variation follows a straight line. Hence, the equation of the line can be determined by simply noting two points that lie on the line.

Approximated polynomials and straight lines for slope and x-co-ordinate variations given in Figure 4.10 are as follows,
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## pair-1:

$$
\begin{aligned}
I_{r b i}: & s(y) \\
I_{r 2 b i}: & s(y)=0.0000000184 y_{i}^{2}+0.0000001689 y_{i}-0.00021143 \\
x(y) & =0.067 y-68.5106
\end{aligned}
$$

## pair-2:

$$
\begin{aligned}
\iota_{r l b i}: & s(y)=-0.0000000547 y_{i}^{2}+0.0000001224 y_{i}-0.0003047109 \\
\iota_{r 2 b i}: & s(y)=0.0000000547 y_{i}^{2}-0.0000001224 y_{i}+0.0003047059 \\
& x(y)=0.0269 y-41.6158
\end{aligned}
$$

## pair-3:

$$
\begin{aligned}
\iota_{r b i}: & s(y)=-0.0000001226 y_{i}^{2}-0.0000001387 y_{i}-0.0004836085 \\
\iota_{r 2 b i}: & s(y)=0.0000001226 y_{i}^{2}+0.0000001387 y_{i}+0.0004836029 \\
& x(y)=0.0129 y-12.9546
\end{aligned}
$$

## pair-4:

$$
\begin{aligned}
I_{r l b i}: s(y) & =0.0000000090 y_{i}^{2}-0.0000003952 y_{i}+0.0001665325 \\
I_{r 2 b i}: s(y) & =-0.0000000090 y_{i}^{2}+0.0000003951 y_{i}+0.0001665192 \\
x(y) & =-0.2408 y+89.9376
\end{aligned}
$$

pair-5:

$$
\begin{aligned}
t_{r b i}: & s(y) \\
t_{r 2 b i}: & =0.0000000915 y_{i}^{2}-0.0000008759 y_{i}+0.0003715174 \\
& =-0.00000000915 y_{1}^{2}+0.0000008758 y_{i}-0.0003714762 \\
x(y) & =-0.1497 y+28.0985
\end{aligned}
$$

It can be concluded that for any stereo pair, a polynomial representation for the variation of search band border line slopes and straight line representation for variation of the x -co-ordinate at the intersecting points can be obtained. Further tests indicated that a $2^{\text {nd }}$ order approximation is sufficient for slope variations of any stereo
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pair. These tests include the variation of the sensor size which causes the epipolar lines to be spread in a wide area of the convergent image space.

### 4.2.2 Preliminary speed performance tests

Tests were carried out with the $P E L$ algorithm at this stage of development to assess its speed performance. A Pentium processor based $P C$ operating at 200 MHz was used and the correspondence speed performances of the $P E L$ algorithm were compared with the $E L$ and $3 D S I$ algorithms. For a varying number of densely distributed image points $n(n=10-400)$ in each image, the time taken by each algorithm to establish correspondences in a stereo pair was noted (Figure 4.11 (a)). No occlusions were present as the images were of a simulated planar target field. It can be seen that the 3DSI algorithm has poor speed performance compared to others. This is due to the costly minimum distance computations that are required to be performed $n^{2}$ times assuming $n$ points in each image. The $E L$ algorithm has better speed performance than the $3 D S I$ algorithm due to fewer computations being required to be performed $n^{2}$ times. The $P E L$ algorithm at this stage has better speed performance than the $E L$ and the $3 D S I$ algorithms when the number of image points $n$ is greater than about 130 and 30 respectively (Figure 4.11 (b) and (c)). The $P E L$ algorithm requires an $n^{2}$ search, but has reduced computations due to the availability of pre-computed search band border line parameters. The application of epipolar constraint involves fewer computations hence, it has better speed performance. For fewer than 130 and 30 points in each case, the PEL algorithm has lower performance due to the overhead of parameter computation in the initialisation stage which took 1 ms for a stereo pair.


Figure 4.11 Speed performance of algorithms at stereo pair level

### 4.2.3 Use of parallel search band border lines in rectified image space

With the aforementioned knowledge of the behaviour of the search band border lines over the whole rectified image, the $n^{2}$ search can be avoided. This is achieved by replacing the sloped border lines with those that are parallel to the epipolar line in the rectified image space. Figure 4.12 illustrates a pair of rectified images $I_{r l}, I_{r 2}$ and a pair of corresponding points $p_{r l i}$ and $p_{r 2 i}$. Lines $l_{r / t}$ and $l_{r 2 t}$ are conjugate epipolar lines. $l_{r l b r}$ and $l_{r 2 b i}$ are search band border lines which are parallel to the epipolar line $l_{r 2 i} \cdot d_{1}$ and $d_{2}$ are the y - distances to each border line from the epipolar line. Provided the rectified image co-ordinates of both images are sorted in ascending order of the y-co-ordinate, an efficient search can be performed to find corresponding points.


Figure 4.12 Parallel search band border lines in rectified images

The algorithm uses the knowledge about the co-ordinates of the transformed four corners of the convergent image on rectified image plane to determine distances $d_{1}$ and $d_{2}$. It was established that for a given stereo pair, the search band border line slopes and x -co-ordinate at the crossing point of border lines can be computed for any y -coordinate using the relationships developed. Figure 4.13 illustrates transformation of the four corner points $c p_{r l i}$ and $c p_{r 21}(i=1, \ldots, 4)$ on the rectified images $I_{r 1}$ and $I_{r 2}$. The straight line $D E$ represent the variation of the x -co-ordinates at the border line crossing points. At point $C$ the border lines are $A C$ and $B C$ which intersect the line joining corner points $c p_{r 2 l}$ and $c p_{r 22}$ at points $A$ and $B$. Hence, $d_{1}$ and $d_{2}$ are y -distances to the points of intersection from epipolar line which are simply the differences between $y$ -co-ordinates at points $A, C$ and $B, C$.


Figure 4.13 Transformed four corners and parallel border lined search band in rectified image

A possible concern is that area covered by the parallel border lined search band is larger than that covered by sloped border lined search band. The result will be that unwanted image points can also fall within the band. In order to avoid this problem, a simple check can be performed. In the first step, points that fall within the parallel search band area $A B E D$ can be identified efficiently. In the second step, the selected points that fall within the area $A C B$ can be identified as potential candidates thus removing the additional ambiguities.

Having determined separations $d_{l}$ and $d_{2}$, stereo correspondences can be established searching through sorted image co-ordinates. Assuming $n$ transformed points in each image, application of epipolar constraint only involves comparison of y-co-ordinates to check if a point falls within the band. With respect to reliability the $E L$ and $P E L$ algorithms should ideally have similar performance. The reason is that the search band in the rectified image is the projective transformation of the parallel band in the convergent image.

The reduced computations and searching due to the use of parallel border lines makes the correspondence process faster. The $P E L$ algorithm is expected to be more efficient than $3 D S I$ and $E L$ methods. Previous speed performance tests were repeated. The time taken by a stereo pair for a varying number of points was noted (Figure 4.14(a)).


Figure 4.14 Speed performance of algorithms at stereo pair level with performance improved $P E L$ algorithm

The PEL algorithm now out performs $E L$ and $3 D S I$ algorithms when the number of points is greater than about 75 and 25 respectively ((b) and (c)). The algorithm now took 10 ms as opposed to 43 ms for correspondence of 400 points. The time taken now varies approximately linearly with the increasing number of image points.

### 4.3 PEL algorithm in multiple view point correspondences

The establishment of correspondences between a pair of views using the PEL algorithm was discussed. The implementation of the $P E L$ algorithm for multiple view image point correspondences is discussed in this section. There are two steps. In the first step, a set of images acquired from multiple view points is considered as a combination of stereo pairs. The potential corresponding candidates are identified at stereo pair level as discussed previously. In the second step, sets of corresponding points in multiple views are identified by performing a search based on image point identities.

The epipolar geometric relationship between a pair of convergent axes images and the rectified images were discussed in section 4.1. Establishment of correspondences in the rectified image space was discussed in section 4.2. The purpose of the establishment of correspondences in the rectified image space is to avoid the searching that has to be performed in convergent image space. Once correspondences are established, the subsequent 3-D location estimations are performed using the original convergent axis image co-ordinates. The geometry and the issues such as ambiguities can be conveniently discussed for a stereo pair in rectified image space but it is
inconvenient in multiple view situations. Hence, in the application of the PEL algorithm to multiple views, the discussions will be carried out in the convergent axes image space.

### 4.3.1 PEL algorithm in a 3-view configuration

Three convergent axis images $I_{I}, I_{2}$, an $I_{3}$ can be considered as three stereo pairs $I_{i} / I_{2}$, $I_{2} / I_{3}$, and $I_{2} / I_{1}$. Each stereo pair is rectified and the potential correspondences can be identified in the rectified image space. For the purpose of the investigation, correspondences are illustrated in equivalent convergent axes image space (Figure 4.15).


Figure 4.15 Three views geometry

Points $p_{l 1}, p_{23}$, and $p_{35}$ in images $I_{1}, I_{2}$, and $I_{3}$ are projections of a 3-D object point. Consider point $p_{1 /}$ in image $I_{1}$ and stereo pair $I_{1} / I_{2}$. It can be seen that points $p_{21}, p_{22}, p_{23}$ fall within the band $b_{12}$ in image $I_{2}$ and hence are potentially corresponding to point $p_{11}$. Now considering point $p_{23}$ in image $I_{2}$ and stereo pair $I_{2} / I_{3}$, it can be seen that points $p_{31}$, $p_{32}, p_{33}, p_{34}$, and $p_{35}$ fall within band $b_{23}$ in image $I_{3}$ hence are potentially corresponding to point $p_{23}$. Finally considering point $p_{35}$ in image $I_{3}$ and stereo pair $I_{3} / I_{1}$, it can be seen that points $p_{I I}, p_{I 5}, p_{I 6}$ fall within band $b_{3 l}$ in image $I_{l}$ hence are potentially corresponding to point $p_{35}$. The resulting correspondence information can be represented in the form of a tree (Figure 4.16) for the purpose of illustration. Points
that form a closed-loop in which a search path that begins and ends with the same point identity number can be taken as potentially corresponding points. It can be seen from step- 3 that one of the potentially corresponding candidates for $p_{35}$ in image $I_{I}$ is the same point that was initially considered $\left(p_{11}\right)$. Hence, points $p_{11}, p_{23}$, and $p_{35}$ form a closed loop and are taken as corresponding. If no ambiguities are present, all corresponding sets of points can be reliably identified.


Figure 4.16 A tree of potentially corresponding image points

## Consideration of ambiguities:

Ambiguities can be divided into two categories as 2-D image space and 3-D object space. The 2-D category relates to image point location errors such as radiometric and geometric distortions. These are mostly due to systematic errors. In high precision applications, image data are corrected for systematic errors. The random errors such as are due to electronic noise are generally small. However, there are other factors of electronic errors due to camera "warm up" effects (Chen, 1995) which can be avoided by allowing for camera stabilisation prior to use. In the high precision environment, various 3-D situations are more likely cause ambiguities. The reasons for the 3-D category are due to the relative location of $3-D$ points in object space with respect to imaging geometry causing occlusions and points being out of the field of view. In general, 3-D ambiguities are unavoidable and may lead to incorrect correspondences. In order to understand these sources of potential errors, they are now analysed in detail.

It was discussed in section 3.3.1.4 how 3-D ambiguities occur at stereo pair level. But most of these ambiguities can be solved if a third view is available. Some ambiguities are unsolvable without further constraints even when a third view is available. These can be categorised as follows.

## - When image points are too close together:

This situation can occur due to $3-D$ object space points that are close together. The resulting image points may lie close enough to fall within the intersecting area of epipolar search bands (Figure 4.17). It is not possible for the epipolar constraint to solve this ambiguity. Another reason for having multiple points within intersecting areas is when the selected search band width is larger than appropriate. The only solution for this type of ambiguity is to discard image points that are closer than the width of the search band.


Figure 4.17 Ambiguities due to image points that are too close to each other

## - Due to multiple 3-D points creating collinear image points in a view:

When two $3-D$ object points along with the optical centre of a view are collinear (Figure 4.18) two paths that begin and end with same identity number may be created. This situation can be further complicated if each view has many such collinear points. Collinear points are coincident in image $I_{1}$ but create two points in images $I_{2}$ and $I_{3}$ which results in two different paths that begin and end with the same point in image $I_{I}$.

Although both paths are correct, the detection of such two paths creates ambiguity if the two 3-D points are occluded by an object in between them. This can occur when points are on two surfaces of an object. However, this situation is unlikely to create any significant error in the computed 3-D points. There is no solution for this type of ambiguity.


Figure 4.18 Ambiguities due to coinciding image points

- 3-D points that are out of the field of view of two images but appears on the third:

Images of 3-D point $A$ on images $I_{1}, I_{2}$, and $I_{3}$ are shown at intersections of search bands (Figure 4.19). The $3-D$ points $B$ and $C$ appear only on images $I_{2}$ and $I_{3}$ respectively. But rays $A O_{1}, \mathrm{CO}_{2}$, and $\mathrm{BO}_{3}$ intersect at point $D$ hence, an unsolvable ambiguity due to two paths that begin and end with the same identity number in image II. This creates a 3-D point that does not exist. Similar instances can occur when 3-D point $C$ is on the epipolar plane $A O_{1} O_{2}$ but within the area covered by points $A, O_{l}$, and $O_{2}$. Even if more views are available this ambiguity remains unsolvable using the epipolar constraint. However, if object space information such as structure is available, this type of non-existing $3-D$ points may be detected.


Figure 4.19 Ambiguities due to 3-D points which are out of the field of view

### 4.3.2 PEL algorithm in 4-view configuration

Four views $I_{1}, I_{2}, I_{3}$, and $I_{+}$can be considered, in the simplest way, as four stereo pair combinations $I_{1} / I_{2}, I_{2} / I_{3}, I_{3} / I_{t}$, and $I_{\downarrow} / I_{l}$. Each stereo pair is rectified and potential correspondences are identified in each rectified image space. For the purpose of this investigation, these correspondences are illustrated in equivalent convergent axes image space (Figure 4.20).


Figure 4.20 Four view geometry

As in the case of three views, the condition that four corresponding points in four views form a closed-loop can be used to establish point correspondences. A closedloop is created by a path that begins and ends with the same point identity number. Images of a 3-D point on images $I_{l}, I_{2}, I_{3}$, and $I_{4}$ are $p_{I I}, p_{23}, p_{35}$, and $p_{43}$ respectively. A search beginning with point $p_{l l}$ in image $I_{l}$ will enable the identification of corresponding point in each image.

Four views provide more geometric information than three views. The ambiguities discussed under three views can occur with four views as well. The availability of a further two combinations $I_{i} / I_{3}$ and $I_{2} / I_{+}$provides information to cross check the validity of correspondences.

### 4.3.3 Speed performance comparisons with four views

As discussed previously, images acquired from multiple view points were considered as a combination of stereo pairs. Correspondences were established at stereo pair level and the geometric relationship discussed for the $E L$ algorithm was used for the distribution of correspondences. Timing tests were carried out with the same set of simulated co-planar 3-D points. For a varying number of image points, the time taken by each algorithm was noted (Figure 4.21(a)).


Figure 4.21 Speed performance of algorithms with four views
With this implementation, the $P E L$ algorithm is faster than each algorithm when the number of points is more than about 75 and 25 . The time taken varies approximately linearly with increasing number of points. For 400 points, the $P E L$ algorithm takes 60 ms where as the $E L$ and $3 D S I$ algorithms takes 350 ms and 1.78 s respectively.
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Hence, the $P E L$ algorithm has the best correspondence speed performance. Approximately linear variation of the time consumption makes it possible to predict an approximate time the algorithm takes to establish correspondences for a given number of points.

### 4.4 Use of further geometric constraints

The epipolar constraint can be used to establish correspondences. However, it is possible that wrong correspondences are established which may lead to the creation of $3-D$ points that do not exist. In such instances prior knowledge of the $3-D$ object model may be used to discard incorrectly corresponded 3-D points. Another method is to use the knowledge of image residuals. When corresponding points are identified, the 3-D location can be estimated. If rays are reprojected into image space from this point, image residuals can be computed. For correctly corresponded points, the residuals should be within a small tolerance.

### 4.5 Summary of the chapter

The development of a technique for the establishment of multiple view point correspondences was discussed. The advantages of this algorithm over the others is its speed performance and the predictability of computational time. Assuming a stereo pair which has $n$ points in each image the $E L$ and $3 D S I$ techniques require approximately an $n^{2}$ search for identifying the corresponding points which is computationally expensive. The searching required by $P E L$ algorithm is approximately proportional to $n$. This computational advantage is due to two factors. The first is due to the collinear epipolar lines in rectified image space. Hence, there is no computational work involved in determining the conjugate epipolar lines. The second is due to the new technique used to determine search band for each epipolar line in rectified image space. This new technique establishes a polynomial relationship between the slopes of search band border lines and the $y$-co-ordinate. The new technique also determines a straight line relationship between the x and y co-ordinates of the intersection point of search band border lines. Both of these relationships are functions of $y$-co-ordinate in the rectified image.

The PEL method was implemented in multiple view configurations. The multiple views are considered as a combination of stereo pairs. The stereo pair correspondences are established based upon which an efficient search is performed to distribute correspondences between multiple views.

Due to the computational effort required for the polynomial coefficient and rectification parameter estimation, the PEL algorithm more efficient than $E L$ and $3 D S I$ methods when the number of points are larger than a certain value which is dependant on the implementation and the speed of the computer. For this implementation, $P E L$ method is faster than $E L$ and $3 D S I$ techniques for more than 75 and 25 points respectively.

## Chapter 5

## Simulation tests to evaluate the performance of <br> PEL algorithm

In this chapter, results of the simulation tests are illustrated. First part of the tests analysed the effects of random errors of on the establishment of correspondences. For this purpose, random errors of varying magnitudes were introduced to image points and camera exterior parameters. Second part of the tests investigated the performance of the $P E L$ algorithm under various operating conditions. Finally comparisons were made with the $E L$ algorithm.

### 5.1 Description of the simulation system

The simulation system can be used to simulate camera, 3-D objects and acquired images. Number of cameras can be generated in a circle configuration (Figure 5.1). The radius of the circle $(A C)$ and the height $(A B)$ can be specified. The initial orientation of cameras is such that all cameras point towards the origin ( $B$ ) of the object space co-ordinate system. The exterior parameters of any camera can be altered to obtain new location and rotation parameters. Any number of randomly distributed 3-D object space points can be generated which can be imaged onto the cameras. The sensor size and focal length of cameras can be specified. Image point correspondences using the $P E L, E L$, or $3 D S I$ algorithms can be established. $3-D$ reconstruction can be performed using the non-rigorous direct intersection technique. Furthermore, random errors in 2-D image point locations and camera exterior parameters can be generated.


Figure 5.1 Simulation system configuration

A series of simulation tests were carried out. The initial tests analysed the effects of random errors in camera exterior parameters and $2-D$ image point locations on the projective imaging geometric relationships. The performance of the $P E L$ algorithm with image point location and camera exterior parameter errors were investigated. Finally, the $P E L$ algorithm was tested with complex 3-D object space situations.

### 5.2 Analysis of the effect of random errors in camera exterior parameters and 2$D$ image point locations on the establishment of correspondences

In the high-precision close-range arena, the camera interior and exterior parameters are estimated with a high degree of accuracy. Image points of interest are located to subpixel accuracy and are corrected for systematic errors. However, there may still be errors in these quantities. The target image locations may have errors due to geometric and radiometric distortions and other random effects. Unknown lens distortion errors may exist due to modelling deficiencies. These $2-D$ errors will be reflected in the adjusted camera exterior parameters. In certain continuous measurement applications, 3-D location estimations may be required using non-rigorous direct intersection. In such a situation it is usual to obtain accurate exterior parameters using a set of accurately measured control points. Using these known exterior parameters, 3-D measurements may be produced continuously. However, the exterior parameters may not be as rigorous as those produced by a continuous adjustment process. Another more coarse situation with respect to camera exterior parameters occur when resection is performed with poorly measured control points. The errors in control points will be reflected in exterior location and orientation parameters. However, a correspondence algorithm should be capable of performing correctly with these errors present up to a reasonable level.

In this chapter the effects of these errors on the establishment of correspondences are investigated in two stages. In the first stage, the errors due to coarse situations are investigated which encompasses the situations such as the use of exterior parameters obtained using coarsely measured control points. These errors are relatively large. In the second stage, the effect of smaller errors that occur during a continuous adjustment process are investigated.

### 5.2.1 Analysis of the effect of large errors on the establishment correspondences

In coarse situations with large exterior orientation errors the magnitudes of these errors are not known hence, it is not possible to determine the effect on the epipolar constraint. But in this section a series of simulations are carried out where magnitude of errors involved were known. Based upon this knowledge the effect on the epipolar constraint was investigated. Figure 5.2 illustrates a situation with large errors and their effect on the epipolar constraint. Points $O_{I}$ and $O_{2}$ are the correct optical centres of images $I_{1}$ and $I_{2}$. The projections of 3-D point $A_{1}$ on images $I_{l}$ and $I_{2}$ are at points $p_{I i}$ and $p_{2 i}$. The epipoles are at points $e_{1}$ and $e_{2}$ and image points $p_{1 i}$ and $p_{2 i}$ lie on conjugate epipolar lines $l_{l}$ and $l_{2}$. If camera exterior parameters have errors, the optical centres may be considered to be at points $O^{\prime}{ }_{1}$ and $O^{\prime}{ }_{2}$ and the image planes may be slightly shifted (not shown). Hence, the epipoles may be computed as being at points $e^{\prime}{ }_{l}$ and $e^{\prime}{ }_{2}$. The new conjugate epipolar lines are $l^{\prime}$ and $l^{\prime}{ }_{2}$. When random 2-D errors are present, rays $A_{i} p_{l i}$ and $A_{i} p_{2 i}$ will not be straight lines. Hence, there will not be an epipolar plane consisting points $A_{i}, O_{1}, O_{2}, p_{l i}$, and $p_{2 i}$. With these errors present, in order to correctly detect all potentially corresponding candidates on epipolar line $l_{2}$ for point $p_{l i}$ in image $I_{l}$, a search band with parallel border lines $l_{l b i}$ and $l_{2 b i}$ in image $I_{2}$ needs to be considered. The width of the band depends on the level of the errors.


Figure 5.2 Errors in camera exterior parameters and epipolar constraint

A four camera network (Table 5.1) with random exterior parameters was used for a series of simulation tests. Over $10003-D$ object space points were created and imaged onto the cameras. Varying amounts of normally distributed random errors were
introduced to camera exterior parameters and to 2-D image points separately and then simultaneously. The object space points were reconstructed and the image residuals were computed. In this analysis, image residuals means the difference between the original image point locations and those that are computed by the back-projections from the reconstructed 3-D points. The effect of the errors on the epipolar constraint in convergent and rectified image spaces were analysed.

| Camera | $\mathbf{X}(\mathbf{m m})$ | $\mathbf{Y ( m m )}$ | $\mathbf{Z}(\mathrm{mm})$ | $\omega(\mathrm{deg})$ | $\phi(\mathrm{deg})$ | $\kappa(\mathrm{deg})$ |
| :---: | :---: | ---: | :---: | :---: | :---: | :---: |
| 1000 | 5030.7640 | -4.3070 | 3063.0021 | 3.2558 | 60.7303 | 11.2267 |
| 1001 | 4774.2028 | 1549.9386 | 2987.0878 | -25.3495 | 51.2202 | -4.4002 |
| 1002 | -1407.6632 | 4775.0368 | 3012.9010 | -59.2601 | -11.3313 | -16.2021 |
| 1003 | -4685.4662 | -1528.9630 | 2645.0879 | 30.2271 | -55.2077 | 0.1600 |

Table 5.1 Camera exterior parameters without errors

### 5.2.1.1 Effect of random errors in camera location parameters

Increasing amounts of random errors were added to camera location parameters only. A 3-D reconstruction was made using direct intersection and the image residuals were computed. Figure 5.3 illustrates the effect of random errors on residuals.


Figure 5.3 Effect of camera location parameter errors on image residuals

It can be seen that there is a linear relationship between camera location errors and image residuals. As the location errors increase, the image residuals increase linearly. The camera location error of 1.0 mm could produce image residual of approximately 0.002 mm .

### 5.2.1.2 Effect of random errors in camera orientation parameters

The same test was carried out with random errors added to the camera rotation parameters. It can be seen in Figure 5.4 that the effect on image residuals due to errors
in rotation parameters is larger than that due to the errors in location parameters. There is a linear relationship between image residuals and errors in rotation parameters. Standard error of 2.5 degrees in rotation parameters can produce image residuals of about 1.0 mm .


Figure 5.4 Effect of camera rotation parameter errors on residuals

### 5.2.1.3 Effect of random errors in both camera location and rotation parameters

In this test random errors were added to both location and rotation parameters. For a fixed value of rotation parameter error, the location parameter errors were increased and the residuals were noted (Figure 5.5). The test was repeated for a number of values of rotation parameter error values. An approximately linear variation of residuals is shown in all cases. For higher values of errors in rotation parameters, there is only a slight variation of residuals as the error in the location parameters increases. With standard errors of 1.0 mm and 0.1 degrees in camera location and rotation parameters, there can be a standard deviation of 0.04 mm in image residuals.


Figure 5.5 Effect of errors in camera exterior parameter on image residuals

### 5.2.1.4 Effect of random errors in camera exterior parameters on epipole locations

The errors in camera exterior parameters cause errors in computed epipole locations. Tests were carried out where increasing amounts of random errors were added (in the range $0-1.0 \mathrm{~mm}$ ) to location parameters of stereo pairs $1000-1001,1001-1002,1002-$ 1003, and 1003-1000 with a fixed error level in the rotation parameters and the errors in epipole locations were noted for each image of the stereo pairs. Tests were carried out for rotation errors of $0.001,0.01$, and 0.1 degrees (Figure 5.6). The stereo pairs 1000-1001 and 1001-1002 have the smallest and the largest angular separations.
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Figure 5.6 Effect of errors in camera exterior parameters on epipole locations

It can be noted that when the angular separation is smaller, the epipole location errors are larger. In stereo pair 1000-1001, for a location parameter error of 1.0 mm and a rotation parameter error of 0.1 degrees, the epipole location error can be about 0.4 mm in 1000 and 1.5 mm in 1001. The stereo pair 1003-1000 with the largest angular separation has the smallest epipole location errors. For the same level of errors in exterior parameters, epipole location errors can be about 0.032 mm in 1003 and 0.028 mm in 1000 .

When the standard error in camera location errors are in the region of $0-0.1 \mathrm{~mm}$, a tenfold increase in the standard error of rotation parameters causes approximately a
tenfold increase in the standard deviation of epipole location errors. This true for each stereo pair considered.

In certain stereo pairs, the standard errors in epipole locations are approximately equal but not in the others. For instance, the stereo pair 1001-1002 has approximately equal standard errors and in stereo pair 1000-1001 standard errors are significantly different. The reason is the angles that each image plane of a stereo pair makes with the base line. When these angles are approximately equal, the standard errors of epipole locations are approximately equal.

### 5.2.1.5 Effect of random errors in camera exterior parameters and 2-D image point locations

The presence of relatively large random errors in camera location and rotation parameters and 2-D image point locations is a realistic situation in practice during the initialisation process. Simulation tests were carried out with random errors added to these parameters and image point locations. Increasing amount of errors were added to camera location parameters with the fixed level of random errors in rotation parameters and 2-D image point locations. The image residuals were noted. The tests were carried out for a number of values of random errors in rotation parameters $(0.01$, 0.1 , and 0.5 degrees $)$. The $2-D$ image location errors were kept fixed at 0.0001 mm for all three tests. Figure 5.7 illustrates the variation of the standard deviation of image residuals for standard errors in the camera location parameters in the range $0-1.0 \mathrm{~mm}$.

(a). std error in rotation parameters and 2-D image points $=0.01$ degrees, 0.0001 mm

(b). std error in rotation parameters and $2-D$ image points $=0.1$ degrees, 0.0001 mm

(c). std error in rotation parameters and 2-D image points $=0.5$ degrees,

### 0.0001 mm

Figure 5.7 Effect of camera exterior parameter and 2-D errors on residuals

### 5.2.1.6 Estimation of search band width based on exterior parameter errors and image residuals

Using the above analysis of the standard errors in epipole locations and the image residuals, the search band widths for stereo pairs 1000-1001, 1001-1002, 1002-1003, and 1003-1000 can be determined. An example on the computation of approximate band width based on these errors is illustrated here for the stereo pair 1000-1001. When the standard error in camera location parameters are 0.1 mm , the standard errors in epipole locations of cameras 1000 and 1001 are approximately 0.04 mm and 0.14 mm (Figure 5.6 (a)). In this instance, the standard errors in rotation parameters were
0.01 degrees (Figure 5.6 (a)). For these levels of error the standard deviation of image residuals was approximately 0.01 mm (Figure 5.7 (a)). The maximum possible epipole location errors and image residuals can be taken as three times their standard deviations. Therefore, the maximum errors of epipoles in images 1000 and 1001 are approximately 0.12 mm and 0.42 mm . The maximum possible image residual is approximately 0.03 mm . It can be seen that the possible error in epipole locations in each image is larger than the image residuals. Hence, the search band width in each image can be taken as twice the value of epipole location errors, i.e. 0.24 mm for image 1000 and 0.84 mm for image 1001 .

Table 5.2 illustrates the search band width required for each image in stereo pairs 1000-1001, 1001-1002, 1002-1003, and 1003-1000 for the same levels of errors in exterior parameters.

| Camera |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| pair | Camera | Std error <br> in camera <br> location <br> $(\mathbf{m m})$ | Std error <br> in camera <br> orientation <br> (degrees) | Std dev of <br> image <br> residuals <br> $(\mathbf{m m})$ | Std error <br> in epipole <br> location <br> $(\mathbf{m m})$ | Required <br> search <br> band <br> width |
| 1 | 1000 | 0.1 | 0.01 | 0.01 | 0.0401 | 0.2406 |
|  | 1001 | 0.1 | 0.01 | 0.01 | 0.1403 | 0.8418 |
| 2 | 1001 | 0.1 | 0.01 | 0.01 | 0.0066 | 0.0396 |
|  | 1002 | 0.1 | 0.01 | 0.01 | 0.0069 | 0.0414 |
| 3 | 1002 | 0.1 | 0.01 | 0.01 | 0.0052 | 0.0312 |
|  | 1003 | 0.1 | 0.01 | 0.01 | 0.0050 | 0.0300 |
| 4 | 1003 | 0.1 | 0.01 | 0.01 | 0.0030 | 0.0180 |
|  | 1000 | 0.1 | 0.01 | 0.01 | 0.0028 | 0.0168 |

Table 5.2 Estimated search band width when standard exterior location and rotation parameter errors are 0.1 mm and 0.01 degrees and standard deviation of image residuals are 0.01 mm

The preceding simulation test results provide useful information regarding the effect of camera exterior parameters and 2-D location errors on search band in the convergent image space. It can be noted that as exterior parameter errors increase the epipole errors increases as well as the required band width. In general, for the same
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level of errors in camera exterior parameters and 2-D locations, the required search band width increases as angular separation decreases.

The other factor noted was that for stereo pairs with wide angular separations and smaller errors in exterior parameters, the image residuals become dominant error for determining the search band width. For instance, in stereo pair 1001-1002 when the standard errors in exterior location and rotation errors are 0.001 mm and 0.01 degrees the standard errors in epipole location are about 0.0064 mm and 0.0069 mm (Figure 5.6(b)). The standard deviation of image residuals are $0.0094 m m$ (Figure 5.7(a)) and is the dominant of the errors. Hence, the search band width would be 0.056 mm .

### 5.2.1.7 Effect of exterior parameter errors on epipolar lines in rectified images

In the ideal case, the conjugate epipolar lines in a pair of rectified stereo images are collinear. When there are errors in exterior parameters of each camera which are different from camera to camera, these ideal collinear epipolar lines do not exist. In Figure 5.2 where correct locations of an stereo pair are $O_{1}$ and $O_{2}$, the locations that are considered as correct are $O^{\prime}$, and $O^{\prime}{ }_{2}$. Hence, the rectified image plane will be determined as parallel to the base line $O_{1}{ }_{1} O^{\prime}{ }_{2}$. The rectification parameters will be determined with errors in them. As a result the points that are on conjugate epipolar lines in convergent images will be mapped into locations which do not meet the collinear epipolar line criteria.

Simulation tests were carried out with a number of stereo pairs (Table 5.1) to investigate this effect. A sample of over 1000 points was generated in the 3-D space and imaged onto the stereo pair of interest. The points were transformed to rectified image planes and the ideal locations were noted. The random errors were introduced to image points. The image points were transformed to rectified image planes with random errors introduced to camera exterior parameters each time. The error in rectified image points were noted and standard error was computed for each image of stereo pairs. This test was repeated for standard errors of camera orientation parameters of 0.01 and 0.1 degrees. Figure 5.8 illustrates the results.
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(a). Pair 1000-1001

(b). Pair 1001-1002

(c). Pair 1002-1003

(d). Pair 1003-1000

Figure 5.8 Effect of errors in camera exterior parameters on transformed co-ordinates

It can be seen that in each image of stereo pairs, for a given value of the standard error of orientation parameters, the variation of the standard error in rectified co-ordinates is different as the errors in the camera location are increased. There is an approximately linear variation in standard errors of rectified co-ordinates when errors in the orientation parameters are smaller and is non-linear when errors in the orientation parameters are higher. For a given value of standard error in location parameters in a the range $0-0.1 \mathrm{~mm}$ (approximately), a tenfold increase in rotation parameters causes a tenfold increase in the rectified image point location errors.

The most important is that for a given stereo pair and for a given standard error in camera location and rotation parameters, the standard errors in rectified image points are different. This causes conjugate epipolar lines to be non-collinear. In the case of stereo pair 1003-1000, for standard errors in camera location and rotation parameters of 1 mm and 0.1 degrees the standard errors in rectified image point locations are approximately 0.2 mm and 0.3 mm .

In practice, there exist errors in image point locations too. But these tests illustrate the effect on the transformation of fixed points with the presence of errors in exterior parameters. In order to determine the search band in rectified image space fixed points are transformed from convergent to the rectified images. Two points that fall on each
border line of the search band are transformed into the rectified image space to obtain the equivalent search band. Hence, it is likely that there will be an error in the slopes of search band border lines.

### 5.2.1.8 Effect of errors in exterior parameters and 2-D locations on transformed co-ordinates

This is a realistic situation in practice. The test carried out in section 5.2.1.7 was repeated with random errors, in the range $0.0001-0.0009 \mathrm{~mm}$, added to the $2-D$ image point locations. Results are illustrated in Figure 5.9 for the stereo pair 1000-1001 with different levels of rotation parameter errors.

(a). Standard error in camera rotation parameters $=0.01$ degrees

(b). Standard error in camera rotation parameters $=0.1$ degrees

(c). Standard error in camera rotation parameters $=0.5$ degrees

Figure 5.9 Effect of camera exterior parameter and 2-D errors on transformed co-ordinates

It can be noted that for smaller values of errors in rotation parameters the errors in transformed co-ordinates are approximately equal in each image (Figure 5.9(a)) and the variation is also approximately linear.

Although the search band in convergent images may be determined according to the errors in convergent image space, the transformation errors may cause errors in the transformed search band as discussed in section 5.2.1.7. Hence, potentially corresponding points might fall out of the search band which is most likely to occur when the errors are significant.

### 5.2.2 Analysis of the effect of small errors on the establishment of correspondences

In this section, the effect of small errors on the epipolar constraint is analysed. Small errors in these quantities occur during a continuous adjustment process and their magnitudes are known. It is assumed that the errors in camera exterior parameters are negligibly small. Figure 5.10 illustrates a stereo pair out of a multiple camera network. It is assumed that the network has been adjusted hence, exterior parameters are the most probable values. $A(X, Y, Z)$ is a most probable 3 -D point produced by the adjustment for a set of image measurements. $p^{\prime}{ }_{1 i}$ and $p^{\prime}{ }_{2 i}$ are the corresponding
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measured points in images $I_{l}$ and $I_{2}$. If a ray into each image of the stereo pair is projected, image points $p_{l_{l}}$ and $p_{2 l}$ in images $I_{l}$ and $I_{2}$ can be found which are the most probable image points. Ideally, the most probable image points ( $p_{1 i}, p_{2 i}$ ) and 3-D point $\left(A_{i}\right)$ and the most probable perspective centres $\left(O_{l}, O_{2}\right)$ are in a single plane. The computed epipoles $\left(e_{1}, e_{2}\right)$ are also on the same plane. In a continuous adjustment process, these seven points will jitter around but maintain the coplanarity.


Figure 5.10 Coplanarity of adjusted points

The differences between the measured and computed image points are the residuals. $99.7 \%$ of the computed most probable image points should fall within a circle of radius of three times the standard deviation ( $3 \sigma$ ) of image residuals. $\sigma$ denotes the standard deviation of the image residuals. Figure 5.11 illustrates the effect of residuals on the application of the epipolar constraint. Assume that the imaged 3-D point is on the $X Y$-plane of the $3-D$ world co-ordinate system. The most probable image points ( $p_{l i}, p_{2 i}$ ), 3-D point $\left(A_{i}\right)$, perspective centres ( $O_{1}, O_{2}$ ) and computed epipoles $\left(e_{l}, e_{2}\right)$ are on a single plane. In order to determine the conjugate epipolar line a ray from measured point $p_{l i}^{\prime}$ is projected onto the $X Y$-plane of the world co-ordinate system. From this point a ray is then projected into image $I_{2}$ and a point $p^{\prime \prime}{ }_{2 i}$ can be determined. The line $\left(l{ }^{\prime \prime}{ }_{2 i}\right)$ joining epipole $e_{2}$ and point $p{ }^{\prime \prime}{ }_{2 i}$ is taken as the conjugate epipolar line which does not coincide with the epipolar line $\left(l^{\prime}{ }_{2 i}\right)$ created by point $p^{\prime} /{ }_{l i}$ and epipole $e_{2}$. The most probable image point $p_{l t}$ and $p_{2 i}$ will fall within the circles $c_{1}$ and $c_{2}$ whose radius is $3 \sigma$ and the centres are $p^{\prime}{ }_{l i}$ and $p^{\prime}{ }_{2 i}$.


Figure 5.11 Effect of 2-D residual on epipolar constraint

This information and some statistical analysis can be used to determine the search band width in image $I_{2}$. Figure 5.12 illustrates the worst case situation. A most probable point with the largest residual could fall on the perimeter of the circle $c_{1}$ whose radius is $3 \sigma$. The projected points onto $X Y$-plane from points that fall on the perimeter circle $c_{l}$ may generate an ellipsoidal shape $e s_{l}$. The points now projected onto image $I_{2}$ from ellipsoid $e s_{l}$ may generate an ellipsoid shape $e s_{2}$.


Figure 5.12 Illustration of possible most probable points around a measured point and their projections on $X Y$-plane and image $I_{2}$

Although the radius of the circle in image $I_{l}$ for any measured point is $3 \sigma$, the ellipsoidal shapes on the $X Y$-plane and on image $I_{2}$ may vary depending on the
location of measured points in the image $I_{l}$. Also ellipsoidal shapes may vary for each stereo pair and are dependent upon the orientation of image planes and the $X Y$-plane.

A simulation test can be performed to find the width of the search band for the conjugate epipolar line $l{ }^{\prime \prime}{ }_{2 i}$. A sample of points can be generated within the circle $c_{l}$ whose radius is $3 \sigma$. The corresponding points on image $I_{2}$ can be found and standard deviation ( $\sigma_{l}$ ) for the spread around point $p^{\prime \prime}{ }_{2 i}$ can be found. Hence, maximum distance that a most probable point could fall away from $p^{\prime \prime}{ }_{2 i}$ is $3 \sigma_{l}$ and the search bandwidth can be taken as $2 \times 3 \sigma_{l}\left(6 \sigma_{l}\right)$.

An example on the determination of $\sigma_{l}$ is illustrated here using stereo pair 1002-1003 (Table 5.1). A random point $p_{I}$ on image 1002 was taken and its projected point $p_{2}$ on the image 1003 was determined. A sample of points were generated around $p_{I}$ within a standard deviation of $\sigma=0.0001 \mathrm{~mm}$. The projected points on image 1003 were determined and the standard deviation of the spread around point $p_{2}$ was computed. For various values of $\sigma$, the corresponding $\sigma_{l}$ in image 1003 are illustrated in Figure 5.13.


Figure 5.13 Variation of $\sigma_{l}$ for various values of $\sigma$ for a single point

A further test was carried out with the same stereo pair in which a point is moved along an epipolar line in image 1002 with random errors of standard deviation 0.0001 mm added to the point at each location. The standard deviation of their projections on image 1003 were determined. Table 5.3 illustrates the results. As the point in image 1002 is moved towards its epipole, the projected point in image 1003
moves away from the its epipole. It was noted that the standard deviation of the spread around projection increases as point is moved away from the epipole in image 1003. Hence, required search band width increases.

| Point in image 1002 <br> $(\mathbf{m m})$ | Projected point in image 1003 <br> $(\mathbf{m m})$ | Standard error of <br> projected point $(\mathbf{m m})$ |
| :---: | :---: | :---: |
| $(3.50,3.50)$ | $(0.48,2.39)$ | 0.0001613 |
| $(2.50,2.35)$ | $(0.58,1.55)$ | 0.0001763 |
| $(1.50,1.20)$ | $(0.71,0.48)$ | 0.0001979 |
| $(0.50,0.05)$ | $(0.88,-0.95)$ | 0.0002306 |
| $(-0.50,-1.10)$ | $(1.11,-2.93)$ | 0.0002830 |
| $(-1.00,-1.68)$ | $(1.27,-4.24)$ | 0.0003225 |
| $(-1.50,-2.25)$ | $(1.46,-5.87)$ | 0.0003767 |

Table 5.3 Variation of the standard error of the projected point as it is moved away from epipole
Tests carried out for other epipolar lines on the same stereo pair shows similar results. As the image point is moved towards the epipole in image 1002, the projected point moves away from the epipole in image 1003 and the standard error increases hence the required search band width must be larger. These results shows that the closest point to the epipole in image 1002 will produce the largest standard error and hence the largest band width. A global search band for this stereo pair can be determined by considering the corner that is nearest to the epipole in image 1002. Considering a sensor of dimensions $9 \times 9 \mathrm{~mm}$, simulation results show that the maximum standard error in image 1003 was $1.1 \mu \mathrm{~m}$. Hence, required global search band with is $6.6 \mu \mathrm{~m}$.

A simulation test was carried out to test the above results. One thousand 3-D points were created and imaged onto images 1002 and 1003. Random noise with standard deviation 0.0001 mm was added to the points in each image. Using the $E L$ method, the stereo correspondences were established. In some cases ambiguities were present but the correct point always fell within the search band. Hence, this method of estimating the search band width proved to be correct.

### 5.3 Performance of PEL algorithm in multiple view configurations under ideal conditions

The algorithm was tested in various four view configurations. The purpose of the tests was to ensure that the algorithm performed correctly under each situation. The results from two of these tests are illustrated for which the four camera configuration given in Table 5.1 was used. The focal lengths of convergent axis images were 16 mm .

## Test-1:

Over 1000 targets were randomly generated on a plane which is in the field of view of all cameras. Due to the planar target field ambiguities due to occlusions were not present. Targets were imaged from all four cameras. Figure 5.14 illustrates four images.


Figure 5.14 Four views of a planar target field
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These image data were analysed. The smallest distance between image points in each image were computed (Table 5.4). When there are errors in neither camera exteriors nor image point locations, a search band width which is less than the smallest distance between two points can be used. This ensures that there will not be ambiguities due to multiple points within an intersection of search bands. Hence, a band width of $0.2 \mu \mathrm{~m}$ was selected.

| Image No | Smallest distance (mm) |
| :---: | :---: |
| 1000 | 0.00021 |
| 1001 | 0.00025 |
| 1002 | 0.00038 |
| 1003 | 0.00024 |

Table 5.4 Smallest distances between two points in each image

Using this value of search and width, polynomials representing border line slope and the straight lines representing variation of the x -co-ordinate at crossing points of border lines were determined as follows,
pair-1:

$$
\begin{aligned}
& s(y)=-0.0000000017 y+0.0000012035 \\
& s(y)=0.0000000017 y-0.0000012035 \\
& x(y)=-0.2405 y+162.7051
\end{aligned}
$$

pair-2:

$$
\begin{aligned}
& s(y)=0.0000000005 y^{2}+0.0000000043 y+0.0000035275 \\
& s(y)=-0.0000000005 y^{2}-0.0000000043 y-0.0000035275 \\
& x(y)=0.085 y+46.7339
\end{aligned}
$$

pair-3:
$s(y)=0.0000000009 y^{2}-0.0000000010 \mathrm{y}-0.0000042634$
$s(y)=-0.0000000009 y^{2}+0.0000000010 \mathrm{y}-0.0000042634$
$x(y)=-0.016 y+34.2886$
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## pair-4:

$$
\begin{aligned}
& s(y)=0.0000000016 y^{2}+0.0000000012 y+0.0000052193 \\
& s(y)=-0.0000000016 y^{2}-0.0000000012 y-0.0000052193 \\
& x(y)=0.0194 y+21.1705
\end{aligned}
$$

The stereo pairs $(1,2),(2,3),(3,4)$, and $(4,1)$ were rectified. The rectified image focal length was 32 mm . Figure 5.15 illustrates four pairs of rectified images.

(a). Rectified image pair $(1000,1001)$

(b). Rectified image pair $(1001,1002)$

(d). Rectified image pair $(1003,1000)$

Figure 5.15 Rectified stereo pairs

Correspondences were established using the $P E L$ algorithm. As expected there were no ambiguities and correspondences were established between all image points. The 3-D locations of points were computed using direct intersection. For each computed 3-D point, image residuals were also computed. The correct correspondences were confirmed by zero image residuals in this case. Figure 5.16 illustrates the reconstruction of the planar target field.


Figure 5.16 3-D reconstruction of planar target field

## Test-2:

In this test, the performance of $P E L$ algorithm was evaluated with the presence of a complex 3-D object space situation. Ambiguities that occur due to occlusions or points being out of the field of view of some images and appearing in others were present. The camera network given in Table 5.1 was used here. A set of 1500 points that are randomly located within an area of $(1.5 \times 1.5 \times 1.5) \mathrm{m}^{3}$ in the field of view of cameras was created (Figure 5.17 ).


Figure 5.17 Randomly distributed 3-D targets

## Chapter 5: Simulation tests

Images of these points were obtained from four views (Figure 5.18). Table 5.5 contains number of points in each image and the distance between the closest two points in each image. The number of points in each image was different. One of the reasons was due to the some points appearing in certain images but not in others because of 3-D points being out of the field of view. The other reason was due to occlusions. The distances between the closest points was considered to determine the search band width which was set to be 0.001 mm .


Figure 5.18 Images of randomly distributed 3-D object space points

## Chapter 5: Simulation tests

| Camera | 1000 | 1001 | 1002 | 1003 |
| :---: | :---: | :---: | :---: | :---: |
| Number of points | 1484 | 1476 | 1482 | 1488 |
| Distance between closest pair of points $(\mathrm{mm})$ | 0.002214 | 0.001205 | 0.002144 | 0.001164 |

Table 5.5 Number of image points and distance between closest pair of points

Correspondences were established using the both $P E L$ and $E L$ algorithms for the purpose of comparison. The results of correspondences were analysed. Table 5.6 illustrates details of established correspondences for each algorithm in which correspondences between all four views, any combination of three views, any combination of two views, and finally any non-corresponding points or single views are given. The results show that both $P E L$ and $E L$ algorithms have the same performance in this ideal situation where there are no errors in exterior parameters and image point locations.

| Algorithm | 4-views <br> correspondences | 3-views <br> correspondences | 2-views <br> correspondences | single views or non- <br> corresponding |
| :---: | :---: | :---: | :---: | :---: |
| $P E L$ | 1444 | 44 | 10 | 2 |
| $E L$ | 1444 | 44 | 10 | 2 |

Table 5.6 Details of correspondences

### 5.4 Performance of PEL algorithm with errors in camera exterior parameters and image point locations

## Test-1:

In this test the same camera network given in Table 5.1 and a lower density target field with 100 targets was used. With errors in rotation parameters and image point locations set to fixed values the errors in exterior location parameters were increased. The test was repeated for standard errors in rotation parameters of $0.001,0.005$, and 0.01 degrees. The standard error in image point locations was set to 0.0001 mm in all tests. Figure 5.19 (a) and (b) illustrate percentage of correspondences established in four and three views.


Figure 5.19 Percentage of correspondences with a given search band width and varying errors in camera exterior parameters

When the target field was imaged the shortest distances between two image points was 0.019 mm . Hence, the maximum possible search band width should be less than 0.019 mm and it was set to 0.018 mm . It was noted that as errors are increased beyond a certain value, the number of correspondences in four views decreases and those in three views increases. This test illustrated the establishment of correspondences with a search band of given width under number of levels of errors.

## Test-2:

A randomly distributed set of 50 points were created in the field of view of the cameras (Table 5.1). As discussed in section 5.2.2, global search band widths for the second image of the stereo pairs 1000-1001, 1001-1002, 1002-1003, and 1003-1000 were determined assuming $2-D$ random error of 0.0001 mm . For this purpose, it was considered that the dimensions of the sensors were $8 \times 8 \mathrm{~mm}$. In the first image of each pair, one of the corner points produced the largest search band width requirement for the second image. The results are illustrated in (Table 5.7). Images were acquired and random noise of standard deviation of 0.0001 mm was added to image points.

| Image pair | Epipoles | Global search band width for <br> second image (mm) |
| :---: | :---: | :---: |
| 1000,1001 | $(16.76,79.70),(67.60,-127.48)$ | $0.0002076 \times 6=0.0013$ |
| 1001,1002 | $(-21.02,10.21),(23.31,-0.09)$ | $0.0003424 \times 6=0.0021$ |
| 1002,1003 | $(-10.98,-13.17),(-1.70,20.86)$ | $0.0007340 \times 6=0.0044$ |
| 1003,1000 | $(10.16,2.95),(-8.47,-1.99)$ | $0.0070900 \times 6=0.0425$ |

Table 5.7 Global search band widths for each image pair

In order to establish the correspondences, a global search band width common for any stereo pair which is the largest of the global band widths for stereo pairs was taken as 0.0425 mm . Correspondences were established between four views for all 50 points. Further tests were carried out with increasing random errors added to image points. It was noted that as the image point errors were increased, the number of correspondences established between all four views decreased.

### 5.5 Summary of the chapter

This chapter described the simulation tests that were carried out. The tests included the analysis of the effect of errors in camera exterior parameters and image point locations on the application of epipolar constraint. Errors were of two categories. Large errors that could occur due to obtaining camera exterior parameters with poorly measured control points. Small errors occur in a continuous adjustment process. The performance of PEL algorithm under a number of situations were investigated and comparisons were made with $E L$ algorithm.

For the purpose of analysis, known large errors were introduced to camera exterior parameters. Based on the knowledge of these errors possible search band widths in convergent images were determined for the purpose of illustration. However, these errors are not known in practice hence band widths cannot be determined. The discussion is common to any camera network, the quantities that were noted belong to the network that was used for these tests. For other networks the errors are different.

## Chapter 5: Simulation tests

It was noted that when exterior parameters have large errors, the conjugate epipolar lines in rectified image space were no longer collinear. Hence, it possible that corresponding points may fall out of the search band depending on the magnitude of errors.

The effect of small errors on the application of epipolar constraint was investigated. It was assumed that in a continuous adjustment process, the camera exterior parameter errors were negligible. A method of establishing search band width was developed and tested. It was proved that the method of determining search band widths in a continuous adjustment process as correct using simulation tests.

The performance of the $P E L$ algorithm was tested under error free conditions with two object space point distributions. It demonstrated similar performance to that of the $E L$ method. This illustrated the accuracy and the stability of the search band estimations using the polynomials.

## Chapter 6

## Development of a real-time close range photogrammetric system

Many new industrial measurement tasks demand a real-time response. For instance, the robotic assembly of industrial components to the correct geometry is a such task. Each camera viewing the parts of interest provide video frames every 40 ms (CCIR standard). A frame consists of approximately $438 k$ pixels. A 10 -bit $A / D$ converted video frame is equivalent to 548 kbytes . If a system consists of four cameras the total amount of data is 2.2 Mbytes or $25 \times 2.2 \mathrm{Mbytes}$ of data to be processed in every second. This still represents a requirement for specialist equipment. The system described in this thesis acquires each word of intensity data and the 2-D processing system extracts and processes information of target images but discards unnecessary background data. Finally correspondences are established and 3-D location estimations are computed. The speed requirements of the measurement task determine the rate of the supply of processed data which could be less than the video frame rate for most measurement tasks. However, in many new applications such as high precision assembly the frame rate functionality may be essential.

Conventional close-range systems use frame-grabber hardware which is normally a plug-in card to the back-plane bus system of a $P C$. Usually, a frame grabber consists of electronics for acquisition and storage of video data from single or multiple cameras. Multiple cameras may be driven by a single clock source for synchronous acquisition of video data. The currently available frame grabbers are now capable of acquiring video data at the frame rate. Even if it is possible to acquire at frame rate, it may not be possible for a $P C$ to process the data at that rate. Another feature of a frame grabber based systems is that video data from number of cameras is often only available sequentially. Due to these reasons, it may not be possible to provide processed data at frame rate by a frame grabber based system with conventional hardware.

In order to overcome the speed of processing problems of frame grabber systems, an intelligent camera based system was developed to enable processing of video data in real-time (Clarke et al, 1998; Clarke et al, 1997; Gooch et al, 1996; Pushpakumara et $a l, 1996)$. An intelligent camera consists of video processing and data communication hardware and a $C C D$ camera. A multiple intelligent camera system exploits the idea of distributed processing. Locally processed video data at each camera are transferred via Ethernet to a central processing computer ( $C P C$ ) for further processing. The distinction between the frame grabber and this system is the method of processing of individual images and the method of data transfer from cameras to $C P C$. The method of establishing target image correspondences between multiple images and the method of 3-D location estimation are the same for both systems which are performed in the $C P C$. The advantages of this system are multitude. Video data are processed simultaneously at each intelligent camera hence, avoiding the need for sequential processing of images in CPC. Assuming an image consists of 100 target images the amount of data transferred to the $C P C$ by an intelligent camera is approximately 600 bytes. This is significantly lower amount of data than transferring an image as in the case of frame grabber based systems. As a result, a significant amount of time is saved in processing individual images and data transfers. A further advantage of the systems is the convenient interface to the $C P C$ via Ethernet which is a commonly available facility in most PCs.

### 6.1 Intelligent camera system

Each intelligent camera is a modular system with video data acquisition, target recognition, location, and data communication functionalities. Hardware consists of five stackable modules which are connected physically and electrically via stackthrough headers. The data bus and control signals run through one 32 -pin header and the power supply runs through another 12 -pin header. The five main modules of an intelligent camera are,

1) Video processing module
2) Input/Output module
3) DSP module
4) Ethernet communications module
5) Power supply module

Figure 6.1 illustrates an intelligent camera hardware, an external Ethernet transceiver, and a $C C D$ camera.


Figure 6.1 Intelligent camera

The history of the development of intelligent camera dates back to November, 1994 when the author started his MSc project. A wire-wrap prototype of the $D S P$ module was developed and successfully tested (Pushpakumara, 1995) with a $P C$ interface. In this prototype the Input/Output hardware, which is currently a separate module, and $D S P$ hardware were developed as a single module. The object recognition and location algorithm was developed, implemented, and successfully tested with real and simulated image data. A PC version of the algorithm was also implemented for use with the frame grabber. Concurrently, Mr. Stuart Cowhig developed the first wirewrap prototype of the Video Processing Module.

In late 1995, development of the current modular intelligent camera system commenced. The DSP and Video Processing hardware were further developed (Gooch et al, 1996). The author did further work on the prototype version of $D S P$ hardware and the object processing algorithm implementation was further developed. The author was given the responsibility for the development of Ethernet communication module. A PC version of the packet driver software was developed and successfully tested for data transfers between PCs. The Ethernet hardware was developed and the DSP version of the packet driver was implemented. Ethernet communication between a $P C$ and a DSP module was fully tested by September, 1996 (Pushpakumara et al, 1996). Gooch et al, 1996 developed the video initialisation software routine. The author
produced the first version of the complete software for the intelligent camera which performed video data acquisition, object image processing, and Ethernet communication tasks. In January 1997, real-time operation of a complete intelligent camera system was demonstrated with real video data output to a $P C$ where target location data was displayed graphically.

Clarke et al, 1998 modified and further refined software of the intelligent camera system. The packet driver and communication software on the $P C$ side were replaced by a version of Windows Sockets based software. The $D S P$ version of the packet driver was modified accordingly to arrive at the currently available four-camera system where a $P C$ acquires target location data from each intelligent camera system and performs correspondence establishment and 3-D location estimation tasks. The rest of this chapter describes the hardware and software development.

### 6.2 Object image reconstruction, recognition, and location algorithm

The intelligent camera system performs the detection, recognition, and sub-pixel location of object images. Conventional methods require a complete image prior to beginning the recognition and the location of the target images which is not desirable in a real-time system. At any given time, the object processing algorithm developed for this system requires object edge pixel locations and the internal intensity data belonging to two consecutive lines of an image to begin processing (Ellis, 1987; Pushpakumara et al, 1996; Pushpakumara, 1995). Hence, object image reconstruction can be performed as each line of edge and intensity data becomes available. As reconstruction proceeds in a progressive manner, the algorithm accumulates the sum of the product of intensities and pixel locations and the sum of intensities for centroid location computation and determines other necessary parameters such as area and peak intensity for recognition for each object image.

Although the target images are approximately of circular or ellipsoidal shape, the algorithm considers object images of all possible shapes to ensure reliable operation and the isolation of good target candidates. Figure 6.2 illustrates part of an image which has object images of various shapes, the edge pixel locations, and internal intensities for each object segment in each line. The algorithm uses a number of logical tests to ascertain the connectivity of object segments found in a pair of
consecutive lines. For this purpose, an object segment encountered in the current line can be categorised with respect to a segment in the previous line as new, finish, continue, split, and merge. Most of the shapes that are found in practice can be separated into these categories and can be reconstructed.


Figure 6.2 Section of an image (top), detected edge locations and $A / D$ converted intensities (bottom)

If the pixel locations of starting and finishing edges of a segment are defined as the starting_edge_location \& the finishing_edge_location, five logical tests used for connectivity establishment can be stated as follows,

## 1). New object test

If previous starting_edge_location >= the current finishing_edge_location, object segment under consideration in the current line belongs to a new object.

## 2). Finishing object test

If previous finishing_edge_location <= the current starting_edge_location, the object segment under consideration belongs to a finishing object.

## 3). Continuing object test

If tests (1) \& (2) are not true and the object segments overlap, they belong to the same object, hence are part of a continuing object.

## 4). Splitting object test

If the current starting_edge_location is < previous finishing_edge_location the object segment under consideration in the current line belongs to a splitting object image. Every continuing object image is tested for splitting.

## 5). Merging object test

Every continuing object which does not satisfy test (4) is tested for merging. If the current finishing_edge_location is > the previous starting_edge_location then the object segment under consideration in the current line belongs to a merging object.

Every object image is reconstructed and is subjected to tests for identifying whether it is an image of a valid target or a spurious object in the background clutter. This test uses the parameters such as area and peak intensity. The centroid is computed for valid target images. The algorithm was tested on various shapes and densities of object images in simulated and real data. Current implementations in the intelligent camera system and $P C$ are being used successfully in practice for various day-to-day target recognition and location tasks.

### 6.3 Hardware development

The intelligent camera system uses a combination of hardware and software to process video data (Clarke et al, 1998; Clarke et al, 1997; Gooch et al, 1996; Pushpakumara et $a l, 1996)$. The video processing module performs the edge detection of object images and $A / D$ conversion of intensity values which are transferred to $D S P$ module via the Input/Output module. Using the edge data, the periphery of each object is reconstructed and the gray scale centroid is computed within the $D S P$ module. The Ethernet module transfers centroid and other details such as peak intensity and the area of target images to the $C P C$.

### 6.3.1 Video processing module



Figure 6.3 Image of the Video Processing Module

The video processing module (Figure 6.3) performs the extraction of object edge pixel locations and the $A / D$ conversion of intensity values (Gooch et al, 1996). The extracted data are transferred to the FIFO buffers in the Input/Output module. Figure 6.4 illustrates a block diagram of this module.


Figure 6.4 Block diagram of the video processing module

## Video signal:

The intelligent camera system is based on cameras which comply with the CCIR television standard. Table 6.1 illustrates the specification of a Pulnix TM- $6 C N$ camera.

The $C C D$ sensor of the camera converts the light energy received by the sensing elements (pixels) into electrical energy in the form of electrical charge. On board electronics output the collected charge belonging to each array of pixels at a time in the form of an electrical signal. In addition to the intensity information, signal synchronisation information are also encoded in the signal which is termed the Composite Video Signal (Figure 6.5).

| Parameter | Specification |
| :---: | :---: |
| Imager and transfer mode | $1 / 2$ inch interline transfer $C C D$ |
| Pixels | $752(\mathrm{H}) \times 582(\mathrm{~V})$ |
| Cell size | $8.6(\mathrm{H}) \times 8.3(\mathrm{~V}) \mu \mathrm{m}$ |
| Sensing area | $6.41(\mathrm{H}) \times 4.89(\mathrm{~V})$ |
| Dynamic range | 67 dB |
| Scanning | 625 lines, $2: 1$ interlace $(\mathrm{CCIR})$ |
| Clock | 28.375 MHz |
| Pixel clock | 14.1875 MHz |
| Horizontal frequency | 15.725 KHz |
| Vertical frequency | 50 Hz |
| Video output | 1.0 V pk-pk composite video, $75 \Omega \mathrm{o} / \mathrm{p}$ impedance |
| S/N ratio | 50 dB |
| Minimum illumination | 10.0 lux |
| Shutter speed | 40 ms |
| Power requirements | $12 \mathrm{~V}, 2.5 \mathrm{~W}$ |

Table 6.1 Specification of Pulnix TM-6CN camera

A video frame consisting of 625 lines is output every 40 ms . Hence, the line period is $64 \mu s$ or line frequency is 15.625 kHz . Each line of video is separated by a line blanking period which is $12 \mu \mathrm{~s}$. Line blanking period consists of a front porch $(1.5 \mu s)$, a back porch, and a horizontal or line synchronisation pulse $(4.7 \mu s)$ which is used to identify a new line. The falling edge of a horizontal synchronisation pulse indicates the start of a new line. The $0 V$ and 0.7 V voltages indicate black and peak white levels.


Figure 6.5 Composite video signal (CCIR)

A video frame is divided into two fields, namely odd field and even field each of which consists of 312.5 lines of active video and each takes 20 ms . Figure 6.6 illustrates field synchronisation timing for both fields. The odd field begins with a complete line and ends with a half line and it is opposite for the even field. Each field is separated by a field blanking period which is 25 lines of video in length. Field synchronisation pulse sequence is 7.5 lines of video which consists of five preequalising pulses ( $2.3 \mu s$ each ), five broad synchronisation pulses or serration pulses ( $27 \mu s$ each ), and five post equalising pulses ( $2.3 \mu s$ each ).


Figure 6.6 Odd and even field synchronisation (CCIR)

## Chapter 6: Development of a real-time close range photogrammetric system

## DC restoration:

The first task of the video module is the $D C$ restoration of the video signal. The $D C$ restoration process should ideally ensure that the back porch is at $O V D C$ level (Figure 6.7) or at another reference level. However, there may be a $D C$ restoration error in practice which causes back porch to shift. The conditioned signal is input to the $A / D$ converter.

Video signal before DC restoration


Video signal after DC restoration


Figure 6.7 DC restoration

## Sync separation:

The composite raw video signal is input to the video sync separator for separation of synchronisation pulses which are subsequently used for controlling the operation of the module. The separated signals include horizontal line synchronisation signal, odd/even field output, vertical synchronisation pulse signal, and no signal or black level detection output.

## Pixel clock recovery:

The pixel clock is recovered by a genlock chip which is driven by a voltage controlled oscillator operating at a free-running frequency of 14.1875 MHz . The separated horizontal line synchronisation signal is used as input to the phase locked loop which outputs recovered pixel clock and the phase locked/non-locked status signal.

An issue related with pixel clock recovery is line jitter. When the input horizontal synchronisation signal is not in phase with the that generated by the feedback of the phase-locked-loop there will be a displacement in sampling which is called the line
jitter. The typical variation in line-to-line synchronisation is in the order of 2-10ns. The field-to-field synchronisation is normally larger (Beyer, 1992).

## $A / D$ conversion of intensities:

The $D C$ restored video signal is fed into the 10 -bit $A / D$ converter via a reference voltage level setting circuit. The operation of the $A / D$ converter is controlled by the pixel clock and the each converted intensity value is temporarily stored in a buffer which gets overwritten by the next converted value.

## Pixel counters and intensity buffering:

In addition, the video processing module has a pixel counter which increments count at rising edge of each pixel clock. It resets at the beginning of each new line and increments the count until end of a video line is detected. Each counter value is also temporarily stored in a buffer which gets overwritten by the next counter value.

A threshold is used to distinguish background noise from the useful object intensity information. When an $A / D$ converted intensity is greater than the set threshold, the current pixel counter value and the intensity value followed by a number of subsequent intensity values are transferred to the appropriate FIFO buffer in the Input/Output module. These transfers are continued until the next converted intensity value is less than the intensity threshold. The bottom part of Figure 6.2 illustrates an example of pixel location and intensity data that would be produced for the section of the image shown. At the end of each video line, the maximum pixel count is output to the $F I F O$ which is used as end of line marker.

Video data are output to the FIFO buffers in a special 16 -bit format (Figure 6.8). The first 12 bits of the word $\left(b_{0}-b_{11}\right)$ are allocated for pixel location or intensity data which can be distinguished by the bit in $b_{15}$ where ' 1 ' represents pixel count and ' 0 ' represents intensity data. In the case of intensity data only 10 bits are valid where as for pixel count all 12 bits are valid. New field is represented by ' 0 ' in bit $b_{12}$. Value in $b_{13}$ represent status of genlock where ' 0 ' represent locked state. Value in $b_{14}$ denotes whether the video signal is present.
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pixel count or intensity

intensity or pixel count data: $b_{0}-b_{11}$;
field status: $b_{12}$ : ' 0 ' - new field detected;
genlock status: $b_{13}$ : ' 0 ' - locked;
no signal: $b_{14}$ : ' $l$ ' - signal present;
data type: $b_{15}$ : ' 0 ' - intensity data, ' $l$ ' - pixel count data.

Figure 6.8 Data format

The separated synchronisation signals and the pixel clock are used by the on-board programmable logic devices to derive the necessary control signals to drive the data transfers into the appropriate FIFO buffer.

### 6.3.2 Input and Output module



Figure 6.9: Image of Input/Output module

The Input/Output module (Figure 6.9) function as a data buffer for encoded video data. It also function as a buffer for control data (Gooch et al, 1996). The module consists of two pairs of $8 \times 16 \mathrm{kbits}$ FIFO buffers and four 8 -bit bi-directional ports. FIFO buffers are used to store 16 -bit words encoded with pixel count or intensities, and other control information. The first pair is used for buffering the data from odd
field and the second is used to buffer data from even field. The status of the FIFO capacity at any instance is indicated by full and empty flags. One of the 8 -bit ports is used for holding the intensity threshold value which is set by the DSP module (section 6.4.3).

### 6.3.3 Digital Signal Processor module



Figure 6.10: Image of DSP module

The DSP module (Figure 6.10) is the central processing and controlling unit of an intelligent camera system (Gooch et al, 1996). It performs three key functions. First, it reads encoded 16 -bit words from the FIFO buffers. Second, it performs the target image reconstruction, recognition, and computation of the gray scale centroid. Third, it controls the Ethernet communication module which transfers computed centroid data to and receive commands from the $C P C$.

The Analog Devices ADSP2101 Digital Signal Processor (DSP) which has a modified Harvard architecture was used. The DSP architecture is optimised for computationally intensive tasks and has an on-chip arithmetic and logic, multiplier, and barrel shifter units. The on-chip multiple bus system is multiplexed off-chip. The instruction execution time is one clock cycle ( $50 n S$ ) except for the division instruction. It has $16 \mathrm{x} 16 \mathrm{kbits}, 24 \times 16 \mathrm{kbits}$, and $24 \times 16 \mathrm{k}$ bits of data, program, and boot memory spaces. The data memory space is occupied by internal registers (lxl6kbits), on-chip SRAM (lx16kbits), external SRAM, and the rest is used for memory mapping other peripherals of the system. Boot memory space is occupied by EPROM memory where
the program are stored. Upon the power up, $D S P$ loads program memory with the specified contents of $E P R O M$ and begins execution.

The operation of this module is independent from the video processing module. The synchronisation between the two is achieved using FIFO full and empty flags. Upon the power up, the DSP initialises FIFO buffers for a new video frame. It then reads data from FIFO buffers and performs the object processing task. If the FIFO full status is detected, the DSP performs FIFO initialisation for a new video frame. If the empty status is detected DSP waits until data arrives in FIFOs. The object processing (section 6.2) is performed and the target locations and the attributes are stored in a transmit ring buffer (section 6.4.3) which has sufficient space for storing data belonging to two video frames assuming a maximum of 500 targets images in a video frame.

On the Ethernet communication side, when the $D S P$ receives a command requesting data, the latest data from the ring buffer are transferred to the Ethernet module and is instructed to transmit. The DSP is interrupted when an Ethernet packet has received by the Ethernet module upon which $D S P$ services the interrupt and reads received data into $D S P$ memory. Currently, the $D S P$ receives commands from CPC for setting the intensity threshold and for requesting target location data. Each receiving command has a unique encoding.

### 6.3.4 Ethernet communication module



Figure 6.11: Ethernet module

The Ethernet communication module (Figure 6.11) enables the intelligent camera to communicate with the $C P C$ (Pushpakumara et al, 1996). It is implemented using a National Semiconductors DP83901AV Network Interface Controller (NIC) device which is NE2000 compatible and complies with IEEE802.3 Ethernet standard. An external transceiver unit is required for the Ethernet module to make a physical connection with Ethernet co-axial cable.

In this module, $I / O$ port based architecture was used where data transfers between the $D S P$ and the Ethernet modules is via a bi-directional I/O port. The transfer of control information between the two modules is via a bi-directional latch. The NIC has $32 k$ words of address space for the local packet buffer which is occupied by 16 x 8 kb bits of $S R A M$. The packet buffer is divided into transmit and receive sections. The size and the boundaries of which can be specified in the control registers.


Figure 6.12 Block diagram of Ethernet module

The NIC has 3 pages of on-chip 8-bit registers which are mapped into $16 \times 16$ bits memory locations in the $D S P$ memory map. The $D S P$ selects the appropriate register and the 8 -bit bi-directional latch provides a means of reading from and writing to these registers. These registers must be initialised with appropriate values prior to any communication operations.

The NIC has a 16 -byte FIFO memory for buffering data transfers between the communication media and the packet buffer. A programmable threshold facilitates

## Chapter 6: Development of a real-time close range photogrammetric system

filling and emptying the FIFOs at different rates. A dedicated on-chip Direct Memory Access (DMA) controller provides local $D M A$ and remote $D M A$ facilities. Local $D M A$ facilitates data transfers between $F I F O$ and packet buffer. Remote $D M A$ facilitates data transfers between packet buffer and the $D S P$ memory. The former has priority over the latter. On-chip Manchester encoding/decoding and CRC generation/checking functions are also provided by the NIC. The multiplexed address/data bus of the NIC is available externally for interfacing.

### 6.3.5 Power supply module



Figure 6.13 Image of Power Supply Module

The Power Supply Module (Figure 6.13) provides power to the complete intelligent camera system (Gooch et al., 1996). This module has three DC-DC converters to enable a wide band input ( $9-18 \mathrm{~V}$ or $18-36 \mathrm{~V}$ ) to produce the necessary output voltages.

### 6.4 Software development

The software for the intelligent camera system was developed using structured methodologies. The software comprises of three parts,

1) Video data acquisition
2) Object processing
3) Ethernet communications.

Each part consists of a number of sub modules. One of which is the initialisation sub module. The video initialisation part may require a significant amount of work reading
and discarding FIFO data for the alignment of a new video frame. The initialisation sub modules in object processing and the Ethernet communication parts require setting certain registers and variables to specific values. Each part is initialised upon the power up. Video acquisition may need re-initialisation after the startup depending on the occurrence of $F I F O$ buffer overflow condition.

Each part of software performs a time critical task. A complete video frame worth of object edge location, intensity, and control information are continuously output by the video processing module into the FIFO buffers during each 40 ms period. The video data acquisition and image processing parts work together. The data belonging to a line are acquired from appropriate $F I F O s$ (i.e. odd or even) and object processing is performed. This is repeated until a frame is completed and the processed data are stored in the transmit ring buffer waiting to be transferred to the Ethernet module. Once a frame is completed, processed data are transferred to the Ethernet communication part to be transferred to $C P C$. The amount of useful data in a frame depends on the number and the size of the objects. Hence, the time required is data dependent.

### 6.4.1 Video data acquisition

There are two tasks for this part of the software.

1) Initialisation of the FIFO buffers for alignment of a new video frame
2) Reading the pixel count and intensity data from FIFOs

Upon power up, the FIFOs are hardware reset and the encoded data are input by the video processing module. The incoming data to the FIFOs are most likely to belong to one of the four states which can be determined by checking full and empty flags.

1) Odd $F I F O s$ filling and no data in even $F I F O s$,
2) Even FIFOs filling and no data in odd FIFOs.
3) Odd FIFOs are filling and some data is already in even FIFOs
4) Even FIFOs are filling and some data is already in odd FIFOs

Hence, an initialisation of the FIFOs is required for the alignment with a new video frame. A new frame begins with an odd field. If the FIFOs are in the first state, data should be read from odd FIFOs until empty and then from even FIFOs until empty. At this point the data that begin to flow into the odd FIFOs belong to a new frame. If the FIFOs are in the second state, data should be read from even FIFOs until empty. At this point the data that begin to flow into the odd FIFOs belong to a new frame. If in either the third or fourth state, which is indicated by both odd and even FIFOs not being empty, the odd FIFOs are read until empty and then even FIFOs are read until empty. The new data that appears in odd FIFOs belong to a new frame. Also if the FIFOs are full, hardware resetting is required.

Once initialised, the system can operate in either field or frame modes. In the field mode, data from only one field is used for object processing hence, resolution is halved in the $y$ direction. The DSP reads and stores data from the selected FIFOs in data_registerl or data_register2 (Figure 6.8). Once data belonging to a complete line has been read, the object processing is performed. The data reading and processing is continued until the end of field.

In the frame mode, the data from both fields are used. The $D S P$ reads and stores data of a complete line from odd FIFOs first and then from even FIFOs. The object processing is then performed. This process is continued until the end of the frame. In either mode of operation, a new field is detected by the new field output of sync separator. The trailing edge of the new field pulse from sync separator coincides with the first serration pulse during the vertical drive. Hence, the first end-of-line after the detection of new field is the end of third line of the new field (Figure 6.14). From this point onwards, 22 video lines should be read and discarded prior to the beginning of the first active line of the field. The end-of-line is indicated by the maximum pixel count value which is output to FIFOs at the end of each line.

It was determined during the development stage (Gooch et al., 1996) that a complete video line, that is from a trailing edge of a horizontal sync pulse to a same moment of the next sync pulse, consists of 907 pixels. A line period is $64 \mu \mathrm{~s}$ and the active line period is $52 \mu \mathrm{~s}$. Hence, there is an offset of $10.5 \mu \mathrm{~s}$ from the beginning of the line until
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the active period begins which is equivalent to about 152 pixels. Therefore, 152 pixels should be deducted from every counter value to get the correct active pixel count.

### 6.4.2 Object processing

Object processing software performs reconstruction, recognition, and centroid location. The details of the algorithm was discussed in section 6.2. For the progressive reconstruction, the object segments belonging to two consecutive lines are required. The implementation is discussed in this section. It has special data structures which include a number of buffers and a stack (Figure 6.14).


Id_number_stack

Parameter_buffer
Figure 6.14 Data structures for object processing

A simple initialisation process is required which sets buffers and the stack with appropriate values. For each new video frame these buffers and the stack require
initialisation. The data_register 1 and data_register 2 are one dimensional arrays of 200 16-bit words each. An end-of-line marker (i.e. maximum pixel count) is written to the first location of data_registerl to enable the identification of object segments belonging to the first line of a video frame as new objects. The id_number_stack, an array of fifty 16 -bit words, is used for storing object identity numbers. It should be initialised with a sequence of numbers (i.e. 1....50). Hence, fifty objects can be dealt with at a time.

The buffer pair data_registerl and data_register 2 are used to store pixel count and intensity information of object segments in current and previous lines. When a new object segment is encountered a unique identity number is popped from the id_number_stack. A pair of buffers id_registerl and id_register2 are used for storing the identity numbers of the object segments in current and previous lines. The parameter_buffer is used to store parameters of objects being reconstructed. When a new object is encountered five consecutive memory locations within the buffer are assigned. The actual locations within the buffer is dependant upon the object identity number. The two attributes area and peak intensity, the sum of the product of pixel locations and intensities, and the sum of intensities are stored in each location. These parameters are updated until the object is completely reconstructed (finished). Parameters for objects that cannot possibly be targets (objects that are large or of irregular shape) are not updated. However, each object encountered is completely traced to retain the integrity of the recognition process but any parameters pertaining to these objects are discarded when the object is completely reconstructed. When a completely reconstructed object passes the criteria for selection as a target the identity stack is pushed and grey-scale centroid is calculated, the area and peak intensity are stored in transmit ring buffer (section 6.4.3) waiting to be transferred to Ethernet module. The locations in the parameter_buffer are freed and are made available for a new object.

### 6.4.3 Ethernet communications

The initial version of the Ethernet software for the CPC was developed for NE2000 compatible hardware. The CPC has off-the-shelf Ethernet hardware installed and intelligent camera system has dedicated Ethernet hardware (section 6.3.4) both of which are NE2000 compatible. Hence, apart from the language of coding, the Ethernet
software at either end is essentially the same. The $D S P$ and the $C P C$ versions were coded in ADSP2101 assembly and ' $C$ ' languages. The software comprises,

1) a packet driver
2) a simple protocol

## Packet drivers:

The packet driver communicates with the hardware. Each packet driver has a hardware initialisation routine, a transmit routine, and a receive interrupt service routine. The hardware initialisation routine configures the NIC to operate in the current system which is performed at the system start up. The three pages of on-chip registers are initialised.

The transmit routine performs the data transmission to the CPC. The location, area, and peak intensity for target images are stored in a transmit ring buffer as objects are processed (Figure 6.15). The transmit ring buffer has pointers to start, end, current write, and current read locations. As data are read from, or written to, the buffer, the current write and read pointers are updated. The first seven words of the buffer are used to store destination address (DA0-DA5), source address (SA0-SA5), and byte count ( $B C 0-B C 1$ ). During the initialisation source address is written to SAO-SA5. When it is required to transmit, DA0-DA5 are filled with appropriate destination address. The total data byte count (TBC) belonging to each frame are stored in TBC which is read and written to $B C 0$ and $B C 1$. The $D S P$ transfers the header and data to the packet buffer by Remote $D M A$ transfer. Then instructions are given to the NIC to transmit the packet to the destination. If a packet is larger than 1500 bytes, the destination will know it by the difference of values in $T B C$ and $B C O / B C l$ and will wait for the rest of the data to arrive which is looked after by the protocol. Similarly, the protocol continues transmission until complete frame of data are transmitted.

The receive interrupt service routine performs packet reception. The highest priority interrupt (IRQ2) of the DSP is used to activate the receive routine. An incoming packet whose destination address is the same as that of the local Ethernet module is detected by address recognition logic of the NIC, it Local DMA transfers the complete packet to the receive section of the local packet buffer. Then NIC informs of the
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packet reception to the $D S P$ by means of an $I R Q 2$ interrupt. The service routine then Remote $D M A$ transfers the packet to the receive buffer (Figure 6.15) in $D S P$ memory. The receive buffer keeps the source address, byte count, and data of incoming packets. Currently, the data sent to the DSP are intensity threshold and command messages. The most significant bit of the TBC field is used to make the distinction between the data and the commands ( 0 -data, 1 - command).

On the CPC side, a packet driver of the CPC version was present and the operation was the same. The same protocol controls the data and command transfers and the reception of data.

This Ethernet software was tested for data transfers between PCs. Four PCs installed with Ethernet software successfully simulated the data transfers between a $C P C$ and three intelligent camera systems. Finally, the real-time data transfer between a $P C$ and an intelligent camera system was demonstrated.


Figure 6.15 Data structures for Ethernet communications
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The basis of the above mentioned software paved the way for further developments. Clarke et al, 1998 further developed the video data acquisition and Ethernet software. The field mode video data acquisition was implemented which facilitated low accuracy 2-D but better speed performance. The packet driver on the $P C$ side was replaced by Windows sockets based Internet Protocol (IP) Datagram software. The $D S P$ packet driver was modified accordingly. A simple message passing scheme was implemented for data and command transfers. In real-time tests where varying number of targets were processed, the Ethernet took some $5 \%$ of the total processing time. A four intelligent camera and a $P C$ based system was implemented where each intelligent camera was able to produce $1702-D$ target locations at frame rate (i.e. every 40 ms ).

### 6.5 Summary of the chapter

This chapter described the development of a real-time close-range photogrammetric system. The system exploits the concept of distributed processing of video data to gain the speed performance over frame-grabber based systems in which feature extraction, correspondences, and 3-D computations are performed in a central computing unit. In this system the feature extraction is performed in parallel by each intelligent camera system. This saves a considerable amount of processing time. The hardware edge detection and the object processing algorithm are central to the speed performances of feature extraction which requires only a pair of consecutive lines of video to reconstruct the object images in a progressive manner. Also the amount of data transferred between the cameras and the central computing system are much lower with this system due to the transfer of only processed data. For each recognised target its location, area, and peak intensity are output. If there are 100 targets in each image, only 800bytes will be transferred by each camera. A single Ethernet packet is sufficient for this purpose. In the case of a frame grabber system, transfer of a complete image (approximately 440 kbytes ) will require about 294 Ethernet packets of 1500 bytes. Hence, intelligent camera solution saves time in transferring data.

## Chapter 7

## Experiments with real image data

The performance of the real-time system comprising intelligent cameras and PEL correspondence establishing technique was assessed using a series of tests. Initially, lens systems were calibrated and target image location accuracy performance of the intelligent cameras were analysed. Tests on the establishment of real-time correspondences were carried out with moving objects. Further tests on $P E L$ technique were carried out with frame grabber acquired data which covered situations such as occlusions and the establishment of correspondences using the locations of radiometrically distorted target images. Some of these tests and results are illustrated here. in this chapter.

### 7.1 Real-time system set-up

A network comprising four intelligent cameras was set up for the purpose of experiments. Pulnix $T M-6 C N$ monochrome interline transfer $C C D$ cameras with 16 mm C-mount lenses were used. Each intelligent camera was connected to a $P C$ (central processing computer-CPC) via an Ethernet link. The 2-D target location data were transferred to the CPC where multiple view point correspondences and least squares adjustment functions were carried out.

### 7.1.1 Setting up illumination

Appropriate illumination of the object(s) being imaged is an integral part of a vision system. In high precision measurement applications, it is necessary to use special lighting and targeted object points. In order to gain maximum light reflection from retro-reflective targets that are placed on an object, $L E D$-ring illumination was set up which illuminates the targeted object close to the optical axis of the camera. Due to the characteristics of this configuration, a higher percentage of the reflected light is imaged by the sensor. Hence, target images can be located accurately.

### 7.1.2 Lens system calibration

Chapter 2.0 discussed lens distortion and modelling. The calibration process estimated the following distortion parameters for each lens.

1) Principal point shift $x p, y p$
2) Correction to the focal length $d f$
3) Radial distortion parameters $k_{1}, k_{2}, k_{3}$
4) Decentering distortion parameters $p_{1}, p_{2}$
5) Geometric distortion parameters $A, B, C$

The distortion parameters were estimated using a self-calibrating adjustment program. Images of eight different views of a calibration target field (Figure 7.1) were obtained from each camera by moving the target field into eight different positions. The purpose of having various views by a single camera was to ensure strong network geometry for the self-calibrating adjustment process and also to have a wider coverage of the area of the lens. Using independently identifiable coded targets placed on the target field, the cameras were resected and approximate exterior parameters were obtained. For each camera, the image point correspondences were established in eight views without using the camera interior parameters. Only a $40 \%$ of the targets were corresponded with these coarse exterior parameters. The approximate 3-D locations of the corresponded targets were computed. A self-calibrating least squares adjustment was carried out which resulted in improved camera exterior parameters, improved 3-D co-ordinates of target field points, and approximate values for camera interior parameters. Using these improved parameters correspondences were established again which resulted in about $95 \%$ of targets corresponded. The self-calibration was carried out again and further improved values of the camera interiors were obtained. Table 7.1 illustrates camera interior parameters for each camera system.


Figure 7.1 Image of test field

| Parameter | Camera 1 | Camera 2 | Camera 3 | Camera 4 |
| :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{x} \boldsymbol{p}(\boldsymbol{m m})$ | $-8.8175 \mathrm{e}-002$ | $1.3359 \mathrm{e}-001$ | $-1.6191 \mathrm{e}-001$ | $-1.2940 \mathrm{e}-001$ |
| $\boldsymbol{y} \boldsymbol{p}(\boldsymbol{m m})$ | $2.2715 \mathrm{e}-001$ | $-2.2270 \mathrm{e}-001$ | $2.9299 \mathrm{e}-002$ | $-2.9601 \mathrm{e}-001$ |
| $\boldsymbol{d} \boldsymbol{f}(\boldsymbol{m m})$ | $-7.2234 \mathrm{e}-002$ | $-1.8857 \mathrm{e}-002$ | $1.7841 \mathrm{e}-002$ | $1.8749 \mathrm{e}-001$ |
| $\boldsymbol{k} \boldsymbol{1}$ | $1.8483 \mathrm{e}-003$ | $-1.3226 \mathrm{e}-003$ | $8.1297 \mathrm{e}-004$ | $-2.9951 \mathrm{e}-003$ |
| $\boldsymbol{k} \mathbf{2}$ | $-4.6867 \mathrm{e}-004$ | $4.0711 \mathrm{e}-004$ | $-1.2063 \mathrm{e}-004$ | $8.3418 \mathrm{e}-004$ |
| $\boldsymbol{k} \boldsymbol{3}$ | $3.3478 \mathrm{e}-005$ | $-2.6166 \mathrm{e}-005$ | $8.3108 \mathrm{e}-006$ | $-6.8741 \mathrm{e}-005$ |
| $\boldsymbol{p} \boldsymbol{1}$ | $5.3565 \mathrm{e}-005$ | $-4.3899 \mathrm{e}-005$ | $3.2586 \mathrm{e}-004$ | $6.1739 \mathrm{e}-005$ |
| $\boldsymbol{p} \boldsymbol{2}$ | $-3.5832 \mathrm{e}-004$ | $2.4073 \mathrm{e}-004$ | $-1.9958 \mathrm{e}-004$ | $-1.8659 \mathrm{e}-004$ |
| $\boldsymbol{A}$ | $2.4964 \mathrm{e}-004$ | $1.0217 \mathrm{e}-002$ | $7.7636 \mathrm{e}-003$ | $8.4946 \mathrm{e}-003$ |
| $\boldsymbol{B}$ | $1.1460 \mathrm{e}-005$ | $-2.1801 \mathrm{e}-004$ | $1.6234 \mathrm{e}-003$ | $7.3428 \mathrm{e}-005$ |
| $\boldsymbol{C}$ | $-5.6341 \mathrm{e}-005$ | $-6.7743 \mathrm{e}-005$ | $-6.4007 \mathrm{e}-005$ | $-5.9205 \mathrm{e}-004$ |

Table 7.1 Camera interior parameters

### 7.2 Correspondences between four views

Four views of the 3-D calibration target field were obtained (Figure 7.2). Target image point locations were corrected for systematic lens distortion errors using camera interior parameters given in Table 7.1. In each view there are different number of target locations although all the $3-D$ targets were in the field of view of each camera due to the occlusions.

view-1
view - 2


Figure 7.2 Four views of 3-D calibration target field

Using four coded targets approximate exterior orientation of the views were obtained as discussed in section 7.1.2 and refined camera exterior parameters were obtained iteratively. Table 7.2 illustrates camera exterior parameters and effective focal length of each camera lens. The standard deviation of image residuals was $1.07 \mu \mathrm{~m}$.

| Camera <br> no | X0 <br> $(\mathbf{m m})$ | Y0 <br> $(\mathbf{m m})$ | Z0 <br> $(\mathbf{m m})$ | Omega <br> $($ (degree) $)$ | Phi <br> $($ degree $)$ | Kappa <br> $($ degree $)$ | Effective <br> focal <br> length <br> $(\boldsymbol{m m})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1000 | 1013.2937 | -1133.2219 | 1898.9145 | 28.2076 | 25.9665 | 178.7695 | 15.9278 |
| 1001 | 1080.1937 | 974.2855 | 1898.0216 | -29.4981 | 24.7967 | -77.5299 | 15.9811 |
| 1002 | -974.8957 | 1080.0551 | 1889.8619 | -29.0854 | -25.7232 | -2.7346 | 16.0178 |
| 1003 | -1124.6651 | -1014.8325 | 1898.9858 | 28.9467 | -25.4029 | 102.0058 | 16.1875 |

Table 7.2 Camera exterior parameters

Correspondences were established with improved camera exterior parameters for a total of 42 points. A search band width of $6.42 \mu \mathrm{~m}$ was used. Table 7.3 illustrates some details of the correspondences. Certain targets were corresponded in all four images and some others were corresponded in three images. The correctness of correspondences was checked using the image residuals. For this purpose each set of
corresponded targets, either from three or four views, 3-D location was computed by intersection. Image residuals were then computed by back-projecting rays into each view from the computed $3-D$ location. If the residuals were larger than a predetermined threshold it was considered that the corresponded set was incorrect. A threshold of $1.95 \mu \mathrm{~m}$ was used.

| Correspondences in 4-views | Correspondences in 3-views |
| :---: | :---: |
| 42 | 5 |

Table 7.3 Details of correspondences

Figure 7.3 illustrates the $3-D$ reconstruction of the target field. The standard deviation of estimated $X, Y$, and $Z$ were $0.2492,0.2424$, and 0.3451 mm .


Figure 7.3 3-D reconstruction of the calibration target field

### 7.3 Real-time data flow from a single intelligent camera

This set of tests were carried out to investigate the stability and correctness of the 2-D co-ordinates from an intelligent camera. Three sets of tests were carried out.

## Test 1:

In this test three retro-reflective targets were placed in the field of view of a single intelligent camera. The camera optical axis was approximately perpendicular to the
target surface. One thousand images of these three targets were acquired in real-time. Figure 7.4 illustrates the location variation of a targets over the period of time of this test. Standard deviation of the location variation for this target in the $x$ and $y$ directions was 0.025 and 0.0217 pixels.


Figure 7.4 Variation of a single target location over 1000 images

## Test - 2:

This test involved collection of images of a moving target. The movement of the target was controlled by a stepper motor to ensure smooth motion. One thousand images of this target was acquired over a period. Figure 7.5 (a) and (b) illustrate the location profile and residuals from straight line fit. Area of this target was approximately 24 pixels and the peak intensity was about 747 . The standard deviation of the location residuals was 0.022 pixels.


Figure 7.5: (a). Location profile of a moving target over 1000 images (b). image residuals from straight line fit

## Test-3:

In this test three targets were placed on a surface of an experimental apparatus which has three degrees of movement freedom $(X, Y$, and $Z)$. The targeted surface was moved in a direction that is approximately parallel to the surface of the image plane and over 1000 images were acquired in real-time. Figure 7.6 illustrates the movement profile for each target.


### 7.6 Location profile of three moving targets

### 7.4 Correspondences with real-time data flow from 4-cameras

In industrial assembly processes, it is required to position assembly components together to the correct geometry with tight tolerances. This test attempts to illustrate a simple situation where two objects are involved. The four camera system was resected and the exterior parameters were obtained. A least squares adjustment was carried out and refined camera exterior parameters were found. Each object used was independently identifiable in images by the number and the pattern of the placement of retro-reflective targets. The first and the second objects have 15 and 5 targets on their surfaces. A sequence of 100 sets of images were acquired from four views in real-time while the second object was moved towards the stationary first object. The point correspondences were established and a sequence of 3-D reconstructions were made. Figure 7.7 illustrates a set of four views from the sequence and the $3-D$ reconstruction. Figure 7.8 illustrates the movement of five target images in the subsequent sets of the four views and the sequence of $3-D$ reconstructions.


Figure 7.7 Four views of the targeted objects and the 3-D reconstruction


Figure 7.8 Sequence of four views and the 3-D reconstructions
For this test search band width of 0.01 mm was used. Since there were fewer targets which were well spreaded, a wider band width did not have effect on the
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correspondence accuracy or speed. It was noted that in each stereo pair combination, one-to-one correspondences were established. It took 0.9 ms for the intelligent camera/CPC data transfer and 7.37 ms to establish correspondences using the $P E L$ method.

### 7.5 Correspondences using PEL algorithm with frame grabber acquired image data

Two tests were carried out to investigate the performance of the algorithm using a target field with (a) a dense distribution of targets, (b) low intensity targets

## Test - 1 :

A target field which consisted of about 500 densely distributed targets were used for this test. Figure 7.9 illustrates four views of the target field.


Figure 7.9 Four views of dense target field

Target image locations were corrected for lens distortions. Image data were analysed and it was found that the shortest distance between two points in images was about $68.8 \mu \mathrm{~m}$. The four camera network was adjusted using a calibration target field and accurate camera exterior parameters were available. The standard deviation of the image residuals was $0.27 \mu m$ as given by the adjustment. Hence, a search band of $2 \mu m$ was used and correspondences were established for all points between four views. The correctness of the correspondences were checked using the intersection/backprojection technique. Figure 7.10 illustrates the 3-D reconstruction.


Figure 7.10 3-D reconstruction of target field

## Test - 2 :

In this test a perfectly flat target plate was used in which there were about 150 targets uniformly distributed with equal spacing between them. Images from four views were acquired from an adjusted network (Figure 7.11). Hence, accurate camera exteriors were available. Each view had a different number of target images ( $143,145,142,136$ ) as not all the targets on the plate reflected sufficient light to the cameras. Most targets were bright and occupied a larger area but some targets were very dim (peak intensity of 3) and occupied an area of one, two or three pixels. As a result these targets were located very poorly in the image space which could make it difficult to establish the correspondences. Since the camera exterior parameters were accurate and target image locations were corrected for lens distortion errors, a wider search band width of $0.05 \mu \mathrm{~m}$ was used. Figure 7.12 illustrates the $3-D$ reconstruction.


Figure 7.11 Four views of target plate


Figure 7.12 3-D reconstruction of test field

### 7.6 Summary of the chapter

In this chapter, the performance of the real-time system comprising intelligent cameras and the $P E L$ correspondence establishment technique was evaluated. The real-time system setup was described. The lens calibration process and the estimated lens calibration parameters were illustrated.

The stability and the correctness of the image data acquired from the intelligent cameras were analysed. Using the repeated localisation of an image of a stationary target in real-time, the stability of the target image location in the $x$ and $y$ directions were estimated as standard deviation of 0.025 and 0.0217 pixels. Further tests illustrated the stability of the location of a moving target as standard deviation of 0.022 pixels. These stability values are comparable to those obtained from a frame grabber acquired data.

The real-time image data acquisition/processing/transfer and the establishment of correspondences using four views of a moving and stationary objects was successfully carried out. It was noted that for the intelligent camera/CPC data transfer and the establishment of correspondences for a set of four views it took approximately 0.9 ms and 7.37 ms . The target image processing time taken by each intelligent camera system is not estimated in this experiment. It can be approximately 2.8 ms according to previous estimations (Clarke et al, 1998).

Further tests were carried out to assess the performance of the $P E L$ algorithm with frame-grabber acquired data. For these tests accurate camera exterior and interior parameters were available. In the first test, four views of a dense target field was acquired and correspondences were established. The minimum distance between the two closest points was approximately 8 pixels and the standard deviation of the image point location error was $0.27 \mu m$. A search band of $2 \mu \mathrm{~m}$ in width was used.

The next test on correspondences was carried out on images acquired from four views of a target test plate. In this case, the accurate camera exteriors were available. However, not all the targets in images were located accurately due to the poorly formed images. Certain target images of few pixels in size and had lower peak
intensities hence were poorly located. A search band of larger width was used still poorly located target were not corresponded in all four views.

## Chapter 8

# Achievements, suggestions for further work, and 

## summary

The work carried out for this thesis contributed towards the development of a real-time 3-D measurement system based on close-range photogrammetry and computer vision principles. The previous chapters described the work carried out. In this chapter the major achievements of the work, the suggestions for further work, and the summary of the thesis are given.

### 8.1 Achievements of the work carried out for the thesis

The achievements of the work comprises the contribution to the development of intelligent camera system, the development of PEL algorithm, and the 3-D measurement system integration. The remainder of this section provides further details of these achievements.

## Contribution to the development of intelligent camera system

This part of the work contributed towards the development of an intelligent camera system for real-time video data processing and data communications. The first version of the video data acquisition, processing, and Ethernet communication software were developed. In addition, Ethernet hardware was also developed.

Intelligent camera system has real-time video processing and data communication capabilities. The real-time performances are due to the unique architecture of the system and use of efficient video processing and data communication techniques. An intelligent camera is capable of producing about 170 target image locations and transferring these location data to a $C P C$ at $C C I R$ video frame rate $(25 \mathrm{~Hz})$. The 2-D target image location accuracy is comparable to that of frame grabbers.

## Development of PEL algorithm

This part of the work resulted in the development of PEL algorithm for the establishment of fast multiple view point correspondences. It was shown that the $P E L$ technique can establish faster multiple view point correspondences than $E L$ and $3 D S I$
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methods. This is mainly due to the use of parallel epipolar lines, novel technique for determining the search band in stereo pairs, and target image identity based distribution of stereo pair correspondences. However, due to the initialisation step required for the pre-estimation of parameters, this method is faster than $E L$ and $3 D S I$ techniques when the number of points are greater than a certain value. The timing tests showed that this technique is faster than $E L$ and $3 D S I$ methods when the number of points are greater than 75 and 25 .

## Integration of the real-time system

This part of the work contributed to the integration of multiple intelligent cameras and the $P E L$ technique to perform real-time target location data acquisition and multiple view point correspondence establishment. Experiments were successfully conducted for the establishment of real-time correspondences of target images acquired from moving objects.

### 8.2 Suggestions for further work

In practice, establishment of point correspondences between images that are acquired from arbitrary number of cameras is required. Various multiple view configurations that may be used in practice can be imagined. The placement of cameras depends on the application. For instance, in 3-D modelling the cameras may be placed in random locations to view the object from different view points. In a high precision 3-D measurement applications, cameras may be positioned to obtain the optimum network with respect to the measurement accuracy. In a low precision autonomous vehicle navigation task, cameras may be positioned in a very specific configuration to obtain speed performance in establishing correspondences which may exploit geometric relationships between two or three views. Hence, the selection of positions for the cameras need to be considered with respect to obtaining $3-D$ information as well as establishing correspondences.

In this chapter various ways of using PEL algorithm with an arbitrary number of views is discussed. The arbitrary number of views can be divided into two categories where the number of views may be positioned in two configurations,

1) Systematic configuration
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## 2) Random configuration

## Systematic configuration:

Figure 8.1 (a) and (b) illustrate two examples of systematically positioned $n$ views in a circular configuration. Many other configurations where cameras are systematically positioned can be imagined. The positioning cameras on the vertices of a polygon are seen in many close range modelling applications. In most of these cases, the same points on object(s) are not viewed by all the cameras.

(a)

(b)

Figure 8.1 Systematically positioned $n$ cameras

For the establishment of correspondences, these configurations can be considered as similar to those discussed in section 4.3. The multiple views can be considered as combinations of stereo pairs and the stereo pair correspondences can be established. Then the corresponding points between all views can be picked by searching through the established stereo pair correspondences. It is expected that not all the targets will be seen by all views. Hence, it is required to consider subsets of the views. Initially, targets that can be seen by all $n$ views are corresponded. Subsequently, combinations of (n-1), (n-2), (n-3), $\ldots . . . . .$. , and 3 views can be used to establish correspondences.

## Random configuration:

Establishment of point correspondences between arbitrarily positioned $n$ views is more complex. Figure 8.2 illustrates arbitrarily positioned cameras. In this situation it is not possible to distribute the correspondences simply as in systematic configuration. A technique is suggested here which uses subsets of three views at a time and the correspondences are distributed in a progressive manner.


Figure 8.2 Arbitrarily positioned $n$ views

The steps involved could be as follows,

1. From a given set of $n$ views, a view is selected that is approximately at the centre among other views. Such a camera can be identified by using the exterior location parameters.
2. Select a view that is nearest to the one selected in step- 1 .
3. Select a view which is closest to the baseline formed by stereo pair selected in step- 1 and step- 2 . The criteria for the selection is that the two base lines of triangle formed by a third camera should have angles that are less than or equal to $90^{\circ}$ with the base line of the stereo pair selected in step- 1 and step- 2 . If there is no camera that satisfies this criteria then there will not be a triangle formation. The other criteria is that a camera that is selected once will not be selected again as the third camera of a triangle.
4. Establish correspondences between three views selected in steps 1 to 3 .
5. Repeat step-3 for each stereo pair combination of the three views and establish correspondences.

An example is illustrated as in Figure 8.3 where each node represents a camera. Assuming that camera- 1 as the seed, the nearest camera to that is camera-2. The first triangle is formed by adding camera-3 that satisfy the criteria in step-3. The correspondences are established and a further three triangles are formed by considering cameras- 4,5 , and 6 . This process is repeated until all cameras are used and any number of cameras can be connected.


Figure 8.3 Selection of three views

### 8.3 Summary

In close range measurement applications it is required to establish image point correspondences between multiple views. Due to the accuracy requirements targets that are made of material with special reflective characteristics are placed on the object points of interest. Special illumination techniques are used to obtain the maximum reflected light from targets onto the image planes. Images of the targeted object(s) are acquired from multiple view points and the accurate target image locations are obtained. Normally, the background clutter in images are removed by setting the camera aperture smaller. For the establishment of correspondences image point locations and accurate or approximate camera exterior parameters are available. Hence, geometric techniques can only be used for establishing image point correspondences.

This thesis was devoted to the subject of geometric techniques for multiple view point correspondences. The conventional and new geometric techniques were surveyed. The $E L, 3 D S I$, back projection, and epipolar line slope techniques were reported in the literature. The $E L$ and $3 D S I$ methods were implemented for the purpose of performance comparisons. A common characteristic of these methods is that they require a significant amount of time for searching. Considering a stereo pair with $n$ points in each image, for a given point in one image the corresponding or potentially corresponding point(s) in the other image may be obtained by searching through all the points. Hence, requires an $n^{2}$ search which is not favourable for real-time applications involving large number of points.

In this thesis, a technique was introduced which uses the image rectification. This technique uses parallel epipolar lines in rectified images, hence it is termed the $P E L$ algorithm. Stereo pair rectification is a technique used for many years. Normally, stereo images acquired with narrow angular separation are rectified to gain the advantage of parallel epipolar lines for matching. The narrow angular separation is used to avoid matching problems which occur with wide angular separation due to radiometric effects. The $P E L$ algorithm uses the rectification for establishing point correspondences between multiple views that have wide angular separations. In this algorithm only the target images that are located in convergent image space are
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transformed into the rectified image space but not the complete image. Hence, there will not be any radiometric or geometric distortions due to the transformation.

The other distinguishing feature of this PEL algorithm is the establishment of correspondences in the rectified image space. When image points are transformed, their location errors in convergent image space are also transformed. If camera exterior parameters have errors the rectified images will not have collinear conjugate epipolar lines. Therefore, to find the corresponding point in one image for a selected point in the other image a search band is required. Normally, a parallel search band that covers either side of the epipolar line is used. In the PEL algorithm a new technique is introduced to determine the search band in rectified image space.

In convergent image space, a search band is used to establish correspondences. If this search band is transformed into rectified image space, the corresponding points should ideally fall within the transformed band. The search band border lines that are parallel to the epipolar line in convergent image space are sloped with the epipolar line in the rectified image space. It was shown that the slope of these transformed border lines follow curves which can be represented by $2^{\text {nd }}$ order polynomials as a function of the $y$-co-ordinate in the rectified image space. For a selected point in one rectified image the collinear epipolar line in the other rectified image is known automatically. Knowing the y-co-ordinate, the search band border line slopes can be directly computed using the polynomials. Another characteristic of the border lines is that they intersect at a point which lies on the epipolar line. The x-co-ordinate of this intersection point follows a straight line as the $y$-co-ordinate varies from top to bottom of the image hence it can be represented by a straight line. As a result of these two relationships, for a given y-co-ordinate in the rectified image, the slopes of the relevant border lines and the co-ordinates of the intersection point can be computed. Hence, points that fall within the band can be found with less searching provided that the rectified image points are sorted in the ascending order of the $y$-co-ordinate.

The $P E L$ algorithm requires an initialisation step to compute rectification parameters, and polynomial coefficients. With the current implementation this requires 1.0 ms for a stereo pair. This type of initialisation step is not required by $3 D S I, E L$, or back
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projection methods. Hence, the PEL method is faster than these methods when number of points are larger than a certain number which is dependant upon the implementation.
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## Appendix

Partial differentials of collinearity equations with respect to camera exterior parameters and 3-D locations:

Collinearity equations can be written as follows,

$$
\begin{align*}
& F_{x}=x=-f\left(\frac{M 1}{M 3}\right)  \tag{A.1}\\
& F_{y}=y=-f\left(\frac{M 2}{M 3}\right) \tag{A.2}
\end{align*}
$$

where,

$$
\begin{align*}
& M 1=\left(m_{11}(X-X 0)+m_{12}(Y-Y 0)+m_{13}(Z-Z 0)\right)  \tag{A.3a}\\
& M 2=\left(m_{21}(X-X 0)+m_{22}(Y-Y 0)+m_{23}(Z-Z 0)\right.  \tag{A.3b}\\
& M 3=\left(m_{31}(X-X 0)+m_{32}(Y-Y 0)+m_{33}(Z-Z 0)\right. \tag{A.3c}
\end{align*}
$$

Partial differentials with respect to unknown 3-D locations $(X, Y, Z)$ are,

$$
\begin{align*}
& \frac{\partial F_{x}}{\partial \bar{X}}=f\left(\left(m_{11} M 3-m_{31} M 1\right) / M 3^{2}\right.  \tag{A.4}\\
& \frac{\partial F_{y}}{\partial X}=f\left(\left(m_{31} M 1-m_{11} M 3\right) / M 3^{2}\right.  \tag{A.5}\\
& \frac{\partial F_{x}}{\partial Y}=f\left(\left(m_{12} M 3-m_{32} M 1\right) / M 3^{2}\right.  \tag{A.6}\\
& \frac{\partial F_{y}}{\partial Y}=f\left(\left(m_{32} M 1-m_{12} M 3\right) / M 3^{2}\right.  \tag{A.7}\\
& \frac{\partial F_{x}}{\partial Z}=f\left(\left(m_{13} M 3-m_{33} M 1\right) / M 3^{2}\right.  \tag{A.8}\\
& \frac{\partial F_{y}}{\partial Z}=f\left(\left(m_{33} M 1-m_{13} M 3\right) / M 3^{2}\right. \tag{A.9}
\end{align*}
$$

## Appendix

Partial differentials with respect to unknown camera exterior parameters (X0, Y0, Z0, $\omega, \phi, \kappa)$ are,

$$
\begin{align*}
& \frac{\partial F_{x}}{\partial X 0}=f\left(\left(m_{31} M 1-m_{11} M 3\right) / M 3^{2}\right.  \tag{A.10}\\
& \frac{\partial F_{y}}{\partial X 0}=f\left(\left(m_{31} M 2-m_{21} M 3\right) / M 3^{2}\right. \\
& \frac{\partial F_{x}}{\partial Y 0}=f\left(\left(m_{32} M 1-m_{12} M 3\right) / M 3^{2}\right. \\
& \frac{\partial F_{y}}{\partial Y 0}=f\left(\left(m_{32} M 2-m_{22} M 3\right) / M 3^{2}\right. \\
& \frac{\partial F_{x}}{\partial Z 0}=f\left(\left(m_{33} M 1-m_{13} M 3\right) / M 3^{2}\right. \\
& \frac{\partial F_{y}}{\partial Z 0}=f\left(\left(m_{33} M 2-m_{23} M 3\right) / M 3^{2}\right.
\end{align*}
$$

$\frac{\partial F_{x}}{\partial \omega}=f\left(\left(M 3\left(\frac{\partial M 1}{\partial \omega}\right)-M 1\left(\frac{\partial M 3}{\partial \omega}\right)\right) / M 3^{2}\right)$
$\frac{\partial F_{y}}{\partial \omega}=f\left(\left(\left[M 3\left(\frac{\partial M 2}{\partial \omega}\right)-M 2\left(\frac{\partial M 3}{\partial \omega}\right)\right) / M 3^{2}\right)\right.$
$\frac{\partial F_{x}}{\partial \phi}=f\left(\left(M 3\left(\frac{\partial M 1}{\partial \phi}\right)-M 1\left(\frac{\partial M 3}{\partial \phi}\right)\right) / M 3^{2}\right)$
$\frac{\partial F_{y}}{\partial \phi}=f\left(\left(M 3\left(\frac{\partial M 2}{\partial \phi}\right)-M 2\left(\frac{\partial M 3}{\partial \phi}\right)\right) / M 3^{2}\right)$
$\frac{\partial F_{x}}{\partial \kappa}=f\left(\left(M 3\left(\frac{\partial M 1}{\partial \kappa}\right)-M 1\left(\frac{\partial M 3}{\partial \kappa}\right)\right) / M 3^{2}\right)$
$\frac{\partial F_{y}}{\partial k}=f\left(\left(M 3\left(\frac{\partial M 2}{\partial \kappa}\right)-M 2\left(\frac{\partial M 3}{\partial \kappa}\right)\right) / M 3^{2}\right)$

## Appendix

where,

$$
\begin{aligned}
\frac{\partial M 1}{\partial \omega} & =(\cos \omega \sin \phi \cos \kappa-\sin \omega \sin \kappa)\left(Y-Y_{0}\right) \\
& +(\sin \omega \sin \phi \cos \kappa+\cos \omega \sin \kappa \quad)\left(Z-Z_{0}\right.
\end{aligned}
$$

$$
\begin{equation*}
\frac{\partial M 3}{\partial \omega}=\left(-(\cos \omega \cos \phi)\left(Y-Y_{0}\right)-(\sin \omega \cos \phi)\left(Z-Z_{0}\right)\right. \tag{A.23}
\end{equation*}
$$

$$
\begin{align*}
\frac{\partial M 1}{\partial \phi}= & -(\sin \phi \cos \kappa)\left(X-X_{0}\right)+(\cos \phi \sin \omega \cos \kappa)\left(Y-Y_{0}\right)  \tag{A.24}\\
& -(\cos \phi \cos \omega \cos \kappa)\left(Z-Z_{0}\right) \\
\frac{\partial M 3}{\partial \phi}= & \left((\cos \phi)\left(X-X_{0}\right)+(\sin \omega \sin \phi)\left(Y-Y_{0}\right)-(\cos \omega \sin \phi)\left(Z-Z_{0}\right)\right. \tag{A.25}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial M 2}{\partial \phi} & =(\sin \phi \cos \kappa)\left(X-X_{0}\right)+(-\sin \omega \cos \phi \sin \kappa)\left(Y-Y_{0}\right)  \tag{A.29}\\
& +(\cos \omega \cos \phi \sin \kappa)\left(Z-Z_{0}\right)
\end{align*}
$$

$$
\begin{equation*}
\frac{\partial M 1}{\partial \kappa}=-(\cos \phi \sin \kappa)\left(X-X_{0}\right)+(-\sin \omega \sin \phi \sin \kappa+\cos \omega \cos \kappa)\left(Y-Y_{0}\right) \tag{A.26}
\end{equation*}
$$

$$
+(\cos \omega \sin \phi \sin \kappa+\sin \omega \cos \kappa)\left(Z-Z_{0}\right)
$$

$$
\begin{equation*}
\frac{\partial M 3}{\partial \kappa}=0 \tag{A.27}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial M 2}{\partial \omega}=(-\cos \omega \sin \phi \sin \kappa-\sin \omega \cos \kappa)\left(Y-Y_{0}\right) \tag{A.28}
\end{equation*}
$$

$$
+(-\sin \omega \sin \phi \sin \kappa+\cos \omega \cos \kappa)\left(Z-Z_{0}\right)
$$

$$
\begin{align*}
\frac{\partial M 2}{\partial \kappa}= & (-\cos \phi \cos \kappa)\left(X-X_{0}\right)+(-\sin \omega \sin \phi \cos \kappa-\cos \omega \sin \kappa)\left(Y-Y_{0}\right)  \tag{A.30}\\
& +(\cos \omega \sin \phi \cos \kappa-\sin \omega \sin \kappa)\left(Z-Z_{0}\right)
\end{align*}
$$

