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#### Abstract

Photogrammetry is a non-contact measurement technique of obtaining 3D information in the object space by processing 2D information on the image planes. This thesis mainly concerns the data reduction methods used in close range multiple camera photogrammetry. The objective was to develop a fast method which could be used in real-time measurement systems. Traditional methods such as the bundle adjustment are investigated and the advantages and disadvantages are discussed. It was found that the bottle-neck which restricts the speed was the computation of matrices, especially the inverse of the coefficient matrix, in the simultaneous least squares estimation process.

In this thesis, an alternative method named the separate adjustment is developed and successfully used in close range photogrammetry. This method can give the same results as the traditional bundle adjustment, but with a significant saving of computation time and memory requirements. It was found that the computation time required by the separate adjustment is directly proportional to the numbers of the object points and cameras, and the memory required is independent of how many object points or cameras are involved. A thorough comparison between the two methods is given and some results from simulation and practical tests are presented.

The separate adjustment is a separe least squares estimation process which estimates the unknown parameters separately in groups rather than simultaneously. In this way the sizes of the matrices in the least squares process are reduced. Therefore time and memory are reduced accordingly. Due to the special structures of the design matrix and the coefficient matrix in close range photogrammetry the separate adjustment method is very efficient and very easy to apply, especially when it is used in real-time applications.


## Contents

Acknowledgements ..... i
Declaration ..... ii
Abstract ..... iii
Contents ..... iv
Chapter 1 Introduction ..... 1
1.1 A brief review of photogrammetry ..... 2
1.2 A brief review of least squares ..... 7
1.3 Applications of least squares in close range photogrammetry ..... 10
1.3.1 Least squares in intersection ..... 11
1.3.2 Least squares in resection ..... 12
1.3.3 Least squares in bundle adjustment ..... 12
1.4 Separate adjustment of photogrammetric measurements ..... 13
1.5 Thesis structure ..... 15
Chapter 2 Observations and Least Squares Estimation ..... 17
2.1 Functional model and linearization ..... 18
2.2 Stochastic model and error propagation ..... 20
2.2.1 Concepts of weight, variance-covariance and cofactor matrices ..... 20
2.2.2 Error propagation through the functional model ..... 22
2.3 The least squares method ..... 25
2.4 Sequential LSE ..... 30
2.5 Iterative LSE ..... 34
2.6 Step-by-step LSE ..... 38
2.7 Datum and constraints ..... 39
2.7.1 Datum ..... 39
2.7.2 Constraints ..... 40
2.8 LSE with constraints ..... 43
2.8.1 LSE with inner constraints ..... 43
2.8.2 LSE with previously estimated coordinates ..... 46
2.9 The unified LSE ..... 49
2.10 Summary of the chapter ..... 55
Chapter 3 Least Squares Estimation of Photogrammetric Measurements ---- The Traditional Methods ..... 57
3.1 Functional models ..... 58
3.1.1 Collinearity equations ..... 60
3.1.2 DLT model ..... 61
3.1.3 Camera interior parameters ..... 62
3.1.3.1 Principal distance and principal point ..... 62
3.1.3.2 Radial distortion and decentring distortion ..... 63
3.1.4 Modification of the collinearity equations ..... 66
3.2 Intersection ..... 66
3.2.1 Direct solution ..... 68
3.2.2 Iterative solution ..... 69
3.2.3 Discussion ..... 71
3.3 Resection ..... 72
3.3.1 Iterative solution ..... 73
3.3.2 Closed solution (Direct solution) ..... 75
3.3.3 Discussion ..... 78
3.4 The bundle adjustment ..... 78
3.5 Bundle adjustment with constraints ..... 84
3.5.1 Inner constraints on the object points ..... 85
3.5.2 Inner constraints on the camera parameters ..... 86
3.5.3 Discussion ..... 88
3.6 The unified bundle adjustment ..... 89
3.7 Summary of the chapter ..... 93
Chapter 4 Separate Least Squares Estimation ..... 95
4.1 Introduction ..... 95
4.2 Separate LSE ..... 100
4.2.1 Linear case ..... 101
4.2.2 Non-linear case ..... 105
4.3 Discussion ..... 108
4.4 A numerical example ..... 110
4.4.1 Simultaneous solution ..... 112
4.4.2 Separate solution ..... 113
4.5 Datum problem of the separate LSE ..... 116
4.6 Separate LSE with constraints ..... 117
4.6.1 With fixed control points ..... 118
4.6.2 With weighted control points ..... 118
4.7 An application of surveying ..... 119
4.8 Summary of the chapter ..... 125
Chapter 5 Separate Adjustment of Photogrammetric Measurements127
5.1 Free network adjustment ..... 127
5.1.1 Adjusting the object points ..... 128
5.1.2 Adjusting the cameras ..... 130
5.1.3 Iteration between the two steps ..... 132
5.1.4 Datum definition ..... 133
5.1.5 Precision estimation ..... 133
5.1.6 Number of iterations ..... 135
5.1.7 Consistency with the bundle solution ..... 136
5.1.8 Computational complexity ..... 137
5.1.9 Feasible area of the separate adjustment ..... 138
5.2 Continuous adjustment ..... 138
5.3 Separate adjustment with controls ..... 142
5.3.1 With fixed control points ..... 143
5.3.2 With weighted control points ..... 143
5.3.3 With scale ..... 144
5.3.4 Number of iterations ..... 145
5.4 Separate adjustment with DLT model ..... 145
5.5 Self-calibration separate adjustment ..... 149
5.5.1 Three step separate adjustment ..... 151
5.5.2 Two step separate adjustment ..... 152
5.5.3 A simulation test ..... 153
5.6 Summary of the chapter ..... 155
Chapter 6 Coordinate Transformation ..... 157
6.1 Two dimensional transformation ..... 157
6.1.1 Estimation of the transformation parameters ..... 158
6.1.2 Estimation of transformed coordinates ..... 166
6.2 Three dimensional transformation ..... 170
6.2.1 Conventional method ..... 170
6.2.2 Linear coordinate transformation ..... 173
6.2.2.1 Estimation of the transformation parameters ..... 173
6.2.2.2 Estimation of the transformed coordinates ..... 178
6.2.2.3 Estimation of seven parameters from twelve parameters ..... 181
6.3 Applications ..... 183
6.3.1 Datum transformation ..... 183
6.3.2 Relative positioning of a moving object ..... 184
6.3.2 Relative positioning of two rigid objects ..... 184
6.4 Summary of the chapter ..... 186
Chapter 7 Simulation Tests ..... 187
7.1 Test of resection with the 2D DLT model ..... 187
7.1.1 Test for camera positions ..... 188
7.1.2 Error propagation from 3D to cameras ..... 191
7.1.3 Error propagation from 2D to cameras ..... 192
7.2 Test of resection followed by intersection with the DLT model ..... 194
7.3 Test of the bundle adjustment ..... 197
7.4 Tests of the separate adjustment ..... 198
7.4.1 Free network adjustment ..... 198
7.4.2 With control points ..... 201
7.5 Speed of the separate adjustment ..... 201
7.6 More comparisons between BA and SA ..... 202
7.7 More tests with separate adjustment ..... 203
7.8 Tests of separate adjustment with DLT models ..... 205
7.9 Tests of self calibration adjustment ..... 206
7.10 Tests of continuous measurement of a moving object ..... 214
Chapter 8 A practical test ..... 222
Chapter 9 Conclusions ..... 237
Appendix I Derivations of some partial derivatives ..... 240
Appendix II Some results from the simulation tests ..... 248
References and Bibliography ..... 261

## Chapter 1

## Introduction

Photogrammetry is defined as (Karara, 1989)
"The art, science, and technology of obtaining reliable quantitative information about physical objects and the environment through the process of recording, measuring, and interpreting photographic images and patterns of radiant imagery derived from sensor systems".

Since it was developed more than a hundred years ago, photogrammetry has been widely used in geology, forestry, agriculture, architecture, industry and medicine (Slama 1980; Karara 1989; Atkinson 1996) where spatial 3-dimensional (3D) coordinates are required. These 3D coordinates can be used to derive other useful information, such as position, size and shape of an object or relative positions between objects. Since it is a non-contact measurement technique by taking photographs/images with cameras, photogrammetry can be used to measure objects which are inaccessible or inconvenient to access when they are measured. Each image records a 2 D perspective projection of the object to be measured in the 3D space. With two or more images taken from different positions, the 3D object can be reconstructed indirectly.

High accuracy is an important property of photogrammetric measurement. Like many other measurement techniques, redundant measurements are always needed in photogrammetry for high accuracy. This means that the number of measured elements (observations) is more than the minimum required to determine the unknown parameters. In close range photogrammetry, a measurement process with thousands of degrees of freedom is not unusual. In this case, least squares is useful to determine these parameters uniquely. By adjusting the observations so that the sum of the weighted squares of all the residuals fitting to the functional model is minimised, least squares estimation can give the maximum likelihood results (if the errors are normally
distributed and independent). In close range photogrammetry, least squares estimation is used in data deduction such as intersection, resection, camera calibration and simultaneous bundle adjustment. It is almost inevitable in close range photogrammetry.

In this chapter photogrammetry and least squares methods are briefly reviewed. In particular the applications of least squares to photogrammetry is discussed. An alternative method of least squares, named separate least squares estimation, is introduced.

### 1.1 A brief review of photogrammetry

Photogrammetry has been increasingly used in areas where 3D information is required. One of the early application of photogrammetry is the compilation of topographic maps and surveys (Karara 1989). In 1851 the Frenchman Laussedat began to develop photogrammetric methods for mapping using terrestrial photographs. He constructed a city map based on geometric information deducted from the photographs taken from the roofs of Paris. This is believed to be the first application of topographic photogrammetry. Laussedat also published books on his methods and instrumentation for the compilation of topographic maps. The first application of non-topographic photogrammetry was due to a Prussian architect, Meydenbauer. In 1858 he used Laussedat's technique to survey churches and historical monuments for reconstruction after damage and determination of deformation. In 1885 Meydenbauer established a state institute in Berlin to carry out architectural recording.

Since the invention of aeroplane early this century, aerial photogrammetry has played, and will continue to play, an important role in geological survey, topographic mapping, military operations and agriculture. Close range photogrammetry, which is widely used in architecture, industrial engineering, biomedical and bioengineering applications, has developed into a highly reliable and precise measurement technique and is rapidly expanding in many other areas. The digital era of photogrammetry has arrived in the 1990s with the technology of video cameras, frame grabbers and computers. Real-time photogrammetry is becoming possible with powerful hardware and advanced software.

The term ' photogrammetry refers to the situation where object-to-camera distances are not more than 300 metres. Unlike aerial photogrammetry where camera axes are normally parallel, in close range photogrammetry images are taken from camera positions all around the object pointing towards the middle of the object. So the measurement networks are highly convergent and the cameras are often stationary. Close range photogrammetric applications are becoming the dominant activity for the successful implementation of modern digital photogrammetry. High accuracy can be achieved in close range photogrammetry, and a relative accuracy of one part in a million has been reported (Fraser 1992).

In a close range photogrammetric measurement process, there are normally three major steps:
(i) 2D image data acquisition;
(ii) Image processing, target location and matching between different images; and
(iii) Least squares estimation to reconstruct the 3D coordinates of the interested points in the object space.

Image acquisition is a procedure which converts 3D information in the object space into 2 D information on the camera image planes. In close range photogrammetry targets are normally put on the object to be measured for high precision. Locations of the target image on the camera image plane are measured. These targets are then labelled and matched between different cameras. Based on the geometric perspective principle, a set of so called collinearity equations can be derived to establish the relationships between 2D observations on the camera image planes and the 3D coordinates of object points. By solving the collinearity equations with least squares estimation the 3D coordinates of these points can be reconstructed in the object space.

In practice, some objects are difficult to measure by other means for reasons such as irregular shape, inaccessible, etc. However, if the objects can be imaged, they can be measured by close range photogrammetry. Figure 1-1 to 1-3 illustrate the close range photogrammetric measurement procedure.


Figure 1-1 Image acquisition (From 3D to 2D)


Figure 1-2 Image processing, target location and matching


Figure 1-3 Object reconstruction (From 2D to 3D)

Figure 1-4 shows a marine propeller. The geometric shape makes it a difficult object to measure. With close range photogrammetry, the targeted marine propeller is imaged by multi-cameras from different view points all around it (Figure 1-5). The locations (2D coordinates) of the targets on the camera image planes are then calculated and matched between different images. By a least squares estimation process the 3D coordinates of the targets can be estimated and the marine propeller can be reconstructed in the object space (Figure 1-6).


Figure 1-4 A marine propeller


Figure 1-5 Image acquisition


Figure 1-6 3D reconstruction of the marine propeller

### 1.2 A brief review of least squares

Least squares estimation is a method of adjusting observations so that the sum of the weight squares of the residuals from the functional model is minimised. The method was developed independently by Gauss and Legendre about two hundred years ago. It has been widely used in surveying and photogrammetry to deal with redundant measurements (Kissam 1956; Mikhail 1976, 1981; Cross 1983; Anderson \& Mikhail 1985; Methley 1986; Cooper 1987).

It has been proven that no matter whether or not the observations are normally distributed, whether or not they are independent, the least squares estimate is a Best Linear Unbiased Estimate, which is often referred to as BLUE. If the observations are normally distributed and independent, the least squares estimate will give the maximum likelihood solution.

In surveying and photogrammetry, the observations are obtained to derive other unknown parameters. A general functional model, which establishes the relationship between the observations and the unknown parameters, can be described as

$$
\begin{equation*}
f(x, l)=0 \tag{1.1}
\end{equation*}
$$

where $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots x_{\mathrm{u}}\right)$ is a vector of $u$ unknown parameters, $\boldsymbol{I}=\left(l_{1}, l_{2}, \ldots, l_{\mathrm{m}}\right)$ is a vector of $m$ observations and $f$ is a vector of the $c$ functions $\left(f_{1}, f_{2}, \ldots, f_{c}\right)$.

For a given functional model, there is always a minimum number of independent observations $\left(m_{0}\right)$ to determine those unknown parameters uniquely. If the number of observations is not sufficient, say $m<m_{0}$, the situation will obviously be deficient. However in practice $m$ is usually much larger than $m_{0}$. So redundancy is said to exist and adjustment of the observations is required to determine the unknown parameters uniquely. The number of redundancies or the degrees of freedom $r$ is given by

$$
\begin{equation*}
r=m-m_{o} \tag{1.2}
\end{equation*}
$$

In close range photogrammetry, $r$ could be several hundreds or even more. Any sufficient subset of observations can be used to estimate the unknown parameters. However, due to the random errors of the observations, each minimum subset would give a different result. It is impossible to obtain a unique result from these redundant observations unless an additional criterion is introduced. Many criteria can be used for this purpose. However least squares estimation is the most popular method used in science and engineering. It is by far the predominant technique of data deduction method in photogrammetry and surveying.

In a data deduction process, the original set of observations $l$, which is inconsistent with the functional model, is replaced by an adjusted set $\hat{l}$ which satisfies the model. The differences between the two set of observations, which are termed residuals, is given by

$$
\begin{equation*}
v=\hat{l}-l \tag{1.3}
\end{equation*}
$$

The least squares estimation is usually described as a process to minimise a specified target function $\phi$, i.e.,

$$
\begin{equation*}
\phi=v^{t} W_{l} v \tag{1.4}
\end{equation*}
$$

where $v=\left(v_{1}, v_{2}, \ldots, v_{m}\right)$ is a vector of residuals from Eq (1.3) and $W_{l}$ is the weight matrix of the observations. A simple case is when all the observations are independent and equally weighted so that the weight matrix is a scalar matrix. The target function to be minimised becomes

$$
\begin{equation*}
\phi=v^{t} v=\sum_{i=1}^{m} v_{i}^{2} \tag{1.5}
\end{equation*}
$$

This is the oldest and most classical case from which the name Least Squares came.

In practice, the functional models are usually non-linear. Linearization is needed before least squares estimation can be applied. This procedure is often accomplished by

Taylor's expansion to the first order accuracy. The linearized functional model is then expressed as

$$
\begin{equation*}
A \Delta x+B v=b \tag{1.6}
\end{equation*}
$$

where $A=(\partial f / \partial x)^{0}, B=(\partial f / \partial l)^{0}, \boldsymbol{b}=-f\left(x^{0}, I\right)$, and $\Delta x$ is a vector of corrections to the unknown parameters.

There are two special cases of the general linearized functional model which often occur in practice (Mikhail 1976, 1981). The most common case in photogrammetry is the observation equations. In this case each equation in the functional model (1.1) contains only one observation which is explicit and the number of the equations is equal to that of the observations $(c=m)$. Suppose that $I_{i}$ appears in $f_{i}$ as $-I_{i}$, so matrix $\boldsymbol{B}=-\boldsymbol{I}$. The linearized functional model becomes

$$
\begin{equation*}
A \Delta x=b+v \tag{1.7}
\end{equation*}
$$

In this case the unknown parameters can be determined by a least squares estimation, which gives (if $\boldsymbol{A}$ is of full rank)

$$
\begin{equation*}
\Delta x=\left(A^{t} W_{l} A\right)^{-I} A^{t} W_{l} b \tag{1.8}
\end{equation*}
$$

It is followed by

$$
\begin{equation*}
x=x^{0}+\Delta x \tag{1.9}
\end{equation*}
$$

where $x^{0}$ is a vector of the starting values of the unknown parameters. Least squares estimation is an iterative process when the functional model is non-linear. After each iteration, $\boldsymbol{x}$ is updated. The iterative process terminates when a stop criterion is met, corresponding to the first order approximation in Taylor expansion.

The second special case of the linearized model occurs when the observations must satisfy the functional model while the unknown parameters do not appear in it. So matrix $\boldsymbol{A}$ is a null matrix. Therefore the general linearized functional model becomes

$$
\begin{equation*}
B v=b \tag{1.10}
\end{equation*}
$$

These equations are called condition equations.

Most simple problems can be modelled by either observation equations or condition equations. But for more complicated problems, such as 3D coordinate transformation between two coordinate systems when the coordinates from both systems are considered as observations, the general case (1.6) is used.

An important property of the least squares estimation process in (1.8) is that at the same time as the unknown parameters are estimated, their covariance matrix is obtained. The covariance matrix can be used to analyse error propagation from the observations into the derived results through the measurement system. The reverse procedure (network design) can also be carried out, i.e., with a given covariance matrix it is possible to deduce how many observations should be measured and with what variances.

### 1.3 Applications of least squares estimation in close range photogrammetry

In close range photogrammetry, 2D coordinates of target images are measured on camera image planes as observations. These observations can be used to derive the unknown parameters, such as the 3D coordinates of the object points and the camera parameters. The relationships between the observations and the unknown parameters are established by the collinearity equations (Wolf 1983), which can generally be expressed as

$$
\begin{equation*}
f\left(x_{1}, x_{2}\right)=l \tag{1.11}
\end{equation*}
$$

where the unknown parameters $\boldsymbol{x}_{\boldsymbol{I}}$ denotes the 3D coordinates of the object points, $\boldsymbol{x}_{2}$ denotes the camera parameters and $l$ is the 2 D coordinates (observations) on camera image planes. This is the typical case of observation equations. In each equation, there is only one observation (image coordinate of one object point, $x$ or $y$ ) and it appears explicitly on one side of the equation. If $m$ images are taken to measure $n$ object points, the total number of the equations is $2 m n$ and the total number of the unknown parameters is $3 n+6 m$, assuming all the points are imaged on each image.

### 1.3.1 Least squares in intersection

If the camera parameters are known beforehand, the 3D coordinates of the object points can be determined by intersecting lines projected from their corresponding points on the camera image planes. This procedure is called intersection. It is the standard situation using metric cameras with fixed bases or when using photo-theodolites (Karara 1989). Intersection is also used to locate object points from two overlapping horizontal terrestrial photos or highly oblique photos (Wolf 1983). In close range photogrammetry intersection is often used to estimate the starting values of the object points using approximately estimated camera parameters. These starting values can be used in the subsequent bundle adjustment for better estimates.

Ideally, for each object point the $m$ lines projected from the cameras should intersect at one point in the object space. However. due to the errors in the measurement process these lines will not intersect at the same point. Since $\boldsymbol{x}_{2}$ are considered as constants, the linearized observation equations can be expressed as

$$
\begin{equation*}
A_{l} \Delta x_{I}=b \tag{1.12}
\end{equation*}
$$

For each object point, there are $2 m$ equations and 3 unknown parameters. In this case least squares estimation can be used for the unique solution.

### 1.3.2 Least squares in resection

Resection is a procedure of determining camera exterior parameters with known spatial control points (Thompson 1975; Slama 1980; Atkinson 1996). Theoretically, three control points, which will give six equations, can be used to determine the six camera exterior parameters uniquely. In practice, more control points are used for a more reliable solution. Since $x_{l}$ are considered as constants, the linearized observation equations can be expressed as

$$
\begin{equation*}
A_{2} A x_{2}=b \tag{1.13}
\end{equation*}
$$

For each camera, there are $2 n$ equations and 6 unknown parameters. When $2 n>6$, least squares estimation can be used for the best solution.

### 1.3.3 Least squares in bundle adjustment

Bundle adjustment is a procedure in which both $\boldsymbol{x}_{\boldsymbol{I}}$ and $\boldsymbol{x}_{2}$ are treated as unknown parameters and adjusted simultaneously (Brown 1976; Granshaw 1980; Karara 1989; Fraser 1992; Atkinson 1996). This is the general case in close range photogrammetry where neither the 3D coordinates of the object points nor the camera parameters are known, except for their approximately estimated starting values. The linearized observation equations can be expressed by Eq (1.7), in which

$$
A=\left[\begin{array}{ll}
A_{1} & A_{2} \tag{1.14}
\end{array}\right]
$$

and

$$
\Delta x=\left[\begin{array}{l}
\Delta x_{1}  \tag{1.15}\\
\Delta x_{2}
\end{array}\right]
$$

If all the object points appear on all of the cameras, there will be totally $2 m n$ equations, and ( $3 n+6 m$ ) unknown parameters to be solved. The number of equations $2 m n$ is usually
much larger than the number of unknown parameters $(3 n+6 m)$. So these unknown parameters can be solved by a simultaneous least squares estimation. The size of the matrix $\boldsymbol{A}^{\boldsymbol{t}} \boldsymbol{W}_{\boldsymbol{t}} \boldsymbol{A}$ in $\mathrm{Eq}(1.8)$ is $(3 n+6 m) \times(3 n+6 m)$. If 20 images are taken to measure 200 object points, the size of $\boldsymbol{A}^{t} \boldsymbol{W}_{\boldsymbol{t}} \boldsymbol{A}$ will be $720 \times 720$. Calculating the inverse of such a big matrix is very expensive in terms of both computation time and memory requirements.

The principles of simultaneous least squares estimation are well known (Mikhail 1976, 1981; Cooper 1987). It is clear that this method provides the de facto standard for the output from an adjustment. However, the requirement for large matrix inversions places large demands on storage and computing power. To avoid this a sequential adjustment may be used as a means of providing fast updates for the parameters while not requiring a full matrix inversion (Shortis 1980; Cross 1983; Gruen 1985; Cooper 1987). For most true real-time applications the direct linear transform (DLT) (Abdel-Aziz \& Karara 1971) has been used but it does not provide the highest accuracy due to its modelling deficiencies and the reliance on accurately measured control points for camera parameter estimation (Marzan 1975; Karara 1980). For situations where interior and exterior camera parameters are known a direct spatial intersection may be used (Granshaw 1980; Shmutter 1974). Because each of these methods have deficiencies research is necessary to find an alternative fast, robust and flexible solution.

### 1.4 Separate adjustment of photogrammetric measurements

In this thesis, an alternative method, named the separate adjustment, is introduced. It can be shown that this method gives the same results as the simultaneous bundle adjustment but with a significant decrease in storage requirements and computational time.

The separate adjustment is a technique of division. The theoretical background is that in a least squares estimation process the unknown parameters can be estimated separately, one by one or group by group, and same results can be expected as that obtained by a simultaneous estimation. In close range photogrammetry, the unknown parameters are naturally divided into two parts, the 3D coordinates of the object points and the camera
parameters. Instead of estimating the unknown parameters simultaneously, the unknown parameters can be estimated separately in two steps. In the first step, the 3D coordinates of the object points are estimated while the camera parameters are considered as constants. The computational complexity in terms of time is linear with respect to the number of the object points and the maximum size of the matrices to be inverted is $3 \times 3$. In the second step, the camera parameters are estimated while the 3D coordinates of the object points are considered as constants. The computational complexity in terms of time is linear with respect to the number of the images and the maximum size of the matrices to be inverted is $6 \times 6$.

After each circulation, the unknown parameters in the two parts are updated and another iteration is followed. The iterative process terminates when the maximum correction of the unknown parameters is less than a given significant value. Since same functional model and same target function of the least squares estimation are used in the separate adjustment and the bundle adjustment, the same results can be obtained from the two methods. But the speed of the separate adjustment is much faster than the bundle adjustment. Table 1-1 illustrates a comparison of speed between the two methods for a four camera close range photogrammetric measurement network (the test was conducted on a SUN Sparc Classic).

Table 1-1 A comparison of speed between the bundle adjustment and the separate adjustment

| No. of points | Bundle Adjustment <br> (seconds) | Separate Adjustment <br> (seconds) |
| :---: | :---: | :---: |
| 100 | 45 | 0.86 |
| 200 | 389 | 1.72 |
| 300 | 1269 | 2.58 |
| 400 | 2967 | 3.44 |

In the early stage of photogrammetry, image acquisition and processing were time consuming works which could have taken a few days before the 2D coordinates on the photographs (observations) were ready for the 3D reconstruction. Therefore a few hours calculation by computer for the 3D coordinates was quite endurable. However as
photogrammetry enters the digital era, the scope of its applications has been extended. With digital cameras, powerful PC's and DSP's, the 2D coordinates on the image planes can be obtained in real-time. Hence real-time 3D measurement by photogrammetry becomes possible. The demand for real-time algorithm of 3D reconstruction becomes urgent. From this point of view, the separate adjustment method is developed and introduced in this thesis.

The words "adjustment" and "estimation" are commonly used terms in least square processes. When redundant measurements (observations) are used to estimate the unknown parameters, adjustments are required to the observations according to the least squares criterion, no matter whether the functional models are linear or non-linear. The result of these adjustments is a unique solution of the unknown parameters -- a least squares estimate. The word "estimation" is more suitable for the least squares process and it has a proper statitical meaning whereas "adjustment" has not (Cooper 1987). Therefore the phrase "least squares estimation" (LSE) will be used in the thesis. However, considering the extensive use of the word "adjustment" in photogrammetry, such as "bundle adjustment" and "sequential adjustment", the phrase "separate adjustment" is chosen for the method developed in the thesis. The background of the "separate adjustment" is a "separate least squares estimation" (SLSE).

### 1.5 Thesis Structure

The thesis is composed of nine chapters, two appendices and a bibliography.

Chapter 2 describes the basic concepts of observations and least squares estimation. Some conventional methods of least squares estimation, such as sequential adjustment, iterative adjustment and step-by-step method, are discussed.

Chapter 3 describes the basic theories of the photogrammetric measurement. The conventional bundle adjustment is discussed. Datum problems are addressed. A unified bundle adjustment is introduced.

In Chapter 4, an alternative method of least squares estimation, the separate least squares estimation, is developed. Some numerical examples are given to verify the results of the method.

In Chapter 5, the separate adjustment method, which is based on the theory of the separate least squares estimation, is developed and used in close range photogrammetry. Issues such as datum definition, precision estimation, consistency with the bundle solution are discussed.

In Chapter 6, a linear coordinate transformation method is introduced. It can be used to transform the results of the separate least squares estimation from one coordinate system to another.

In Chapter 7, some results of simulation tests are presented to test the theories discussed in the previous chapters.

In Chapter 8, some results from a practical test are given.

Chapter 9 summaries the thesis and gives the conclusions.

Appendix I includes some partial derivatives required in the thesis and Appendix II gives some output data from the simulation tests.

## Chapter 2

## Observations and Least Squares Estimation

In surveying and close range photogrammetry, measured elements are used to estimate other quantities (the unknown parameters). For instance, distances and zenith angles may be measured to estimate the positions of the ground stations in a geodetic positioning system. In close range photogrammetry images are taken to measure the spatial object points. The measured elements are the 2 D coordinates on the image planes projected from the spatial object points. The unknown parameters to be estimated are the 3 D coordinates of the object points. These measured elements are known as observations.

The relationship between the observations and the unknown parameters is established by the functional models and stochastic models. In close range photogrammetry the commonly used functional model is based on the well-known collinearity equations. The stochastic models are associated with the weights of the measured 2D coordinates on image planes. By solving for the unknown parameters in the functional model the 3D coordinates of the object points can be estimated.

In practice, the observations can never be measured perfectly due to limitations in the measuring instruments, hence observational errors will be introduced during the measurement process. In order to reduce the effect of the observational errors it has become a routine procedure to make redundant measurements (Mikhail 1976, 1981; Cooper 1987; Kuang 1996). So the unknown parameters become over-determined. Different results will be obtained from each subset of the observations because of the their inconsistencies unless an additional criterion is introduced. Many criteria can be used in practice. The principle of least squares is one of the most popular criterion used in surveying (Kissam 1956; Cross 1983; Anderson \& Mikhail 1985; Cooper 1987) and close range photogrammetry (Slama 1980; Methley 1986; Karara 1989; Atkinson 1996) and has been proved to be an efficient method of dealing with redundant measurements.

In this chapter the concepts of functional model and stochastic model are introduced. The least squares methods are reviewed. The methods of sequential adjustment, iterative adjustment and step-by-step adjustment are also discussed.

### 2.1 Functional model and linearization

The functional model establishes the mathematical relationship between the observations and the unknown parameters. If $m$ observations are measured to estimate $u$ unknown parameters, the functional model can generally be written as

$$
\begin{equation*}
F(x, l)=0 \tag{2.1}
\end{equation*}
$$

in which $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{\mathrm{u}}\right)$, is a vector of the unknown parameters to be estimated,
$l=\left(l_{1}, l_{2}, \ldots, l_{\mathrm{m}}\right)$, is a vector of the observations, and
$F$ denotes the $c$ functions $F_{i}(i=1,2, \ldots, c)$.

It is often the case that each equation in the functional model (2.1) contains only one observation which is explicit and the number of the equations is then equal to that of the observations $(c=m)$. So the functional model (2.1) can be expressed as

$$
\begin{equation*}
F(x, I)=f(x)-I=0 \tag{2.2}
\end{equation*}
$$

i.e.

$$
\begin{equation*}
f(x)=1 \tag{2.3}
\end{equation*}
$$

Eq (2.3) are generally known as observation equations, which are mostly used in surveying and close range photogrammetry.

If the observation equations are linear, the least squares process can be applied directly. This is called a linear least squares estimation. However in most cases the observation equations are non-linear. So linearization is often the first step needed for the subsequent least squares estimation. Taylor
purpose. Expanding Eq (2.3) by Taylor's series to the first order accuracy, the linearized observation equations become

$$
\begin{equation*}
f\left(x^{0}\right)+\left(\frac{\partial f}{\partial x}\right)^{0}\left(x-x^{0}\right)=l \tag{2.4}
\end{equation*}
$$

in which vector $\boldsymbol{x}^{0}$ is the first-order approximation to $\boldsymbol{x}$, and the partial differential coefficient is calculated at the approximate value $x=x^{0}$. If symbol $\Delta x$ is used for ( $x$ $\left.x^{0}\right), b$ for $l-f\left(x^{0}\right)$ and matrix $A$ for $\left(\frac{\partial f}{\partial x}\right)^{0}$, Eq (2.4) can be written as

$$
\begin{equation*}
A \Delta x=b \tag{2.5}
\end{equation*}
$$

in which
$\Delta \boldsymbol{x}=\left(\Delta x_{1}, \Delta x_{2}, \ldots, \Delta x_{\mathrm{u}}\right)^{\mathrm{t}}$, is a vector of corrections of the unknown parameters;

$$
\boldsymbol{b}=\left(l_{1}-\mathrm{f}_{\mathrm{i}}\left(\mathrm{x}^{0}\right), l_{2}-f_{2}\left(x^{0}\right), \ldots, l_{\mathrm{m}}-f_{\mathrm{m}}\left(x^{0}\right)\right)^{t} ;
$$

$x^{0}=\left(x_{1}^{0}, x_{2}{ }^{0}, \ldots, x_{\mathrm{u}}{ }^{0}\right)^{\mathrm{t}}$ is a vector of the starting values; and
$A$ is the Jacobian matrix, i.e.,

$$
A=\left[\begin{array}{llll}
\frac{\partial f_{1}}{\partial x_{1}} & \frac{\partial f_{1}}{\partial x_{2}} & \cdots & \frac{\partial_{1}}{\partial x_{u}}  \tag{2.6}\\
\frac{\partial f_{2}}{\partial x_{1}} & \frac{\partial f_{2}}{\partial x_{2}} & \cdots & \frac{\partial_{2}}{\partial x_{u}} \\
\cdots & \cdots & \cdots & \cdots \\
\frac{\partial f_{m}}{\partial x_{1}} & \frac{\partial f_{m}}{\partial x_{2}} & \cdots & \frac{\partial f_{m}}{\partial x_{u}}
\end{array}\right]
$$

All the partial derivatives in the Jacobian matrix $A$ are calculated with the given value $\boldsymbol{x}^{0}=\left(x_{1}{ }^{0}, x_{2}{ }^{0}, \ldots, x_{\mathrm{n}}{ }^{0}\right) . \mathrm{Eq}(2.5)$ are generally called linearized observation equations.

### 2.2 Stochastic model and error propagation

In a measurement process, the unknown parameters are estimated from the measured elements. It is important to know the quality of the estimated results, mainly the precision of the estimated unknown parameters. It is also important to know the influence of the quality of the measured elements on the estimated results.

Generally there are three types of errors which will influence the estimated results: systematic errors, gross errors and random errors. Systematic errors are related to the functional model. They can be reduced by systematic calibration and numerical correction to the measured elements before using the functional model or by including additional parameters. Gross errors are normally caused by the mistakes during the measurement process. These can be detected and eliminated by independent checks on the measured data or least squares. Random errors arise when repeated measurements of the same element are inconsistent. These errors are more complicated and can be described by a stochastic model.

### 2.2.1 Concept of weight, variance-covariance and cofactor matrices

Observations can be regarded as random variables subject to the laws of statistics. It is possible to analyse the precision of the estimated results by the stochastic model of the measured elements and its propagation through the functional model. In the functional model (2.3), each observation has a variance $\sigma_{i}^{2}$ which is related to the precision of the observation. The higher the precision, the lower the variance. Another evaluation of the precision of an observation is the weight $w_{i}$ which is inversely proportional to the variance $\sigma_{i}^{2}$, i.e.,

$$
\begin{equation*}
w_{i}=\sigma_{0}^{2} / \sigma_{i}^{2} \tag{2.7}
\end{equation*}
$$

$\sigma_{0}{ }^{2}$ is referred as the reference variance or variance factor. The term reference variance is used in this thesis. The square root of the variance $\sigma_{i}$ is known as the standard
deviation which is used directly for the precision of the observations and the estimated results.

With multiple observations, their variances are expressed by an $m \times m$ matrix. It is a diagonal matrix for the uncorrelated measurements and is called the variance matrix. The variance matrix is expressed as

$$
C=\left[\begin{array}{cccc}
\sigma_{1}{ }^{2} & 0 & \cdots & 0  \tag{2.8}\\
0 & \sigma_{2}{ }^{2} & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & \sigma_{m}{ }^{2}
\end{array}\right]
$$

Its corresponding weight matrix is expressed as

$$
\boldsymbol{W}=\left[\begin{array}{cccc}
\mathrm{w}_{1} & 0 & \cdots & 0  \tag{2.9}\\
0 & \mathrm{w}_{2} & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & \mathrm{w}_{\mathrm{m}}
\end{array}\right]
$$

where $\boldsymbol{w}_{i}=\sigma_{0}^{2} / \sigma_{i}^{2}(i=1,2, \ldots, m)$. Therefore

$$
\begin{equation*}
W=\sigma_{0}^{2} C^{-1} \tag{2.10}
\end{equation*}
$$

In case of the correlated measurements, $C$ is expressed as

$$
\boldsymbol{C}=\left[\begin{array}{cccc}
\sigma_{1}{ }^{2} & \sigma_{12} & \cdots & \sigma_{1 \mathrm{~m}}  \tag{2.11}\\
\sigma_{21} & \sigma_{2}{ }^{2} & \cdots & \sigma_{2 \mathrm{~m}} \\
\cdots & \cdots & \cdots & \cdots \\
\sigma_{\mathrm{m} 1} & \sigma_{\mathrm{m} 2} & \cdots & \sigma_{\mathrm{m}}{ }^{2}
\end{array}\right]
$$

The off-diagonal elements reflect the correlations between the measured elements. This is called the covariance matrix.

The cofactor matrix $Q$, which is defined as $Q=\sigma_{0}^{-2} C=W^{-1}$, represents the relative covariances of the observations. When the reference variance $\sigma_{0}^{2}$ is unity, the cofactor matrix $\boldsymbol{Q}$ is identical to the variance matrix $\mathbf{C}$. In this case, $\boldsymbol{W}$ is often called the inverse of the cofactor matrix instead of the weight matrix since it is no longer a diagonal matrix. To simplify the terminology, the name weight matrix is extended to the general case in this thesis.

### 2.2.2 Error propagation through the functional model

If an element $\boldsymbol{x}$ is measured to estimate an unknown parameter $\boldsymbol{y}$, and the relationship between them is defined by an explicit function

$$
\begin{equation*}
y=f(x) \tag{2.12}
\end{equation*}
$$

then

$$
\Delta y \approx \frac{d y}{d x} \Delta x
$$

So the standard deviation of $y$ is given by

$$
\begin{equation*}
\sigma_{y}=\frac{d y}{d x} \sigma_{x} \tag{2.13}
\end{equation*}
$$

in which $\sigma_{x}$ is the standard deviation of $x$. The variance of $y$ is then obtained from

$$
\begin{equation*}
\sigma_{y}^{2}=\left(\frac{d y}{d x}\right)^{2} \sigma_{x}^{2} \tag{2.14}
\end{equation*}
$$

This equation gives the relationship of the variances between the observation and the unknown parameter. When more observations (independent) are involved in the functional model, e.g.,

$$
\begin{equation*}
y=f\left(x_{1}, x_{2}, \cdots, x_{m}\right) \tag{2.15}
\end{equation*}
$$

the variance of $y$ is estimated by

$$
\begin{equation*}
\sigma_{y}^{2}=\left(\frac{\partial y}{\partial x_{1}}\right)^{2} \sigma_{x_{1}}^{2}+\left(\frac{\partial y}{\partial x_{2}}\right)^{2} \sigma_{x_{2}}^{2}+\cdots+\left(\frac{\partial y}{\partial x_{m}}\right)^{2} \sigma_{x_{m}}^{2} \tag{2.16}
\end{equation*}
$$

More generally if $m$ observations ( $x_{1}, x_{2}, \ldots, x_{\mathrm{m}}$ ) are measured to estimate $u$ unknown parameters $\left(y_{1}, y_{2}, \ldots, y_{u}\right)$, and their functional relationships are expressed explicitly as

$$
\left\{\begin{array}{l}
y_{1}=f_{1}\left(x_{1}, x_{2}, \cdots, x_{m}\right)  \tag{2.17}\\
y_{2}=f_{2}\left(x_{1}, x_{2}, \cdots, x_{m}\right) \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
y_{u}=f_{v}\left(x_{1}, x_{2}, \cdots, x_{m}\right)
\end{array}\right.
$$

with the covariance matrix of the observations given by Eq (2.11), the covariance matrix of the estimated unknown parameters will be given by

$$
\begin{equation*}
C_{y}=J_{y x} C_{x} J_{y x}{ }^{t} \tag{2.18}
\end{equation*}
$$

in which $J_{y x}$ is a Jacobian matrix given by

$$
J_{y x}=\left[\begin{array}{llll}
\frac{\partial f_{1}}{\partial x_{1}} & \frac{\partial_{1}}{\partial x_{2}} & \cdots & \frac{\partial f_{1}}{\partial x_{m}}  \tag{2.19}\\
\frac{\partial f_{2}}{\partial x_{1}} & \frac{\partial f_{2}}{\partial x_{2}} & \cdots & \frac{\partial f_{2}}{\partial x_{m}} \\
\cdots & \cdots & \cdots & \cdots \\
\frac{\partial f_{u}}{\partial x_{1}} & \frac{\partial f_{u}}{\partial x_{2}} & \cdots & \frac{\partial f_{u}}{\partial x_{m}}
\end{array}\right]
$$

Therefore $C_{y}$ is a $u \times u$ matrix and can be expressed as

$$
\boldsymbol{C}_{y}=\left[\begin{array}{cccc}
\sigma_{y_{1}}{ }^{2} & \sigma_{y_{1} y_{2}} & \cdots & \sigma_{y_{1} y_{u}}  \tag{2.20}\\
\sigma_{y_{2} y_{1}} & \sigma_{y_{2}}{ }^{2} & \cdots & \sigma_{y_{2} y_{u}} \\
\cdots & \cdots & \cdots & \cdots \\
\sigma_{y_{u} y_{1}} & \sigma_{y_{u} y_{2}} & \cdots & \sigma_{y_{u}}{ }^{2}
\end{array}\right]
$$

The variances of the estimated parameters are obtained directly from the corresponding diagonal elements of $\boldsymbol{C}_{y}$ and a global precision estimation of the measured elements is generally given by the trace of $\boldsymbol{C}_{y}$ which is equal to the sum of these diagonal elements. The off-diagonal element $\sigma_{y_{i} y_{j}}$ is connected with the correlation between the parameters $y_{i}$ and $y_{j}$. The correlation coefficient designated by $\rho$ is normally used to state the correlationship and

$$
\begin{equation*}
\rho_{y_{i} y_{i}}=\frac{\sigma_{y_{i} y_{j}}}{\sigma_{y_{i}} \sigma_{y_{j}}} \tag{2.21}
\end{equation*}
$$

Another commonly used error propagation formula is

$$
\begin{equation*}
Q_{y}=J_{y x} Q_{x} J_{y x}{ }^{t} \tag{2.22}
\end{equation*}
$$

in which $\boldsymbol{Q}_{x}$ and $\boldsymbol{Q}_{y}$ are the cofactor matrices of the observations and the unknown parameters respectively. Eq (2.18) and (2.22) are known as the general laws of propagation of variances and covariances (Mikhail, 1981). $C_{y}$ and $Q_{y}$ are two important matrices which are closely related to the quality of the estimated unknown parameters and the measurement system.

In the special case when the functional model is linear, i.e.,

$$
\begin{equation*}
y=A x+B \tag{2.23}
\end{equation*}
$$

in which $A$ is a $u \times m$ coefficient matrix and $B$ is constant vector, the covariance and the cofactor matrices of the unknown parameters will be given by

$$
\begin{equation*}
C_{y}=A C_{x} A^{t} \tag{2.24}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{y}=A Q_{x} A^{t} \tag{2.25}
\end{equation*}
$$

### 2.3 The least squares method

In surveying and close range photogrammetry, redundant measurements are always necessary. This means that the number of observation is more than the minimum for a unique solution of the unknown parameters. The reasons for making redundant measurements are: first, the redundant measurements can provide a check on gross errors; second, they can give a more precise evaluation of the unknown parameters than would the minimum number of measurements (Cooper, 1987); and third, statistics are available with the redundant measurements.

Since errors are inevitable in the measurement process, residuals $v$ are introduced in the observation equations to make up the differences. So Eq (2.5) becomes

$$
\begin{equation*}
A \Delta x=b+v \tag{2.26}
\end{equation*}
$$

where $\boldsymbol{v}=\left(\boldsymbol{v}_{1}, \boldsymbol{v}_{2}, \ldots, v_{\mathrm{m}}\right)^{\mathrm{t}}$ is a vector of residuals for the observations. There are obviously many possible values for $v_{i}$. Many methods exist to give a minimum value using different combinations of residuals. Among them, the least squares method is the most popular one used in surveying and close range photogrammetry.

The general criterion of the least squares method states:
the sum of the weighted squares of the residuals must be a minimum, i.e.,

$$
\begin{equation*}
\phi=w_{1} v_{1}^{2}+w_{2} v_{2}^{2}+\cdots+w_{m} v_{m}^{2}=\sum_{i=1}^{m} w_{i} v_{i}^{2}=v^{t} \boldsymbol{W} \boldsymbol{v} \rightarrow \min \tag{2.27}
\end{equation*}
$$

in which $w_{1}, w_{2}, \ldots, w_{\mathrm{m}}$ are the weights of the corresponding observations. For the uncorrelated observations with equal precision, the criterion of the least squares method becomes

$$
\begin{equation*}
\phi=v_{1}^{2}+v_{2}^{2}+\cdots+v_{m}^{2}=\sum_{i=1}^{m} v_{i}^{2}=v^{t} v \rightarrow \min \tag{2.28}
\end{equation*}
$$

From Eq (2.26), the residual vector can be derived as

$$
\begin{equation*}
v=A \Delta x-b \tag{2.29}
\end{equation*}
$$

So the sum of the weighted squares of residuals is

$$
\begin{align*}
\phi & =(A \Delta x-b)^{t} W(A \Delta x-b) \\
& =\Delta x^{t} A^{t} W A \Delta x-\Delta x^{t} A^{t} W b-b^{t} W A \Delta x+b^{t} W b \tag{2.30}
\end{align*}
$$

To minimise $\phi$, its partial derivatives with respect to $\Delta x$ are derived and equated to zero, i.e.,

$$
\begin{equation*}
\frac{\partial \phi}{\partial \Delta x}=2 \Delta \boldsymbol{x}^{t} \boldsymbol{A}^{t} \boldsymbol{W} \boldsymbol{A}-2 \boldsymbol{b}^{t} \boldsymbol{W} \boldsymbol{A}=0 \tag{2.31}
\end{equation*}
$$

So

$$
\begin{equation*}
\Delta x^{t} A^{t} W A=b^{t} W A \tag{2.32}
\end{equation*}
$$

Transposing both sides of the equation gives

$$
\begin{equation*}
A^{t} W A \Delta x=A^{t} W b \tag{2.33}
\end{equation*}
$$

or

$$
\begin{equation*}
N \Delta x=A^{t} W b \tag{2.34}
\end{equation*}
$$

where $N=A^{t} \boldsymbol{W} \boldsymbol{A}$ is a $u \times u$ coefficient matrix and $A$ is the often called design matrix of the measurement network. If $N$ is of full rank, $\Delta x$ can be solved as

$$
\begin{align*}
\Delta x & =N^{-1} A^{t} W b \\
& =N^{-1} t \tag{2.35}
\end{align*}
$$

where $\boldsymbol{t}=\boldsymbol{A}^{\boldsymbol{t}} \boldsymbol{W} \boldsymbol{b}$. By computing the inverse of the coefficient matrix $N$ and some products of matrices, all the corrections can be determined and the updated unknown parameters is obtained by

$$
\begin{equation*}
x=x^{0}+\Delta x \tag{2.36}
\end{equation*}
$$

Because the higher order terms are omitted in the linearization, the least squares solution requires an iterative procedure for the non-linear functional model. From the updated unknown parameters the design matrix $\boldsymbol{A}$ is reconstructed and new corrections are calculated again for the next adjustment. This procedure is repeated until a stop criterion is met. The starting values of the unknown parameters must be realistic and reasonably close (i.e. close enough for the assumption of linearity to be valid) to the final solution. Otherwise the iterative process may diverge.

For a linear functional model, the least squares estimates can be obtained directly, i.e.,

$$
\begin{equation*}
x=N^{-1} A^{t} W b \tag{2.37}
\end{equation*}
$$

As mentioned in section 2.2, the precision of the estimated unknown parameters is evaluated from their covariance matrix. By the general law of propagation of the covariance, from Eq (2.35) and Eq (2.36), the cofactor matrix of the unknown parameters is given by

$$
\begin{equation*}
Q_{x}=Q_{A_{x}}=N^{-1} A^{t} W Q_{b}\left(N^{-1} A^{t} W\right)^{t} \tag{2.38}
\end{equation*}
$$

Since $\boldsymbol{b}=\boldsymbol{l}-f\left(\boldsymbol{x}^{0}\right)$ and $\boldsymbol{x}^{0}$ are non-stochastic,

$$
\begin{equation*}
Q_{b}=Q_{l}=W_{t}^{-1} \tag{2.39}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
Q_{x}=N^{-1} A^{t} W_{l} W_{l}^{-1} W_{l} A N^{-1} \tag{2.40}
\end{equation*}
$$

So

$$
\begin{equation*}
Q_{x}=N^{-1}=\left(A^{t} W_{l} A\right)^{-1} \tag{2.41}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{C}_{x}=\sigma_{0}^{2} Q_{x}=\sigma_{0}^{2}\left(A^{t} W_{l} A\right)^{-1} \tag{2.42a}
\end{equation*}
$$

If $\sigma_{\theta}$ is not known beforehand, the a posteriori reference variance can be calculated by $\hat{\sigma}_{\theta}^{2}=\frac{\boldsymbol{v}^{t} \boldsymbol{W} \boldsymbol{v}}{\boldsymbol{r}}$ (Mikhail 1976), in which $r$ is the number of degrees of freedom. Therefore

$$
\begin{equation*}
C_{x}=\hat{\sigma}_{0}^{2} Q_{x}=\hat{\sigma}_{\theta}^{2}\left(A^{t} W_{l} A\right)^{-1} \tag{2.42b}
\end{equation*}
$$

It is generally accepted that Gauss was the first to use least squares at the end of eighteenth century. A historical background and justification can be found in Cross (1983). Two properties of the least squares adjustment are
(i) it is unbiased; and
(ii) it has a minimum trace of the covariance matrix of the parameters and a minimum variance of derived parameters.

So the least squares estimate is known as the BLUE (Best Linear Unbiased Estimate). There are a number of reasons why least squares adjustment is widely used (Cross, 1983):
(i) the method is extremely easy to apply because it yields a linear set of normal equations;
(ii) the solution is unique, i.e., there is only one solution to a given problem;
(iii) it is, generally speaking, "unobjectionable": it is very difficult to form an argument against least squares in favour of some other procedure;
(iv) the method leads to an easy quantitative assessment of quality, e.g., via the covariance matrix; and
(v) it is a general method that can be applied to any problem.

As a result of these, the least squares estimation (LSE) has been applied increasingly in survey and close range photogrammetry. The method will continue to be used until an alternative procedure, more economical and more practical, is devised (Cooper 1987). Obviously, this alternative has not been found yet.

Traditionally in surveying and close range photogrammetry all the observations are used at the same time to estimate all the unknown parameters simultaneously. This simultaneous LSE has been proved to be effective and rigorous. Problems may arise when large number of unknown parameters need to be estimated by the simultaneous LSE if speed and memory are considered, since inverting large matrix is very expensive in terms of speed and memory. For instance, in close range photogrammetry, if 20 images are used to measure 200 object points by the bundle adjustment, which is basically a simultaneous LSE process, there will be 600 unknown parameters for the object points and 120 unknown parameters for the cameras, so a total of 720 unknown parameters need to be estimated. The size of the coefficient matrix $N$ is $720 \times 720$. Inverting such a large matrix requires significant resources by computers. The computational complexities to computing the inverse of a matrix are: $\boldsymbol{O}\left(u^{3}\right)$ and $\mathbf{O}\left(u^{2}\right)$ for time and memory respectively (Bunch \& Parley, 1971), where $u \times u$ is the size of $N$.

In some applications where time and memory are critical, the conventional methods of least squares estimation need to be improved.

It may be helpful to divide the simultaneous least squares estimation into parts to reduce both time and memory. One strategy is to divide the observations and the other is to divided the unknown parameters. The former leads to sequential LSE and the latter leads to iterative LSE. A combination of both leads to step-by-step LSE or the HelmertWolf method.

### 2.4 Sequential LSE

Sequential LSE has been used in photogrammetry since the 1960's (Brown 1960 \& 1964; Gruen 1978 \& 1985; Shortis 1980; Gruen \& Kersten 1992, Edmundson \& Fraser 1995). It is a technique of division which puts the observations in groups and uses them sequentially to estimate the unknown parameters. Sequential LSE is useful in the situations where more observations are added or removed to estimate the parameters which have been estimated from an initial set of observations. It is also named phased LSE. From each phase of the estimation the unknown parameters and their covariance matrix are kept for the next phase, while the observations can be discarded. This is particularly useful for the computers with limited memory storage. The results from the sequential LSE are identical to those that obtained from the simultaneous LSE where all the observations are involved at the same time.

If two sets of observations $p$ and $q$ with the weight matrices $\boldsymbol{W}_{p}$ and $\boldsymbol{W}_{q}$ have been taken to estimate a same set of unknown parameters, the normal observation equations can be expressed as

$$
\left[\begin{array}{l}
A_{p}  \tag{2.66}\\
A_{q}
\end{array}\right] \Delta x=\left[\begin{array}{l}
b_{p} \\
b_{q}
\end{array}\right]
$$

From the first set of observations $p$, the unknown parameters are estimated as (if $A_{p}$ is of full rank)

$$
\begin{align*}
\Delta x_{p} & =\left(A_{p}{ }^{t} W_{p} A_{p}\right)^{-1} A_{p}{ }^{t} W_{p} b_{p}  \tag{2.67}\\
& =N_{p}^{-1} t_{p}
\end{align*}
$$

and

$$
\begin{equation*}
Q_{x}=\left(A_{p}{ }^{t} W_{p} A_{p}\right)^{-1} \tag{2.68}
\end{equation*}
$$

When a second set of observations $q$ is obtained, it can be added to the resultant equation (2.67) to update the estimates of the parameters. The extended observation equations become

$$
\left[\begin{array}{c}
I  \tag{2.69}\\
A_{q}
\end{array}\right] \Delta x_{p+q}=\left[\begin{array}{c}
N_{p}^{-1} t_{p} \\
b_{q}
\end{array}\right]
$$

or

$$
\begin{equation*}
A^{\prime} \Delta x_{p+q}=b^{\prime} \tag{2.70}
\end{equation*}
$$

The extended weight matrix for $b^{\prime}$ is given by

$$
W_{b^{\prime}}=\left[\begin{array}{lll}
N_{p} &  \tag{2.71}\\
& W_{q}
\end{array}\right]
$$

Therefore

$$
\begin{align*}
\Delta \boldsymbol{x}_{p+q} & =\left(A^{\prime t} W_{b^{\prime}} A^{\prime}\right)^{-1} A^{\prime t} W_{b^{\prime}} \boldsymbol{b}^{\prime}  \tag{2.72}\\
& =\left(N_{p}+N_{q}\right)^{-1}\left[t_{p}+\boldsymbol{t}_{q}\right]
\end{align*}
$$

and

$$
\begin{equation*}
Q_{x}=\left(N_{p}+N_{q}\right)^{-1} \tag{2.73}
\end{equation*}
$$

These results are identical with that obtained by the simultaneous solution from Eq (2.66). The major advantage of sequential LSE is that after each stage of the estimation the observations can be discarded, and the results (the parameters and their cofactor matrix) retained for the next stage. The number of the unknown parameters need not be constant during the sequential LSE process. Additional parameters can be included by a small extension (Shortis 1980, Cooper 1987).

It is noticed that Eq (2.72) and (2.73) have no advantages in computing time since the size of $N_{q}$ is still $u \times u$ even if only a few observations are added. Therefore the size of the matrix to be inverted remains unchanged for each sequence. However this can be improved by using a special technique of matrix algebra (Cross 1983, Cooper 1987), i.e., if

$$
P=U \pm R S T
$$

then

$$
\begin{equation*}
P^{-1}=U^{-1} \mp U^{-1} R\left(S^{-1} \pm T U^{-1} R\right)^{-1} T U^{-1} \tag{2.74}
\end{equation*}
$$

provided that $\boldsymbol{P}, \boldsymbol{U}$ and $\boldsymbol{S}$ are non-singular. Now rearrange Eq (2.72) as

$$
\begin{equation*}
\Delta x_{p+q}=\left(N_{p}+A_{q}^{t} W_{q} A_{q}\right)^{-1}\left(t_{p}+t_{q}\right) \tag{2.75}
\end{equation*}
$$

applying Eq (2.74) gives

$$
\begin{equation*}
\Delta x_{p+q}=\left(N_{p}^{-1}-N_{p}^{-1} A_{q}^{t}\left(W_{q}^{-1}+A_{q} N_{p}^{-1} A_{q}^{t}\right)^{-1} A_{q} N_{p}^{-1}\right)\left(t_{p}+t_{q}\right) \tag{2.76}
\end{equation*}
$$

Let $\quad K_{p q}=N_{p}^{-1} A_{q}^{t}\left(W_{q}^{-1}+A_{q} N_{p}^{-1} A_{q}^{t}\right)^{-1} A_{q} N_{p}^{-1}$

So

$$
\begin{equation*}
\Delta x_{p+q}=\left(N_{p}^{-1}-K_{p q}\right)\left(t_{p}+t_{q}\right) \tag{2.77}
\end{equation*}
$$

Since $N_{p}^{-1}$ has been obtained from the previous sequence, for the additional observations only the inverse of the matrix ( $W_{q}^{-I}+A_{q} N_{p}^{-I} A_{q}^{t}$ ) needs to be calculated and the size of it is $q \times q$, where $q$ is the number of new observations. So the sequential method is very efficient when only a few observations are added during each sequence. However if the number of new observations approaches the number of parameters it is more efficient to carry out a new simultaneous LSE in the usual way (Cross, 1983).

The sequential LSE can also be used in the situations where observations are removed rather than added. This can be done by changing the corresponding signs in Eqs (2.74) to (2.77).

There is a restriction for the sequential LSE on the number of observations, i.e., the first sequence must have enough observations to determine the unknown parameters. Furthermore, the process of the first sequence is still a full simultaneous LSE. Therefore the calculation of the inverse of a large matrix (size of $u \times u$ ) is still inevitable.

Another problem with the sequential method is that the starting values of the unknown parameters must be very close to the final results. If iterations are required many of the advantages will be lost (Cross, 1983).

Sequential LSE may be useful in close range photogrammetry for camera calibration. The camera interior parameters can be updated after each measurement and the knowledge accumulated for the next measurement. Theoretically, the more a camera is used, the better the estimation of its interior parameters provided the blunders are avoided and the camera is not changed physically.

### 2.5 Iterative LSE

As it is used for solving linear algebraic equations, the iterative method can also be applied to LSE. Before iterative LSE is discussed, iterative solution for linear equations is briefly reviewed. References can be found in many numerical analysis text books (Traub 1964; Jacoby 1972; Hageman \& Young 1981; Phillips \& Cornelius 1986)

The basic principle of the iterative methods is described as follows. Suppose a set of linear equations

$$
\begin{equation*}
A x=b \tag{2.78}
\end{equation*}
$$

is to be solved. $A$ is a $u \times u$ non-singular matrix with no zero diagonal elements. The matrix $\boldsymbol{A}$ can be written as

$$
\begin{equation*}
A=D+L+U \tag{2.79}
\end{equation*}
$$

where $D, L$ and $U$ are diagonal, lower triangular and upper triangular parts of $A$ respectively. If $\boldsymbol{A}$ is expressed as

$$
A=\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{l u}  \tag{2.80}\\
a_{21} & a_{22} & \cdots & a_{2 u} \\
\cdots & \cdots & \cdots & \cdots \\
a_{u 1} & a_{u 2} & \cdots & a_{u u}
\end{array}\right]
$$

Then

$$
D=\left[\begin{array}{cccc}
a_{11} & 0 & \cdots & 0 \\
0 & a_{22} & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & a_{n n}
\end{array}\right]
$$

$$
\begin{aligned}
& U=\left[\begin{array}{cccc}
0 & a_{12} & \cdots & a_{1 u} \\
0 & 0 & \cdots & a_{2 u} \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & 0
\end{array}\right] \\
& L=\left[\begin{array}{cccc}
0 & 0 & \cdots & 0 \\
a_{21} & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
a_{u 1} & a_{u 2} & \cdots & 0
\end{array}\right]
\end{aligned}
$$

Rearranging Eq (2.78) gives

$$
\begin{equation*}
D x=b-(L+U) x \tag{2.81}
\end{equation*}
$$

So

$$
\begin{equation*}
x^{/ k+1 I}=D^{-1}\left(b-(L+U) x^{\prime k I}\right) \tag{2.82}
\end{equation*}
$$

or

$$
\begin{gather*}
x_{i}^{|k+l|}=\frac{1}{a_{i i}}\left(b_{i}-\sum_{\substack{j=l \\
j \neq i}}^{n} a_{i j} x_{j}^{|k|}\right)  \tag{2.83}\\
(i=1,2, \ldots, u)
\end{gather*}
$$

where the superscripts $[k]$ and $[k+1]$ denote the $k$ th and $(k+1)$ st iterations. This is called the Jacobi method. As usual with iterative methods, starting values of the unknown parameters are required. If no prior knowledge is available, it is conventional to start with $\boldsymbol{x}_{i}^{(0]}=0$ on the right hand side of Eq (2.83) to obtain $\boldsymbol{x}_{i}^{[I I}$. The iterative process can then be repeated until all the corrections are less than a given tolerance.

In the Jacobi method, the corrected values of the unknown parameters are not used until all of the parameters are solved. It is better to use the corrected values for computing other parameters in the same iteration since the new values are better than the old in
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most cases. When this is done, the procedure is called the Gauss-Seidel method. It is accomplished by rearranging Eq (2.78) as

$$
\begin{equation*}
(D+L) x=b-U x \tag{2.84}
\end{equation*}
$$

So the iteration becomes

$$
\begin{equation*}
x^{(k+1)}=(D+L)^{-1}\left(b-U x^{(k /}\right) \tag{2.85}
\end{equation*}
$$

or

$$
\begin{gather*}
x_{i}^{[k+1]}=\frac{1}{a_{i i}}\left(b_{i}-\sum_{j=1}^{i-1} a_{i j} x_{j}^{[k+1]}-\sum_{j=i+1}^{n} a_{i j} x_{j}^{[k]}\right)  \tag{2.86}\\
\quad(i=1,2, \ldots, u)
\end{gather*}
$$

Normally, the rate of convergence of the Gauss-Seidel method is faster than that of the Jacobi method. It can be proved that the iterations (both Jacobi method and GaussSeidel method) will converge for any starting values when the system is diagonally dominant, i.e., each diagonal element is larger in magnitude than the sum of the magnitudes of the off-diagonal elements in the row. Mathematically, it is expressed as

$$
\begin{equation*}
\left|a_{i i}\right|>\sum_{\substack{j=1 \\ j \neq i}}^{n}\left|a_{i j}\right| \tag{2.87}
\end{equation*}
$$

$$
(i=1,2, \ldots, u)
$$

This convergence condition is a sufficient condition, which means, if the condition holds, the iteration always converges. However the iteration may converge even if the condition is violated. The greater the left hand side is compared with the right in Eq (2.87), the faster is the convergence.

The third iterative method is an extension of the Gauss-Seidel method. It is achieved by rearranging Eq (2.86), i.e.,

$$
\begin{gather*}
x_{i}^{(k+1]}=x_{i}^{[k]}+\frac{1}{a_{i t}}\left(b_{i}-\sum_{j=1}^{i-1} a_{i j} x_{j}^{[k+1]}-\sum_{j=i}^{n} a_{i j} x_{j}^{[k]}\right)  \tag{2.88}\\
(i=1,2, \ldots, u)
\end{gather*}
$$

The second term on the right hand side represents the correction made to $\boldsymbol{x}_{i}^{(k)}$ in order to calculate $\boldsymbol{x}_{i}^{/ k+1 /}$. If the correction is multiplied by a factor $\omega$, the iteration becomes

$$
\begin{gather*}
x_{i}^{(k+1 /}=x_{i}^{(k l}+\frac{\omega}{a_{i i}}\left(b_{i}-\sum_{j=l}^{i-1} a_{i j} x_{j}^{[k+1 /}-\sum_{j=i}^{n} a_{i j} x_{j}^{(k l}\right)  \tag{2.89}\\
(i=1,2, \ldots, u)
\end{gather*}
$$

With the factor $\omega$, the iterative process is relaxed, and when a proper $\omega$ is selected, the convergent rate of the iteration will be accelerated. The factor $\omega$ is called relaxation factor. If $\omega>1$ (over relaxation), then a larger than normal correction is taken. This is useful when the Gauss-Seidel method converges monotonically, i.e., the unknown parameters move in one direction towards the final solution. If $\omega<1$ (under relaxation), then a smaller than normal correction is taken. This is useful when the Gauss-Seidel iterates oscillate, i.e., the unknown parameters fluctuate around the final results. In practice, $\omega>1$ is mostly used. So the method is known as successive over-relaxation method or SOR method

It has been proved that a necessary condition for convergence is that the relaxation factor $\omega$ should lie between 0 and 2, i.e.,

$$
\begin{equation*}
0<\omega<2 \tag{2.90}
\end{equation*}
$$

If the coefficient matrix $A$ is symmetric and positive definite, this condition becomes both necessary and sufficient.

Iterative methods have also been used in LSE process (Brown 1976; Kok 1984; Marel 1988). This iteration is known as inner iteration. For the non-linear problem, outer iteration is required for LSE. The iterative LSE method was used by Brown (Brown 1976) as the indirect method of Block Successive Over Relaxation (BSOR).

Since the coefficient matrix $N$ of the least squares estimation is or can be made to be symmetric and positive definite, the three iterative methods discussed will converge with any starting values for inner iteration. The corrections of the unknown parameters are normally around zero provided that the starting values of the outer iteration are reasonably close to the final results, so the inner iteration can start with $\Delta x^{101}=0$.

Iterative LSE has the advantage over the simultaneous solution that it avoids direct calculation of the inverse of the coefficient matrix $N^{-l}$ which is the major cost of the least squares estimation in terms of time and storage, especially when the number of the unknown parameters is very large and $N$ is sparse. With the iterative method there is no fill-in problem (Kok 1984). The coefficient matrix $N$ remains unchanged in the inner iterations when it is used repeatedly to compute improved solutions and residuals. For a non-linear problem, the outer iteration will change $N$, but not its structure which could be very sparse. By using inner iteration. the storage required is reduced significantly. whilst the speed may not always be fast. Actually, in many cases, the speed of the iterative LSE is slower than that of the simultaneous solution because too many iterations are needed for the inner iteration (Marel 1989). Another disadvantage of the iterative LSE is that full covariance matrix is not available (Brown 1976).

### 2.6 Step-by-step LSE

Step-by-step LSE is a technique of partitioning in which both unknown parameters and observations are divided into parts (Cross 1983, Cooper 1987). It is useful in the situations where parts of the parameters are not required for the purpose in hand but
have to be included in the observation equations. For instance, in close range photogrammetry, the 3D coordinates of the spatial object points are required, whilst the values of the camera parameters may not be needed in some cases, but have to be treated as unknowns in the bundle adjustment. In this case, the observations can be divided into parts and the parameters can be adjusted in steps. The results obtained by the step-by-step method are the same as those obtained by the simultaneous solution. The advantage of the step-by-step method over the simultaneous method is that those parameters not required are not estimated. The size of the matrices to be inverted is reduced.

As with the sequential method, the step-by-step method also requires that the starting values of the unknown parameters are very close to their final results. Otherwise, the advantages of the method will be lost if iterations are needed (Cross, 1983).

### 2.7 Datum and constraints

In the foregoing discussion of the LSE it is assumed that the coefficient matrix $N$ ( $=A^{t} W_{t} A$ ) is of full rank or non-singular, so the Cayley inverse of it exists. Therefore the unknown parameters can be estimated by the normal least squares process. However it is often the case in surveying and close range photogrammetry that the unknown parameters are not estimable by the measured elements because the design matrix $A$ suffers from column rank defects, therefore the coefficient matrix $N$ is singular, its Cayley inverse does not exist, and the normal LSE cannot be used. The reason for the column rank defects is that the measured elements do not include enough or any information to define a datum. This assumes that the row rank defects have been eliminated by proper design of the measurements.

### 2.7.1 Datum

A datum is a reference coordinate system, which is usually defined by a number of spatial control points. In surveying and close range photogrammetry, the Cartesian
coordinate system which is a right-hand set of axes ( $\boldsymbol{X}, \boldsymbol{Y}, \boldsymbol{Z}$ ), is commonly used to describe the coordinate system for the measurement network. The datum problem arises when measured elements do not include enough datum information. For instance, in close range photogrammetry the only observations are often the 2 D coordinates on the image planes, no observed spatial 3D information is involved in the functional model. Hence, the datum is undefined. The consequence is that the design matrix has column defects and the coefficient matrix $N$ is singular, so the 3D coordinates of the object points are not obtainable.

The rank defect of the coefficient matrix $N$ is equal to the number of datum elements undefined. Generally, four datum elements need to be defined for 2 D positioning (one scale element, two position elements and one rotation element) and seven datum elements need to be defined for 3D spatial positioning (one scale element, three position elements and three rotation elements).

### 2.7.2 Constraints

The datum problem can be solved by including the spatial control points or applying constraints. In aerial photogrammetry the datum problem is always solved since the ground control points are in place (Karara, 1989). In surveying and close range photogrammetry constraints are sometimes applied in the least squares estimation to remove the datum defects. These constraints are described by a set of constraint equations. Together with the observation equations the unknown parameters can then be estimated. The constraint equations can generally be expressed as

$$
\begin{equation*}
g(x)=c \tag{2.91}
\end{equation*}
$$

with associated weight matrix $W_{g}$, The constraint equations are normally non-linear. After linearization they become

$$
\begin{equation*}
G \Delta x=b_{g} \tag{2.92}
\end{equation*}
$$

in which

$$
G=\left(\frac{\partial g}{\partial x}\right)^{0} \quad \text { and } \quad b_{g}=c-g\left(x^{0}\right)
$$

Therefore the augmented linearised observation equations are expressed as

$$
\left[\begin{array}{l}
A  \tag{2.93}\\
G
\end{array}\right] \Delta x=\left[\begin{array}{c}
b \\
b_{g}
\end{array}\right]+\left[\begin{array}{c}
v \\
v_{g}
\end{array}\right]
$$

with associated weight matrix

$$
W=\left[\begin{array}{ll}
W_{l} &  \tag{2.94}\\
& W_{g}
\end{array}\right]
$$

supposing that the observations and the constraints are independent of each other. Eq (2.93) can be solved by introducing a vector of Lagrangian multipliers (Cooper 1987), so the full set of normal equations for estimated parameters $\Delta x$ and Lagrangian multipliers $\boldsymbol{k}$ become

$$
\left[\begin{array}{cc}
A^{t} W_{l} A & G  \tag{2.95}\\
G^{\prime} & 0
\end{array}\right]\left[\begin{array}{l}
\Delta x \\
k
\end{array}\right]=\left[\begin{array}{c}
A^{\prime} W_{l} b \\
b_{g}
\end{array}\right]
$$

The augmented coefficient matrix becomes non-singular with $\boldsymbol{G}^{t}$ and $\boldsymbol{G}$ involved. So unknown parameters $\Delta x$ and Lagrangian multipliers $k$ can be estimated by

$$
\left[\begin{array}{c}
\Delta x  \tag{2.96}\\
k
\end{array}\right]=\left[\begin{array}{cc}
A^{t} W_{l} A & G \\
G^{t} & 0
\end{array}\right]^{-1}\left[\begin{array}{c}
A^{t} W_{l} b \\
b_{g}
\end{array}\right]
$$

There are two disadvantages of this process. First the dimension of the matrix to be inverted is increased, and second the presence of zeros on the leading diagonal makes
the use of algorithms for computing the inverse of a symmetric positive definite matrix invalid. To avoid these, an alternative process is considered.

If the constraint equations in $\mathrm{Eq}(2.94)$ are considered as the additional observation equations, $\Delta x$ can be estimated by the LSE of the augmented observation equations, i.e.,

$$
\Delta x=\left(\left[\begin{array}{l}
A  \tag{2.97}\\
G
\end{array}\right]^{t} W\left[\begin{array}{l}
A \\
G
\end{array}\right]\right)^{-1}\left[\begin{array}{l}
A \\
G
\end{array}\right]^{t} W\left[\begin{array}{c}
b \\
b_{g}
\end{array}\right]
$$

which gives

$$
\begin{equation*}
\Delta x=\left(A^{t} W_{l} A+G^{t} W_{g} G\right)^{-1}\left(A^{t} W_{l} b+G^{t} W_{g} b_{g}\right) \tag{2.98}
\end{equation*}
$$

Let $N_{g}=\left(A^{t} W_{l} A+G^{t} W_{g} G\right)$ and $B_{g}=\left(A^{t} W_{l} b+G^{t} W_{g} b_{g}\right)$, therefore

$$
\begin{equation*}
\Delta x=N_{g}^{-1} B_{g} \tag{2.99}
\end{equation*}
$$

The addition of $\boldsymbol{G}^{t} W \boldsymbol{G}$ to $\boldsymbol{A}^{t} W \boldsymbol{A}$ will remove its rank defects so that the unknown parameters can be estimated by the normal least squares adjustment. Since the size of the matrix $N_{g}$ remains unchanged and it is still a symmetric positive-definite matrix, fast algorithms for computing the inverse of this kind of matrix can still be used.

There are various ways to apply constraints in order to solve the datum problem. For instance, constraints can be applied by fixing values of some coordinates of the object points. This is often the case in aerial photogrammetry where ground control points are involved in the LSE process. These control points can also be considered as the previously estimated results with their cofactor matrix. However, from the point of view of an optimal reference system for an optimum form of the cofactor matrix $\boldsymbol{Q}_{\mathrm{v}}$ (Fraser 1984), these two constraints may not be ideal. LSE with inner constraints, which is a free-network adjustment, will yield an optimum mean object point precision and is widely used in surveying and close range photogrammetry. More descriptions on datum
and inner constraints have been given by (Granshaw 1980; Fraser 1984; Caspary 1987; Cooper 1987; Dermanis 1994).

### 2.8 LSE with constraints

### 2.8.1 LSE with inner constraints

Inner constraints can be applied to position, rotation and scale by reference to the centroid of all the object points or a subset of them defined by their starting values (Cooper, 1987). For a 2D network, the constraint equations have the form

$$
\left[\begin{array}{ccccccc}
1 & 0 & 1 & 0 & \cdots & 1 & 0  \tag{2.100}\\
0 & 1 & 0 & 1 & \cdots & 0 & 1 \\
y_{1} & -x_{1} & y_{2} & -x_{2} & \cdots & y_{n} & -x_{n} \\
x_{1} & y_{1} & x_{2} & y_{2} & \cdots & x_{n} & y_{n}
\end{array}\right]\left[\begin{array}{c}
\Delta x_{1} \\
\Delta y_{1} \\
\Delta x_{2} \\
\Delta y_{2} \\
\vdots \\
\Delta x_{n} \\
\Delta y_{n}
\end{array}\right]=\boldsymbol{G} \Delta \boldsymbol{x}=\boldsymbol{b}_{\boldsymbol{g}}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
\vdots \\
0 \\
0
\end{array}\right]
$$

The first two equations provide positional constraints, the third equation provides rotational constraint and the fourth equation provides scale constraint. For a 3D network, the constraint equations have the form

$$
\left[\begin{array}{cccccccccc}
1 & 0 & 0 & 1 & 0 & 0 & \cdots & 1 & 0 & 0  \tag{2.101}\\
0 & 1 & 0 & 0 & 1 & 0 & \cdots & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & \cdots & 0 & 0 & 1 \\
0 & z_{1} & -y_{1} & 0 & z_{2} & -y_{2} & \cdots & 0 & z_{n} & -y_{n} \\
-z_{1} & 0 & x_{1} & -z_{2} & 0 & x_{2} & \cdots & -z_{n} & 0 & x_{n} \\
y_{1} & -x_{1} & 0 & y_{2} & -x_{2} & 0 & \cdots & y_{n} & -x_{n} & 0 \\
x_{1} & y_{1} & z_{1} & x_{2} & y_{2} & z_{2} & \cdots & x_{n} & y_{n} & z_{n}
\end{array}\right]\left[\begin{array}{c}
\Delta x_{1} \\
\Delta y_{1} \\
\Delta z_{1} \\
\Delta x_{2} \\
\Delta y_{2} \\
\Delta z_{2} \\
\vdots \\
\Delta x_{n} \\
\Delta y_{n} \\
\Delta z_{n}
\end{array}\right]=\boldsymbol{G} \Delta \boldsymbol{x}=b_{g}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
\vdots \\
0 \\
0 \\
0
\end{array}\right]
$$

The first three equations provide positional constraints, the next three equations provide rotational constraint and the last equation provides scale constraint.

Since $\boldsymbol{b}_{\boldsymbol{g}}=0$, from $\mathrm{Eq}(2.99)$ the corrections of the unknown parameters can be estimated by

$$
\begin{equation*}
\Delta x=N_{g}^{-1} A^{t} W_{l} b \tag{2.102}
\end{equation*}
$$

By the general law of propagation of the cofactor matrices, the cofactor matrix of the estimated parameters is given by

$$
\begin{align*}
Q_{x} & =N_{g}^{-1} A^{t} W_{l} Q_{b}\left(N_{g}^{-1} A^{t} W_{l}\right)^{t}  \tag{2.103}\\
& =N_{g}^{-1} A^{t} W_{l} A N_{g}^{-1}
\end{align*}
$$

in which

$$
\begin{equation*}
N_{g}=\left(A^{t} W_{l} A+G^{t} W_{g} G\right) \tag{2.104}
\end{equation*}
$$

In the above equation, $W_{g}$ is the weight matrix which reflects the strength of the constraints. It is interesting to know that changing of $W_{g}$ will not influence the estimated results due to the fact that $\boldsymbol{b}_{\boldsymbol{g}}=0$. To simplify the computation, $\boldsymbol{W}_{g}$ is usually set to a unit matrix, i.e. $\boldsymbol{W}_{g}=\boldsymbol{I}$. Therefore the unknown parameters and the cofactor matrix are estimated by

$$
\begin{align*}
& N_{g}=\left(A^{t} W_{l} A+G^{t} G\right)  \tag{2.105}\\
& \Delta x=\left(A^{t} W_{l} A+G^{t} G\right)^{-l} A^{t} W_{l} b  \tag{2.106}\\
& Q_{x}=\left(A^{t} W_{l} A+G^{t} G\right)^{-1} A^{t} W_{l} A\left(A^{t} W_{l} A+G^{t} G\right)^{-1} \tag{2.107}
\end{align*}
$$

It is important to point out that the structure of the coefficient matrix will change with the addition of $\boldsymbol{G}^{\boldsymbol{t}} \boldsymbol{G}$. This may spoil the special structure of the coefficient matrix (e.g.
the block diagonal matrix in close range photogrammetry), which could be made use of for optimisation in the LSE process.

The coordinates in the matrix $\boldsymbol{G}$ are initially starting values. These starting values are estimated approximately by other means. After each iteration $\boldsymbol{G}$ should be updated by the corrected coordinates. The results of the unknown parameters (the coordinates of the object points) are closely related to these starting values. Different starting values lead to different results but the geometric shape of the network will remain unchanged. So the datum of the results is actually arbitrary depending on choice of the starting values. However, the estimated coordinates and their cofactor matrix can always be transformed to a given reference datum whenever required.

The cofactor matrix gives a precision evaluation of the estimated parameters. However, in some cases the cofactor matrix may not be necessary for the intermediate parameters. When these intermediate parameters are used to estimate other parameters the inverse of the cofactor matrix (the weight matrix) is more useful. For instance, if these parameters (object point coordinates) are used as previously estimated coordinates to solve the datum problem, the weight matrix will be used. Fortunately the weight matrix of the estimated parameters can be obtained from the design matrix directly, i.e.,

$$
\begin{equation*}
W_{x}=Q_{x}^{-I}=A^{\prime} W_{1} A \tag{2.108}
\end{equation*}
$$

Matrix $A$ is datum related, so the cofactor matrix $Q_{x}$ and the weight matrix $W_{x}$ are datum dependent. Change of datum will cause $Q_{x}$ and $W_{x}$ to change. This will be discussed in Chapter 6. For the final results Eq (2.107) should be used to calculate the cofactor matrix $\boldsymbol{Q}_{\mathrm{x}}$ for the evaluation of the precision of the estimated coordinates.

### 2.8.2 LSE with previously estimated coordinates

Constraints can also be applied by adding extra observation equations which describe the results of previously estimated coordinates (control points) with their cofactor matrix. The minimum number of the constraint equations required depends on the deficiency of the design matrix $\boldsymbol{A}$. If no datum information is obtained from the observations, the number of rank defects of $A$ is seven in the 3D case, therefore at least seven constraint equations need to be added. Suppose the first $p$ coordinates $\left(x_{1}, x_{2}, \ldots\right.$, $x_{\mathrm{p}}$ ) have been estimated previously with the weight matrix $\boldsymbol{W}_{g}$, the constraint equations have the form

$$
\left[\begin{array}{cccc}
1 & 0 & \cdots & 0  \tag{2.109}\\
0 & 1 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & 1
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{p}
\end{array}\right]=\left[\begin{array}{c}
x_{1}^{0} \\
x_{2}^{0} \\
\vdots \\
x_{p}^{0}
\end{array}\right]
$$

in which $\left(x_{1}^{0}, x_{2}^{0}, \cdots, x_{p}^{0}\right)$ are previously estimated coordinates with associated weight matrix $\boldsymbol{W}_{g}$. After Linearization Eq (2.109) become

$$
\left[\begin{array}{cccc}
1 & 0 & \cdots & 0  \tag{2.110}\\
0 & 1 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & 1
\end{array}\right]\left[\begin{array}{c}
\Delta x_{1} \\
\Delta x_{2} \\
\vdots \\
\Delta x_{p}
\end{array}\right]=\left[\begin{array}{c}
x_{1}^{0}-x_{1} \\
x_{2}^{0}-x_{2} \\
\vdots \\
x_{p}^{0}-x_{p}
\end{array}\right]
$$

or

$$
\left[\begin{array}{cccccccc}
1 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0  \tag{2.111}\\
0 & 1 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & 1 & 0 & 0 & \cdots & 0
\end{array}\right]\left[\begin{array}{c}
\Delta x_{1} \\
\Delta x_{2} \\
\vdots \\
\Delta x_{p} \\
\Delta x_{p+1} \\
\Delta x_{p+2} \\
\vdots \\
\Delta x_{n}
\end{array}\right]=\left[\begin{array}{c}
x_{1}^{0}-x_{1} \\
x_{2}^{0}-x_{2} \\
\vdots \\
x_{p}^{0}-x_{p}
\end{array}\right]
$$
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So

$$
G=\left[\begin{array}{ll}
I_{p \times p} & 0_{p \times(n-p)} \tag{2.112}
\end{array}\right]_{p \times n}
$$

and

$$
b_{g}=\left[\begin{array}{c}
x_{1}^{0}-x_{1}  \tag{2.113}\\
x_{2}^{0}-x_{2} \\
\vdots \\
x_{p}^{0}-x_{p}
\end{array}\right]
$$

From Eq (2.99), the corrections of the unknown parameters are estimated, in which

$$
\begin{align*}
N_{g} & =A^{t} W_{t} A+G^{t} W_{g} G \\
& =A^{\prime} W_{l} A+W_{g}^{\prime} \tag{2.114}
\end{align*}
$$

and

$$
\begin{align*}
\boldsymbol{B}_{g} & =A^{t} W_{l} b+G^{t} W_{g} b_{g}  \tag{2.115}\\
& =A^{t} W_{l} b+W_{g}^{\prime \prime} b_{g}
\end{align*}
$$

where

$$
W_{g}^{\prime}=\left[\begin{array}{cc}
W_{g} & 0 \\
0 & 0
\end{array}\right]_{n \times n} \quad \text { and } \quad W_{g}^{\prime \prime}=\left[\begin{array}{c}
W_{g} \\
0
\end{array}\right]_{n \times p}
$$

The addition of $\boldsymbol{W}_{g}$ to the top-left corner of the original coefficient matrix $\boldsymbol{A}^{t} \boldsymbol{W}_{\boldsymbol{R}} \boldsymbol{A}$ will remove its rank defects and make the matrix $N_{g}$ non-singular so that the estimates of the parameters are obtainable. The cofactor matrix can be obtained from

$$
\begin{align*}
Q_{x} & =N_{g}^{-1} Q_{B_{g}} N_{g}^{-1} \\
& =N_{g}^{-1} A^{\prime} W_{t} Q_{b} W_{1} A N_{g}^{-1}+N_{g}^{-1} W_{g}^{\prime \prime} Q_{g} W_{g}^{\prime \prime} N_{g}^{-1} \tag{2.116}
\end{align*}
$$

in which $Q_{b}=\boldsymbol{W}_{l}^{-1}$ and $\boldsymbol{Q}_{g}=\boldsymbol{W}_{g}^{-1}$, so

$$
\begin{align*}
Q_{x} & =N_{g}^{-1} A^{t} W_{l} A N_{g}^{-1}+N_{g}^{-1} W_{g}^{\prime} N_{g}^{-1} \\
& =N_{g}^{-1}\left(A^{\prime} W_{l} A+W_{g}^{\prime}\right) N_{g}^{-1}  \tag{2.117}\\
& =N_{g}^{-1}=\left(A^{\prime} W_{l} A+W_{g}^{\prime}\right)^{-1}
\end{align*}
$$

The inverse of the cofactor matrix (the weight matrix) from this adjustment process is

$$
\begin{equation*}
W_{x}=Q_{x}^{-l}=A^{t} W_{t} A+W_{g}^{\prime} \tag{2.118}
\end{equation*}
$$

It is noticed that $\boldsymbol{b}_{g}$ should be updated after each iteration. It is null for the first iteration, but may not be null in the subsequent iterations. If $\boldsymbol{b}_{\boldsymbol{g}}$ is set to null for all iterations and the weights of the previously estimated coordinates are let to be infinity (a very big value is given in practice), the least squares estimation will then be constrained by the fixed coordinates. This is a special case when the $\boldsymbol{p}$ coordinates are selected from fixed control points. These control points will not be adjusted during the least squares process and will be fixed to their starting values. The coordinates of other object points will then be related to the coordinate system defined by the control points.

A distortion (compared with the results from the free network adjustment) will usually be introduced by the constraints of previously estimated coordinates or fixed coordinates if the number of coordinates is more than the minimum required to define the datum. The shape of the object will be different from that obtained by use of inner constraints. Furthermore the global precision is normally worse than that obtained by the inner constraints (assuming that the precision of controls are not as good as current observations), i.e., the trace of the cofactor matrix is larger than that obtained by the inner constraints. The reason is that this constraint is based on only a few which may be biased due to the samll number, while inner constraints treat all the coordinates of the object points equally.

The differences in the results between the two kinds of the constraints depend on the significance of the weight matrix $\boldsymbol{W}_{g}$. It can be imagined that if the elements of $\boldsymbol{W}_{g}$ are very small, the adjustment of the parameters will be less constrained by the controls and
more dependent on the current observations, and less distortion could be expected but the global accuracy gets worse. If the elements of $W_{g}$ are very big (high precision controls) more distortion will be introduced but the global accuracy will be better. The best situation for this type of constraint might be to fix the minimum number of coordinates (which will introduce no distortion) and get the best global precision. However, even under this situation the global precision is still worse than that of inner constraints.

If all the coordinates to be estimated are treated as observations (pseudo observations) and a unique weight (normally very small) is given to them, what will happen? This is actually equivalent to the situation where all the coordinates are free of constraints and these coordinates will be adjusted by the real observations only. Without any bias the same results as obtained by the LSE with inner constraints can be expected. This technique has been called The unified least square estimation (Mikhail, 1976). It could be very useful in close range photogrammetry.

### 2.9 The unified LSE

The basic assumption of the unified LSE is that all the unknown parameters in the functional model are treated as observations. A unique weight $w$ is selected for these observations and two extreme cases are described as follows (Mikhail, 1976):

1. If an observation (in this case any variable in the model) is given an infinitely large variance, that is, its weight is $w=0$, then it is allowed to vary freely in the adjustment and will therefore assume the role of an unknown parameter in the classical sense.
2. If on the other hand the observation is given a zero variance, or a weight that approaches infinity, $w \rightarrow$ it is simply not allowed to change in the adjustment, with the consequence that its residual will be zero and it would assume the classical meaning of a constant.

Between the above two extremes lies a large set of possibilities within which actual observations (in the classical sense) fit. Since practically the unknown parameters are not, or not always, observed beforehand, so these parameters can be treated as pseudo observations. The constraint equations can be expressed as

$$
\begin{equation*}
x=x^{0} \tag{2.119}
\end{equation*}
$$

where $x^{\theta}$ is a vector of the starting values of the unknown parameters. A unique weight is usually given to these pseudo observations, so the weight matrix is

$$
\begin{equation*}
W_{g}=g I_{n \times n} \tag{2.120}
\end{equation*}
$$

where $g$ is the weight factor which defines the strength of the constraints. After linearization the constraint equations become

$$
\begin{equation*}
\Delta x=b_{g} \tag{2.121}
\end{equation*}
$$

Together with the real observations equations, the augmented observation equations are expressed as

$$
\left[\begin{array}{c}
A  \tag{2.122}\\
I
\end{array}\right] \Delta x=\left[\begin{array}{c}
b \\
b_{g}
\end{array}\right]+\left[\begin{array}{c}
v \\
v_{g}
\end{array}\right]
$$

with associated weight matrix

$$
W=\left[\begin{array}{ll}
W_{l} &  \tag{2.123}\\
& g I
\end{array}\right]
$$

The sum of the squares of the weight residuals of the observations is given by

$$
\left[\begin{array}{c}
v  \tag{2.124}\\
v_{g}
\end{array}\right]^{t} W\left[\begin{array}{c}
v \\
v_{g}
\end{array}\right]=v^{t} W_{l} v+v_{g}^{t} g v_{g}
$$

The first term on the right hand side in above equation is the target function which needs to be minimised by the LSE. When $g$ is very small, the second term can be ignored. So the LSE can be applied to the augmented observation equations and the unknown parameters are estimated by

$$
\left.\begin{array}{rl}
\Delta x & =\left(A^{t} W_{l} A+g I\right)^{-1}\left[A^{t} I\right.
\end{array}\right]\left[\begin{array}{ll}
W_{l} &  \tag{2.125}\\
& g I
\end{array}\right]\left[\begin{array}{c}
b \\
b_{g}
\end{array}\right]
$$

When $g$ is very small, $g b_{g}$ can be ignored, so

$$
\begin{equation*}
\Delta x=\left(A^{t} W_{l} A+g I\right)^{-1} A^{t} W_{l} b \tag{2.126}
\end{equation*}
$$

Let $\boldsymbol{N}_{I}=\boldsymbol{A}^{t} \boldsymbol{W}_{l} \boldsymbol{A}+g \boldsymbol{I}$, therefore

$$
\begin{equation*}
\Delta x=N_{I}^{-J} A^{t} W_{l} b \tag{2.127}
\end{equation*}
$$

With the addition of $g \boldsymbol{I}$ to $\boldsymbol{A}^{t} \boldsymbol{W}_{\boldsymbol{l}} \boldsymbol{A}$ the coefficient matrix $N_{l}$ becomes non-singular. So the estimates of the unknown parameters are obtainable. Since $g I$ is a diagonal matrix, the structure of $A^{t} W_{\boldsymbol{R}}$ A is not influenced. The cofactor matrix of the parameters is given by

$$
\begin{equation*}
Q_{x}=N_{I}^{-1} A^{t} W_{l} A N_{I}^{-1} \tag{2.128}
\end{equation*}
$$

The magnitude of the weight factor $g$ plays an important role in the unified LSE. If $g$ is big, the unknown parameters will be bound more to the starting values which will slow down the adjustment process (more iterations are required). If $g$ is too small the matrix $N_{I}$ will be very ill conditioned ( $g=0$ makes $N_{I}$ singular). Theoretically the smaller the
weight factor $g$ is, the smaller is the influence of the pseudo observations and the better results can be expected. But numerically $g$ cannot be too small, otherwise the inverse of $N_{I}$ is unobtainable because of the limitation of the computers. When $g$ approaches zero while the inverse of $N_{I}$ is still obtainable, the results of the unified LSE will approach that of the normal LSE with inner constraints. The following simple example verifies the fact.

If a distance is measured 100 units between two points $x_{1}$ and $x_{2}$ along $x$ axis. The observation equation for this measurement may be expressed as

$$
f(x)=x_{2}-x_{1}=100
$$

or

$$
\left[\begin{array}{ll}
-1 & 1
\end{array}\right]\left[\begin{array}{l}
\Delta x_{1} \\
\Delta x_{2}
\end{array}\right] \equiv A \Delta x=b \equiv 100-f\left(x^{0}\right)
$$

Due to datum deficiency, $x_{1}$ and $x_{2}$ are not estimable. Now suppose $x_{1}=0$ and $x_{2}=102$ are chosen as the starting values and the normal LSE with inner constraints is applied. The corrections are obtained by

$$
\begin{aligned}
\Delta x & =\left(\boldsymbol{A}^{t} \boldsymbol{A}+\boldsymbol{G}^{t} \boldsymbol{G}\right)^{-t} A^{t} b \\
& =\left[\begin{array}{ll}
2 & 0 \\
0 & 2
\end{array}\right]^{-1}\left[\begin{array}{c}
-1 \\
1
\end{array}\right](-2) \\
& =\left[\begin{array}{c}
1 \\
-1
\end{array}\right]
\end{aligned}
$$

So the updated parameters are given by

$$
\hat{x}=\left[\begin{array}{l}
\hat{x}_{1} \\
\hat{x}_{2}
\end{array}\right]=x^{0}+\Delta x=\left[\begin{array}{c}
1 \\
101
\end{array}\right]
$$

The cofactor matrix is obtained by

$$
\begin{aligned}
Q_{\boldsymbol{x}} & =\left(\boldsymbol{A}^{t} \boldsymbol{A}+\boldsymbol{G}^{t} \boldsymbol{G}\right)^{-1} \boldsymbol{A}^{t} \boldsymbol{A}\left(\boldsymbol{A}^{t} \boldsymbol{A}+\boldsymbol{G}^{t} \boldsymbol{G}\right)^{-1} \\
& =\left[\begin{array}{cc}
0.5 & 0 \\
0 & 0.5
\end{array}\right]\left[\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right]\left[\begin{array}{cc}
0.5 & 0 \\
0 & 0.5
\end{array}\right] \\
& =\left[\begin{array}{cc}
0.25 & -0.25 \\
-0.25 & 0.25
\end{array}\right]
\end{aligned}
$$

With the unified LSE, the corrections are obtained by

$$
\Delta x=\left(A^{t} A+g I\right)^{-1} A^{t} b
$$

in which

$$
\begin{aligned}
\left(A^{t} A+g I\right)^{-1}= & {\left[\begin{array}{cc}
1+g & -1 \\
-1 & 1+g
\end{array}\right]^{-1} } \\
& =\frac{1}{2 g+g^{2}}\left[\begin{array}{cc}
1+g & 1 \\
1 & 1+g
\end{array}\right]
\end{aligned}
$$

and

$$
\boldsymbol{A}^{t} \boldsymbol{b}=\left[\begin{array}{c}
-1 \\
1
\end{array}\right][-2]=\left[\begin{array}{c}
2 \\
-2
\end{array}\right]
$$

Therefore

$$
\Delta \boldsymbol{x}=\left[\begin{array}{c}
\frac{2}{2+g} \\
\frac{-2}{2+g}
\end{array}\right]
$$

The cofactor matrix is obtained by

$$
\begin{aligned}
Q_{\hat{\varepsilon}} & =\left(A^{t} A+g I\right)^{-1} A^{t} A\left(A^{t} A+g I\right)^{-1} \\
& =\frac{1}{\left(2 g+g^{2}\right)^{2}}\left[\begin{array}{cc}
1+g & 1 \\
1 & 1+g
\end{array}\right]\left[\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right]\left[\begin{array}{cc}
1+g & 1 \\
1 & 1+g
\end{array}\right] \\
& =\frac{1}{g^{2}(2+g)^{2}}\left[\begin{array}{cc}
g^{2} & -g^{2} \\
-g^{2} & g^{2}
\end{array}\right] \\
& =\frac{1}{(2+g)^{2}}\left[\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right]
\end{aligned}
$$

When $g$ approaches zero,

$$
\Delta x=\left[\begin{array}{c}
1 \\
-1
\end{array}\right] \quad \text { and } \quad Q_{\hat{x}}=\frac{1}{4}\left[\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right]
$$

which are identical with that obtained from the normal LSE with inner constraints.

Simulation tests show that the value of $g$ can be assigned in a very wide range. Hence instead of adding a rather complicated matrix $\boldsymbol{G}^{t} \boldsymbol{G}$ (from the inner constraints) to the original matrix $A^{t} W_{A} A$ a small increment to its diagonal elements will remove its defects. When $g$ is small enough the same results as obtained by the LSE with inner constraints can be expected.

It is very important to notice that the structure of the coefficient matrix will remain unchanged with the unified LSE. Advantages may be taken from this fact when calculating the inverse of the coefficient matrix if the structure of it is special (e.g. a diagonal matrix).

### 2.10 Summary of the chapter

The least squares method is no doubt one of the most important mathematical means to deal with redundant measurement and has been well justified (Cross 1983; Cooper 1987, 1988). Other methods such as the $L_{l}$-norm method and the Danish method have also been used as robust estimation techniques (Kubik 1987; Schuh 1989). However none of them has such a reputation like the least squares method ( $L_{2}$-norm method). It is extremely easy to use and gives a unique unbiased solution. Another advantage of the least squares method is that the quality of the estimated results is assessable via the covariance matrix which is provided without any extra computations. The method can almost be used in any measurement problem where redundancy exists.

For the linear problems, solutions of the unknown parameters can be obtained directly by linear least squares estimation. For the non-linear problems, iterations are required to adjust the unknown parameters around their starting values. The starting values of the unknown parameters are important in the non-linear least squares estimation process. They must be realistic and reasonably close to the final solution. Otherwise the iterative process may diverge.

Least squares estimation process involves processing of matrices, in which calculating the inverse of the coefficient matrix is very expensive in term of speed and memory, $\boldsymbol{O}\left(u^{3}\right)$ and $\mathbf{O}\left(u^{2}\right)$ for time and memory respectively ( $u \times u$ is the size of the coefficient matrix). The conventional least squares estimation deals with the unknown parameters simultaneously. Therefore the size of the coefficient matrix may be very large. In some applications where time and memory are critical the conventional least squares method can be optimised significantly. However for some reason not enough efforts have been made in the algorithmic aspects to improve the conventional least squares method. It is still a bottle-neck in the real-time applications.

The sequential least squares method is a technique which divides the observations into parts. It is useful in situations where additional observations are available to readjust the parameters which have been estimated from an initial set of observations. In this case
the unknown parameters and their covariance matrix are kept for the next estimation, while the observation can be discarded. Therefore the computer resources can be saved. But the first sequence is still a full simultaneous least squares estimation process in which enough observations are required. Another problem with the sequential method is that the starting values of the unknown parameters must be very close to the final result to avoid further iterations. Otherwise many of the advantages will be lost.

The iterative method for solving linear algebraic equations can be used in the least squares estimation. The iteration is applied to the linearized observation equations, therefore is called inner iteration. The unknown parameters are estimated one by one rather than simultaneously. It is obvious that the memory requirement is reduced significantly. But the convergent speed may not be fast since too many iterations are needed for the inner iteration. Furthermore, the full covariance matrix is not provided.

There are two reasons to apply constraints in the LSE process. One reason is to remove the column rank defects from the design matrix so that the unknown parameters can be estimated. Although the Moore-Penrose inverse can be used without constraints, it is very difficult to compute the rank and pseudo-inverse of $A^{t} W A$ practically (Cooper 1980). The other reason is to define a datum. With inner constraints, the first problem is solved, but not the second. The same thing happens to the unified and the separate LSE. Only when controls are involved can the datum problem be solved properly. However, distortion may be introduced by these controls. The advantages of the unified LSE over the inner constrained LSE are: (i) the unified LSE is easy to apply; and (ii) the structure of the coefficient matrix does not change in the unified LSE process, but does change in the inner constrained LSE. If controls are not included in the least squares process (arbitrary datum), a coordinate transformation may be required to relate the results to a given coordinate system.

## Chapter 3

## Least Squares Estimation of Photogrammetric Measurements ---- The Traditional Methods

Photogrammetry is a technique of obtaining 3D information in the object space by processing 2 D information on the camera image planes. In digital close range photogrammetry multiple CCD cameras are used to capture images of the targeted object points from different viewpoints. Based on the geometric perspective principle, a set of so called collinearity equations can be derived to establish the relationships between 2D observations on the camera image planes and 3D coordinates of object points. By solving the collinearity equations the 3D coordinates of these object points can be estimated.

Three major steps are normally needed in the photogrammetric measurement procedure: (i) 2D image data acquisition and target location; (ii) solving target correspondences between different images; and (iii) least squares estimation of the unknown parameters in the functional models. Using powerful processors or hardware, real-time target location can be realised. Various approaches to solve target correspondences are possible such as using epipolar lines and epipolar planes (2D and 3D matching). However, solving collinearity equations by least squares estimation is still a considerable time consuming procedure.

In this chapter the functional relationships between 2 D observations on the camera image planes and 3D coordinates of the object points are discussed. Various methods of least squares estimation are investigated to solve the unknown parameters from the functional models.

## Chapter 3 Least squares estimation of photogrammetric measurements

### 3.1 Functional models

In a photogrammetric 3D measurement system, the 2D coordinates on the image planes are measured and used to estimate the 3D coordinates of the object points. The 2D coordinates on the image planes are known as observations and 3D coordinates of the object points (together with the camera parameters) are the unknown parameters. To solve for these unknown parameters the functional relationships between the observations and the unknown parameters have to be established. The first step in establishing the functional models is to define the coordinate system3. The threedimensional right-handed Cartesian coordinate system is normally used as the object space coordinate system. The image coordinate system is also a three-dimensional right handed Cartesian coordinate system, with the $\boldsymbol{x}$ and $\boldsymbol{y}$ axes being in the image plane and $z$ axis being toward the perspective centre of the camera. Figure 3-1 illustrates the object coordinate system $X Y Z$ and image coordinate system $x y z$.


Figure 3-1 The object coordinate system and the image coordinate system

The coordinates of the perspective centre $\boldsymbol{O}\left(X_{L}, Y_{L}, Z_{L}\right)$ of the camera are related to object space coordinate system $X Y Z$ and the angular relationship between the image and the object coordinate systems can be described by a $3 \times 3$ orthogonal rotation matrix $M$. Nine elements are involved in the rotation matrix, but only three independent parameters are involved in the matrix $M$. They are $\omega, \phi$ and $\kappa$, the three sequential rotation angles around $\mathbf{X}, \mathbf{Y}$ and $\mathbf{Z}$ axes respectively. The three rotation matrices are obtained as follows (Wolf, 1983)

$$
\begin{align*}
& M_{\omega}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \omega & \sin \omega \\
0 & -\sin \omega & \cos \omega
\end{array}\right]  \tag{3.1}\\
& M_{\phi}=\left[\begin{array}{ccc}
\cos \phi & 0 & \sin \phi \\
0 & 1 & 0 \\
-\sin \phi & 0 & \cos \phi
\end{array}\right]  \tag{3.2}\\
& M_{\kappa}=\left[\begin{array}{ccc}
\cos \kappa & \sin \kappa & 0 \\
-\sin \kappa & \cos \kappa & 0 \\
0 & 0 & 1
\end{array}\right] \tag{3.3}
\end{align*}
$$

These matrices are multiplied together to give

$$
M=M_{\omega} M_{\phi} M_{\kappa}=\left[\begin{array}{lll}
m_{11} & m_{12} & m_{13}  \tag{3.4}\\
m_{21} & m_{22} & m_{23} \\
m_{31} & m_{32} & m_{33}
\end{array}\right]
$$

in which

$$
\left\{\begin{array}{l}
m_{11}=\cos \phi \cos \kappa  \tag{3.5}\\
m_{12}=\sin \omega \sin \phi \cos \kappa+\cos \omega \sin \kappa \\
m_{13}=-\cos \omega \sin \phi \cos \kappa+\sin \omega \sin \kappa \\
m_{21}=-\cos \phi \sin \kappa \\
m_{22}=-\sin \omega \sin \phi \sin \kappa+\cos \omega \cos \kappa \\
m_{23}=\cos \omega \sin \phi \cos \kappa+\sin \omega \cos \kappa \\
m_{31}=\sin \phi \\
m_{32}=-\sin \omega \cos \phi \\
m_{33}=\cos \omega \cos \phi
\end{array}\right.
$$

### 3.1.1 Collinearity equations

If an object point $\boldsymbol{A}\left(\boldsymbol{X}_{A}, \boldsymbol{Y}_{A}, \boldsymbol{Z}_{A}\right)$ is imaged by a camera and located at point $\boldsymbol{a}\left(\boldsymbol{x}_{a}, \boldsymbol{y}_{a}\right)$ on the image plane, a straight line can be projected from the point $\boldsymbol{A}$ through the perspective centre $\boldsymbol{O}\left(X_{L}, \boldsymbol{Y}_{L}, Z_{L}\right)$ of the camera onto the point $a$ on the image plane. Ideally the line segments $\boldsymbol{A} \boldsymbol{O}$ and $\boldsymbol{a} \boldsymbol{O}$ should be on the same line, i.e., they are collinear. Based on this condition the well known collinearity equations are established as follows (Wolf, 1983)

$$
\begin{align*}
& x_{a}=-c \frac{m_{11}\left(X_{A}-X_{L}\right)+m_{12}\left(Y_{A}-Y_{L}\right)+m_{13}\left(Z_{A}-Z_{L}\right)}{m_{31}\left(X_{A}-X_{L}\right)+m_{32}\left(Y_{A}-Y_{L}\right)+m_{33}\left(Z_{A}-Z_{L}\right)}  \tag{3.6}\\
& y_{a}=-c \frac{m_{21}\left(X_{A}-X_{L}\right)+m_{22}\left(Y_{A}-Y_{L}\right)+m_{23}\left(Z_{A}-Z_{I}\right)}{m_{31}\left(X_{A}-X_{L}\right)+m_{32}\left(Y_{A}-Y_{L}\right)+m_{33}\left(Z_{A}-Z_{L}\right)}
\end{align*}
$$

More generally, if the $i$ th object point is imaged on the $j$ th camera, the collinearity equations can be expressed as

$$
\left\{\begin{array}{l}
f_{j i x}=x_{j i}+c_{j} \frac{M_{j i 1}}{M_{j i 3}}  \tag{3.7}\\
f_{j i y}=y_{j i}+c_{j} \frac{M_{j i 2}}{M_{j i 3}}
\end{array}\right.
$$

in which

$$
\begin{align*}
& M_{j i 1}=m_{j 11}\left(X_{i}-X_{j l}\right)+m_{j 12}\left(Y_{i}-Y_{j L}\right)+m_{j 13}\left(Z_{i}-Z_{j L}\right) \\
& M_{j i 2}=m_{j 21}\left(X_{i}-X_{j l}\right)+m_{j 22}\left(Y_{i}-Y_{j L}\right)+m_{j 23}\left(Z_{1}-Z_{j L}\right)  \tag{3.8}\\
& M_{j i 3}=m_{j 31}\left(X_{i}-X_{j L}\right)+m_{j 32}\left(Y_{i}-Y_{j L L}\right)+m_{j 33}\left(Z_{i}-Z_{j l}\right)
\end{align*}
$$

The collinearity equations establish the relationship between the 2D image coordinates observed on the image planes and the 3D object point coordinates (together with the camera parameters) to be estimated. These collinearity equations are the most commonly used functional models in close range photogrammetry. They can be used in
intersection (estimating the 3D coordinates of the object points with known camera parameters), resection (estimating the camera parameters with known 3D control points) and bundle adjustment (simultaneously estimating the 3D coordinates of the object points and the camera parameters with all of them treated as unknown parameters). Another useful functional model is the DLT model.

### 3.1.2 DL'T model

The DLT (Direct Linear Transformation) model proposed by Abdel-Aziz and Karara (1971) is an alternate formulation of the normal functional model. The main advantages of using the DLT model compared with the collinearity equations (3.6) are, (i) it encompass some camera interior parameters such as the coordinates of the principal point ( $x_{p}, y_{p}$ ) and the principal distances $c_{x}$ and $c_{y}$; (ii) it simplifies the computation of the photogrammetric adjustment process.

With the principal point $\left(x_{p}, y_{p}\right)$ and the principal distances $c_{x}$ and $c_{y}$ involved, the normal collinearity equations become

$$
\begin{aligned}
x-x_{p} & =-c_{x} \frac{m_{11}\left(X-X_{L}\right)+m_{12}\left(Y-Y_{L}\right)+m_{13}\left(Z-Z_{L}\right)}{m_{31}\left(X-X_{L}\right)+m_{32}\left(Y-Y_{L}\right)+m_{33}\left(Z-Z_{l}\right)} \\
y-y_{p} & =-c_{y} \frac{m_{21}\left(X-X_{L}\right)+m_{22}\left(Y-Y_{L}\right)+m_{23}\left(Z-Z_{l}\right)}{m_{31}\left(X-X_{L}\right)+m_{32}\left(Y-Y_{L}\right)+m_{33}\left(Z-Z_{L}\right)}
\end{aligned}
$$

In general, the DLT model for the $i$ th object point imaged on the $j$ th camera can be expressed as

$$
\left\{\begin{array}{l}
f_{j i x}=x_{j i}+\frac{D_{j i 1}}{D_{j i 3}}  \tag{3.10}\\
f_{j i y}=y_{j i}+\frac{D_{j i 2}}{D_{j i 3}}
\end{array}\right.
$$

in which

$$
\left\{\begin{array}{l}
D_{j i 1}=L_{j 1} X_{i}+L_{j 2} Y_{i}+L_{j 3} Z_{i}+L_{j 4}  \tag{3.11}\\
D_{j 12}=L_{i 5} X_{i}+L_{j 6} Y_{i}+L_{j 7} Z_{i}+L_{j 8} \\
D_{j i 3}=L_{j 9} X_{i}+L_{j 10} Y_{i}+L_{j 11} Z_{i}+1
\end{array}\right.
$$

where

$$
\left\{\begin{array}{l}
L_{0}=-\left(m_{31} X_{L}+m_{32} Y_{L}+m_{33} Z_{L}\right)  \tag{3.12}\\
L_{1}=\left(x_{p} m_{31}-c_{x} m_{11}\right) / L_{0} \\
L_{2}=\left(x_{p} m_{32}-c_{x} m_{12}\right) / L_{0} \\
L_{3}=\left(x_{p} m_{33}-c_{x} m_{13}\right) / L_{0} \\
L_{4}=x_{p}+c_{x}\left(m_{11} X_{L}+m_{12} Y_{L}+m_{13} Z_{L}\right) / L_{0} \\
L_{5}=\left(y_{p} m_{31}-c_{y} m_{21}\right) / L_{0} \\
L_{6}=\left(y_{p} m_{32}-c_{y} m_{22}\right) / L_{0} \\
L_{7}=\left(y_{p} m_{33}-c_{y} m_{23}\right) / L_{0} \\
L_{8}=y_{p}+c_{y}\left(m_{21} X_{L}+m_{22} Y_{L}+m_{23} Z_{L}\right) / L_{0} \\
L_{9}=m_{31} / L_{0} \\
L_{10}=m_{32} / L_{0} \\
L_{11}=m_{33} / L_{0}
\end{array}\right.
$$

The 11 DLT parameters $L_{1}$ to $L_{11}$ contain 10 camera physical parameters, of which six are exterior parameters $\left(X_{L}, Y_{L}, Z_{L}, \omega, \phi, \kappa\right)$ and four are interior parameters $\left(\boldsymbol{x}_{p}, y_{p}, c_{v}\right.$, $c_{y}$ ).

### 3.1.3 Camera interior parameters

### 3.1.3.1 Principal distance and principal point

The principal distance is the perpendicular distance from the perspective centre of the lens system to the image plane. At infinity focus, it is equal to the focal length. However in close range photogrammetry it is unusual to use a camera focused at infinity. So the principal distance is normally not the same as the focal length. The following equation expresses the relationship between them.

$$
\begin{equation*}
c=c_{0}+\Delta c \tag{3.13}
\end{equation*}
$$

where $c$ denotes the principal distance, $c_{0}$ denotes the focal length and $\Delta c$ denotes the difference (offset). With a different focal setting, the value of $\Delta c$ may change. When $\Delta c$ is treated as a variable, the principal distance will be adjusted in the least square process and its value can be determined thereafter.

The principal point is defined as that point on the image plane which is at the base of the perpendicular from the 'centre of the lens', or more correctly, from the rear nodal point. Ideally the principal point would coincide with the fiducial origin, the origin of the plane coordinate system. The fiducial origin or centre is the intersection of imaginary lines drawn from opposite pairs of fiducial marks in the sides or corners of the image plane. With the digital camera, these fiducial marks may be considered to be on the half sensor size points. So the fiducial centre will be the centre of the sensor or the centre of the image plane. The relationship between the principal point and the fiducial origin can be expressed by

$$
\left\{\begin{array}{l}
x_{p}=x_{0}+\Delta x_{p}  \tag{3.14}\\
y_{p}=y_{0}+\Delta y_{p}
\end{array}\right.
$$

where $\left(x_{p}, y_{p}\right)$ refers to the principal point, $\left(x_{0}, y_{0}\right)$ refers to the fiducial origin and ( $\Delta x_{p}$, $\Delta y_{p}$ ) is called the principal point offset. The principal point ( $\boldsymbol{x}_{\beta}, \boldsymbol{y}_{p}$ ) can be determined when it is treated as variable and made adjustable in the least squares process.

### 3.1.3.2 Radial distortion and decentring distortion

Ideally a lens would have the property of collinear imaging geometry over its entire field of view and range of focus. However no real lens has this perfect behaviour and will always suffer from several types of aberration, one of which is described as lens distortion. Lens distortion is usually divided into two types, radial distortion and decentring distortion.

If the image of an off-axis target is displaced radially from the principal point then it is radially distorted. Figure 3-2 shows an error map represents radial lens distortion.


Figure 3-2 An error map caused by radial lens distortion

Radial distortion is a symmetric effect and can normally be modelled by a polynomial series of odd powered terms, i.e.,

$$
\begin{equation*}
\Delta r=k_{1} r^{3}+k_{2} r^{5}+k_{3} r^{7}+\cdots \tag{3.15}
\end{equation*}
$$

in which

$$
\begin{equation*}
r=\left(\left(x-x_{p}\right)^{2}+\left(y-y_{p}\right)^{2}\right)^{1 / 2} \tag{3.16}
\end{equation*}
$$

where $\Delta \boldsymbol{r}$ is the radial displacement of an image point, $\boldsymbol{k}_{1}, \boldsymbol{k}_{2}$, and $\boldsymbol{k}_{3}$ are the coefficients of the radial distortion corresponding to infinity focus, $\boldsymbol{x}$ and $\boldsymbol{y}$ are the coordinates of a image point. The displacement of the image point caused by the radial distortion is expressed as

Chapter 3 Least squares estimation of photogrammetric measurements

$$
\left\{\begin{array}{l}
\Delta x_{r}=\left(x-x_{p}\right) \frac{\Delta r}{r}  \tag{3.17}\\
\Delta y_{r}=\left(y-y_{p}\right) \frac{\Delta r}{r}
\end{array}\right.
$$

$\Delta x_{r}$ and $\Delta y_{r}$ are the corrections on $x$ and $y$ due to the radial distortion.

Decentring distortion is caused by any vertical displacement or rotation of the lens elements from a perfect alignment. Figure 3-3 shows an error map represents decentring lens distortion.


Figure 3-3 An error map caused by decentring lens distortion

The displacement is described by two polynomials, one for the displacement in $x$ direction and the other for the displacement in $y$ direction, i.e.,

$$
\left\{\begin{array}{l}
\Delta x_{d}=p_{1}\left(r^{2}+2\left(x-x_{p}\right)^{2}\right)+2 p_{2}\left(x-x_{p}\right)\left(y-y_{p}\right)  \tag{3.18}\\
\Delta y_{d}=p_{2}\left(r^{2}+2\left(y-y_{p}\right)^{2}\right)+2 p_{1}\left(x-x_{p}\right)\left(y-y_{p}\right)
\end{array}\right.
$$

where $\boldsymbol{p}_{1}$ and $\boldsymbol{p}_{\mathbf{2}}$ are two coefficients depending on the lens setting, the other notations are the same as used in the radial distortion.

### 3.1.4 Modification of the collinearity equations

With above lens distortions considered, the modified collinearity equations become

$$
\left\{\begin{array}{l}
f_{x}=\left(x-\Delta x_{p}\right)+\Delta x_{r}+\Delta x_{d}+\left(c_{0}+\Delta c\right) \frac{M_{1}}{M_{3}}  \tag{3.19}\\
f_{y}=\left(y-\Delta y_{p}\right)+\Delta y_{r}+\Delta y_{d}+\left(c_{0}+\Delta c\right) \frac{M_{2}}{M_{3}}
\end{array}\right.
$$

neglecting subscripts for simplicity. In general, the functional model in close range photogrammetry can be expressed as

$$
\begin{equation*}
f\left(x_{1}, x_{2}, x_{2}^{\prime}\right)=l \tag{3.20}
\end{equation*}
$$

where $x_{1}=(X, Y, Z)$ denotes a vector of the 3D coordinates of the object points, $\boldsymbol{x}_{2}=$ $\left(X_{L}, \boldsymbol{Y}_{L}, X_{L}, \omega, \phi, \kappa\right)$ denotes a vector of the camera exterior parameters, $\boldsymbol{x}_{2}^{\prime}=\left(\boldsymbol{x}_{\beta}, \boldsymbol{y}_{p}, \Delta c\right.$, $\boldsymbol{k}_{l}, \boldsymbol{k}_{2}, \boldsymbol{k}_{3}, \boldsymbol{p}_{1}, \boldsymbol{p}_{2}$ ) denotes a vector of the camera interior parameters and $\boldsymbol{I}$ represents the observed image coordinates.

### 3.2 Intersection

Intersection is the procedure of determining the 3D coordinates of the object points by intersecting lines projected from their corresponding points on the camera image planes. In this process the camera parameters are required to be known. This is the standard situation using metric cameras with fixed bases or when using photo-theodolites (Karara, 1989). Intersection is also used to locate ground points from two overlapping horizontal terrestrial photos or highly oblique photos (Wolf, 1983). In close range photogrammetry intersection is often used to estimate the starting values of the object points with approximately estimated camera parameters. These starting values can be
used in the subsequent bundle adjustment for better estimates. Figure 3-4 illustrates the geometry of the intersection.


Figure 3-4 The geometry of intersection

If an object point $A\left(X_{A}, Y_{A}, Z_{A}\right)$ is imaged by $m$ cameras and located at the image points $a_{1}\left(x_{1}, y_{1}\right), a_{2}\left(x_{2}, y_{2}\right), \ldots, a_{m}\left(x_{\mathrm{m}}, y_{\mathrm{m}}\right)$ respectively, a straight line can be projected from each image point. Ideally these $m$ lines should intersect at one point in the object space and that point should be $A\left(\boldsymbol{X}_{A}, \boldsymbol{Y}_{A}, Z_{A}\right)$. However, errors are inevitable during the measurement procedures. These lines will not intersect at the same point and the coordinates of the point are overdetermined. Using the least squares method (based on the collinearity equations) the 3 D coordinates of the object point can be estimated. During the intersection process since the camera parameters are known, $\left(\boldsymbol{X}_{\mathrm{iL}}, \boldsymbol{Y}_{\mathrm{iL}}, \boldsymbol{Z}_{\mathrm{LL}}\right)$ and ( $\boldsymbol{m}_{i 11} \ldots \boldsymbol{m}_{\mathrm{i} 33}$ ) are constants, where $\mathrm{i}=1,2, \ldots, m$. The only unknown parameters in the collinearity equations are ( $X_{A}, Y_{A}, Z_{A}$ ), the 3D coordinates of each object point. To solve for the three unknown parameters, this object point must appears on at least two images, which will give four equations and the least squares method can be applied for the best solution.

There are two possible ways to solve for the three unknowns ( $\boldsymbol{X}_{A}, \boldsymbol{Y}_{A}, \boldsymbol{Z}_{A}$ ) in the collinearity equations. One is a direct solution which rearranges the collinearity equations into a linear form, the other is an iterative solution which keeps the collinearity equations in the original non-linear form. The latter solution is more rigorous because it minimises the sum of the squares of the residuals on the image planes. However starting values are required for the 3D coordinates. The former solution has no physical meaning, but the unknown parameters can be solved directly without any prior knowledge. The choice of method to use depends on the purpose of the application.

### 3.2.1 Direct solution

The 3D coordinates ( $X_{A}, Y_{A}, Z_{A}$ ) of the object point can be solved directly by rearranging the collinearity equations (3.6) as follows

$$
\left\{\begin{array}{l}
\left(x_{j} m_{j 31}+c_{i} m_{j 11}\right) X_{A}+\left(x_{j} m_{j 32}+c_{j} m_{j 12}\right) Y_{A}+\left(x_{j} m_{j 33}+c_{j} m_{j 13}\right) Z_{A}  \tag{3.21}\\
=x_{j}\left(m_{j 31} X_{j L}+m_{j 32} Y_{j l}+m_{j 33} Z_{j L}\right)+c_{l}\left(m_{j 11} X_{j L}+m_{j 12} Y_{j L}+m_{j 13} Z_{j L}\right) \\
\left(y_{j} m_{j 31}+c_{j} m_{j 21}\right) X_{A}+\left(y_{j} m_{j 32}+c_{j} m_{j 22}\right) Y_{A}+\left(y_{j} m_{j 33}+c_{j} m_{j 23}\right) Z_{A} \\
=y_{j}\left(m_{j 31} X_{j l}+m_{j 32} Y_{j L}+m_{j 33} Z_{j L}\right)+c_{j}\left(m_{j 21} X_{j L}+m_{j 22} Y_{j L}+m_{j 23} Z_{j L}\right) \\
\quad(\mathrm{j}=1,2, \ldots, m)
\end{array}\right.
$$

or rearranging the DLT model (3.9) as follows

$$
\left\{\begin{array}{l}
\left(L_{j 1}-x_{j} L_{j 9}\right) X_{A}+\left(L_{j 2}-x_{j} L_{j 10}\right) Y_{A}+\left(L_{j 3}-x_{j} L_{j 11}\right) Z_{A}=x_{j}-L_{j 4}  \tag{3.22}\\
\left(L_{j 5}-y_{j} L_{j 9}\right) X_{A}+\left(L_{j 6}-y_{j} L_{j 10}\right) Y_{A}+\left(L_{j 7}-y_{j} L_{j 11}\right) Z_{A}=y_{j}-L_{j 8}
\end{array}\right.
$$

In matrix form, these equations can be expressed as

$$
\left[\begin{array}{ccc}
a_{11} & a_{12} & a_{13}  \tag{3.23}\\
a_{21} & a_{22} & a_{23} \\
& \vdots & \\
a_{2 m 1} & a_{2 m 2} & a_{2 m 3}
\end{array}\right]\left[\begin{array}{c}
X_{A} \\
Y_{A} \\
Z_{A}
\end{array}\right]=\left[\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{2 m}
\end{array}\right]
$$

or simply

$$
A\left[\begin{array}{l}
X_{A}  \tag{3.24}\\
Y_{A} \\
Z_{A}
\end{array}\right]=\boldsymbol{B}
$$

The unknown parameters $\left(\boldsymbol{X}_{A}, \boldsymbol{Y}_{A}, \boldsymbol{Z}_{A}\right)$ can be solved directly by a linear least squares estimation, i.e.,

$$
\left[\begin{array}{c}
X_{A}  \tag{3.25}\\
Y_{A} \\
Z_{A}
\end{array}\right]=\left(\boldsymbol{A}^{t} A\right)^{-1} A^{t} B
$$

### 3.2.2 Iterative solution

The 3D object point coordinates $\left(\boldsymbol{X}_{A}, Y_{A}, \boldsymbol{Z}_{A}\right)$ can also be solved with iterative least squares estimation by keeping the collinearity equations in the original non-linear form. In this case, the collinearity equations or the DLT model are 's expansion and the starting values of the 3 D coordinates $\left(\mathrm{X}^{\circ}, \mathrm{Y}^{\circ}, \mathrm{Z}^{\circ}\right)$ are required. Linearizing the collinearity equations (3.7) by Taylor's expansion to the first order accuracy with the coordinates of the object points $(\mathrm{X}, \mathrm{Y}, \mathrm{Z})$ as the variables gives

$$
\left\{\begin{array}{l}
\left(f_{i x}\right)^{0}+\left(\frac{\partial f_{j x}}{\partial x_{l}}\right)^{0} \Delta x_{l}=0  \tag{3.26}\\
\left(f_{j y}\right)^{0}+\left(\frac{\partial f_{j y}}{\partial x_{l}}\right)^{0} \Delta x_{l}=0
\end{array}\right.
$$

$$
(j=1,2, \ldots, m)
$$

or simply

$$
\begin{equation*}
A_{1} \Delta x_{1}=b \tag{3.27}
\end{equation*}
$$

where

$$
\begin{align*}
& \Delta x_{1}=\left[\begin{array}{c}
X-X^{0} \\
Y-Y^{0} \\
Z-Z^{0}
\end{array}\right]  \tag{3.28}\\
& \frac{\partial f_{j x}}{\partial x_{1}}=\left[\begin{array}{lll}
\frac{\partial_{j x}}{\partial X} & \frac{\partial f_{j x}}{\partial Y} & \frac{\partial f_{j x}}{\partial Z}
\end{array}\right]  \tag{3.29}\\
& \frac{\partial f_{j y}}{\partial x_{1}}=\left[\begin{array}{lll}
\frac{\partial \overbrace{j y}}{\partial X} & \frac{\partial f_{j y}}{\partial Y} & \frac{\partial f_{j y}}{\partial Z}
\end{array}\right] \tag{3.30}
\end{align*}
$$

$$
A_{1}=\left[\begin{array}{l}
\left(\frac{\partial f_{j x}}{\partial x_{1}}\right)^{0} \\
\left(\frac{\partial f_{j y}}{\partial x_{1}}\right)^{0}
\end{array}\right]_{2 m \times 3} \quad \text { and } \quad b=\left[\begin{array}{l}
-\left(f_{j x}\right)^{0} \\
-\left(f_{j y}\right)^{0}
\end{array}\right]_{2 m \times 1}
$$

The partial derivatives with respect to the object point coordinates $(\boldsymbol{X}, \boldsymbol{Y}, \boldsymbol{Z})$ are derived and given in Appendix I. So the corrections of the unknown parameters (the 3D coordinates of the object points) can then be estimated by least squares, i.e.,

$$
\begin{equation*}
\Delta x_{l}=\left(A_{l}^{t} W_{l} A_{l}\right)^{-I} A_{l}^{t} W_{l} b \tag{3.31}
\end{equation*}
$$

where $W_{l}$ is the weight matrix of the observations. The 3D coordinates of the object points are adjusted by
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$$
x_{I}=\left[\begin{array}{l}
X  \tag{3.32}\\
Y \\
Z
\end{array}\right]=\left[\begin{array}{l}
X^{0} \\
\boldsymbol{Y}^{0} \\
Z^{0}
\end{array}\right]+\Delta x_{I}
$$

The cofactor matrix of the estimated 3D coordinates is given by

$$
\begin{equation*}
Q_{x_{l}}=\left(A_{l}^{t} W_{l} A_{l}\right)^{-1} \tag{3.33}
\end{equation*}
$$

and the covariance matrix is

$$
\begin{equation*}
C_{x_{t}}=\hat{\sigma}_{\theta}^{2}\left(A_{I}^{t} W_{t} A_{I}\right)^{-1} \tag{3.34}
\end{equation*}
$$

where $\hat{\sigma}_{\theta}^{2}$ is the a posteriori reference variance of the observations.

### 3.2.3 Discussion

Which intersection method to use will depend upon whether speed or statistical rigour is more important (Atkinson, 1996). It is noticed that, due to the rearrangement of the collinearity equations, the minimisation of the least squares for the direct solution is no longer the sum of squares of residuals of the observations. The right hand side terms in equation (3.21) and (3.22) do not have a physical meaning. The iterative solution minimises the sum of squares of residuals of the observations on the image plane. So the iterative solution is statistically rigorous, but starting values are required. The starting values can be obtained by some other non-photogrammetric methods (e.g. surveying) or by the direct solution mentioned above.

If $m$ images are used for the intersection purpose, the number of observations is $2 m$ and the degrees of freedom are ( $2 m-3$ ). These numbers are much smaller than those in the bundle adjustment where a few thousand observations and several hundred unknown parameters are usual. So the results from the intersection are of low reliability compared
with the simultaneous bundle adjustment. Since the camera parameters are known and fixed, the spatial object points can be solved individually. Each time only three unknown parameters need to be solved. This is very efficient in terms of speed and memory.

### 3.3 Resection

Resection is a procedure of determining camera exterior parameters ( $\boldsymbol{X}_{L}, \boldsymbol{Y}_{L}, Z_{L}, \omega, \phi, \kappa$ ) with known spatial control points (Thompson 1975; Slama 1980; Atkinson 1996). Figure 3-5 illustrates the geometry of resection.


Figure 3-5 The geometry of the resection

Again the collinearity equations can be used for the camera resection purpose. A spatial point $P_{i}\left(X_{i}, Y_{i}, Z_{i}\right)$ with its image coordinates $p_{i}\left(x_{i}, y_{i}\right)$ measured on a camera will give rise to two collinearity equations. If three non-collinear object points are recorded on a camera and the 3D coordinates of these object points are known, the camera parameters can be determined uniquely by the corresponding collinearity equations. With more than three object points least squares methods are used for the best solution. These spatial object points are referred as spatial control points and their coordinates can be measured by some other non-photogrammetric methods. If enough spatial control points
are available and well distributed in the object space, the camera interior parameters (together with the camera exterior parameters) can also be estimated. As with intersection, two basic procedures can be used in camera resection, i.e., iterative solution and direct solution.

### 3.3.1 Iterative solution

The collinearity equations provide the basic functional model for space resection. Linearizing equations (3.7) by Taylor's expansion to the first order accuracy with the camera exterior parameters $\left(\boldsymbol{X}_{L}, \boldsymbol{Y}_{L}, Z_{L}, \omega, \phi, \kappa\right)$ as the variables gives

$$
\left\{\begin{array}{l}
\left(f_{i x}\right)^{0}+\left(\frac{\partial_{i x}}{\partial x_{2}}\right)^{0} \Delta x_{2}=0  \tag{3.35}\\
\left(f_{i y}\right)^{0}+\left(\frac{f_{i y}}{\partial x_{2}}\right)^{0} \Delta x_{2}=0 \\
\quad(\mathrm{i}=1,2, \ldots, n)
\end{array}\right.
$$

or

$$
\begin{equation*}
A_{2} \Delta x_{2}=b \tag{3.36}
\end{equation*}
$$

where

$$
\begin{align*}
& \Delta \boldsymbol{x}_{2}=\left[\begin{array}{c}
X_{L}-X_{L}^{0} \\
Y_{L}-Y_{L}^{0} \\
Z_{L}-Z_{L}^{0} \\
\omega-\omega^{0} \\
\phi-\phi^{0} \\
\kappa-\kappa^{0}
\end{array}\right]  \tag{3.37}\\
& \frac{\boldsymbol{\partial}_{i x}}{\partial \mathbf{x}_{2}}=\left[\begin{array}{llllll}
\frac{\mathscr{O}_{i x}}{\partial X_{L}} & \frac{\mathscr{f}_{i x}}{\partial Y_{L}} & \frac{\partial_{i x}}{\partial Z_{L}} & \frac{\partial_{i x}}{\partial \varpi} & \frac{\partial_{i x}}{\partial \phi} & \frac{\partial_{i x}}{\partial \kappa}
\end{array}\right] \tag{3.38}
\end{align*}
$$

$$
\begin{align*}
& \frac{\partial f_{i y}}{\partial x_{2}}=\left[\begin{array}{llllll}
\frac{\partial_{i y}}{\partial X_{L}} & \frac{\partial_{i y}}{\partial Y_{L}} & \frac{\partial f_{i y}}{\partial Z_{L}} & \frac{\partial f_{i y}}{\partial \omega} & \frac{\partial f_{i y}}{\partial \phi} & \frac{\partial_{i y}}{\partial \kappa}
\end{array}\right]  \tag{3.39}\\
& A_{2}=\left[\begin{array}{l}
\left(\frac{\partial f_{i x}}{\partial x_{2}}\right)^{0} \\
\left(\frac{\partial \partial_{i y}}{\partial x_{2}}\right)^{0}
\end{array}\right]_{2 n \times 6} \quad \text { and } \quad b=\left[\begin{array}{c}
-\left(f_{i x}\right)^{0} \\
-\left(f_{i y}\right)^{0}
\end{array}\right]_{2 n \times 1}
\end{align*}
$$

The partial derivatives with respect to the camera exterior parameters $\left(X_{L}, Y_{L}, Z_{L}, \omega, \phi\right.$, $\kappa$ ) are derived and given in Appendix I. The corrections of the camera parameters can then be estimated by least squares, i.e.,

$$
\begin{equation*}
\Delta x_{2}=\left(A_{2}^{t} W_{1} A_{2}\right)^{-1} A_{2}^{t} W_{l} b \tag{3.40}
\end{equation*}
$$

where $W_{l}$ is the weight matrix of the 2D observations. The adjusted camera exterior parameters are then obtained by

$$
\boldsymbol{x}_{2}=\left[\begin{array}{c}
X_{L}  \tag{3.41}\\
Y_{L} \\
Z_{L} \\
\omega \\
\phi \\
\kappa
\end{array}\right]=\left[\begin{array}{c}
X_{L}^{0} \\
Y_{L}^{0} \\
Z_{L}^{0} \\
\omega^{0} \\
\phi^{0} \\
\kappa^{0}
\end{array}\right]+\Delta \boldsymbol{x}_{2}
$$

The full cofactor matrix of the estimated camera exterior parameters is given by

$$
\begin{equation*}
Q_{x_{2}}=\left(A_{2}^{t} W_{l} A_{2}\right)^{-1} \tag{3.42}
\end{equation*}
$$

The iterative process requires starting values of the camera exterior parameters. Approximate values for the coordinates $\left(X_{L}, Y_{L}, Z_{L}\right)$ are relatively easy to obtain but not for the rotation angles $(\omega, \phi, \kappa)$. That makes the space resection method by the iterative process from the standard collinearity equations difficult to use without knowing the
starting values of the camera exterior parameters. Many efforts have been made to obtain the camera exterior parameters by the control points directly without any prior knowledge of the camera. Such approaches are termed closed solutions.

### 3.3.2 Closed solution (Direct solution)

Space resection by DLT is one of the well known direct methods which transforms the collinearity equations into the linear form to avoid the requirement for the starting values. The standard DLT equations include 11 parameters which are related to the six camera exterior parameters ( $X_{L}, Y_{L}, Z_{L}, \omega, \phi, \kappa$ ). The interior parameters can normally be ignored in the resection process. The standard DLT equations are:

$$
\left\{\begin{array}{l}
x=\frac{L_{1} X+L_{2} Y+L_{3} Z+L_{4}}{L_{9} X+L_{10} Y+L_{11} Z+1}  \tag{3.43}\\
y=\frac{L_{5} X+L_{6} Y+L_{7} Z+L_{8}}{L_{9} X+L_{10} Y+L_{11} Z+1}
\end{array}\right.
$$

Since there are 11 DLT parameters for each camera, a minimum of six control points are needed on the image to give 12 equations for the solution. Eq (3.43) can be transformed into linear form, i.e.,

$$
\left\{\begin{array}{l}
X L_{1}+Y L_{2}+Z L_{3}+L_{4}-x X L_{9}-x Y L_{10}-x Z L_{11}=x  \tag{3.44}\\
X L_{5}+Y L_{6}+Z L_{7}+L_{8}-y X L_{9}-y Y L_{10}-y Z L_{11}=y
\end{array}\right.
$$

These equations can be solved directly by linear least squares estimation. One of the problems with the standard DLT method is that certain conditions are required for the spatial control points (Karara 1989). If they are in plane, the traditional DLT method will fail. Another disadvantage is that at least six spatial control points are required. This may not be convenient in some situations. To avoid these deficiencies, a two dimensional DLT method can be used (Shih 1988). Only four control targets are required this time and they are required to be in the same plane. This is a good complement to the traditional DLT method. If more than six spatial control points are
available and they have sufficient depth difference, the traditional DLT method can be used. Otherwise, the 2D DLT method will still give a satisfactory solution. This method is discussed here.

In the space resection process, if the control points are supposed to be in the same plane, their Z coordinates can be considered as zero. The terms including Z in Eq (3.11) will disappear. Only X and Y coordinates are required for these control points. The 11 DLT parameters will be reduced to 8 , from which camera exterior parameters can still be derived. The improved 2D DLT equations are expressed as

$$
\left\{\begin{array}{l}
x=c \frac{L_{1} X+L_{2} Y+L_{3}}{L_{7} X+L_{8} Y+1}  \tag{3.45}\\
y=c \frac{L_{4} X+L_{5} Y+L_{6}}{L_{7} X+L_{8} Y+1}
\end{array}\right.
$$

in which

$$
\begin{align*}
& L_{1}=m_{11} / L \quad L_{2}=m_{12} / L  \tag{3.46a,b}\\
& L_{3}=-\left(m_{11} X_{L}+m_{12} Y_{L}+m_{13} Z_{L}\right) / L  \tag{3.46c}\\
& L_{4}=m_{21} / L \quad L_{5}=m_{22} / L  \tag{3.46d,e}\\
& L_{6}=-\left(m_{21} X_{L}+m_{22} Y_{L}+m_{23} Z_{L}\right) / L  \tag{3.46f}\\
& L_{7}=m_{31} / L \quad L_{8}=m_{32} / L  \tag{3.46~g,~h}\\
& L=-\left(m_{31} X_{L}+m_{32} Y_{L}+m_{33} Z_{L}\right) \tag{3.46i}
\end{align*}
$$

The 8 DLT parameters can be solved directly by transforming Eq (3.45) into the linear form as

$$
\left\{\begin{array}{l}
X L_{1}+Y L_{2}+L_{3}-x X L_{7}-x Y L_{8}=x  \tag{3.47}\\
X L_{4}+Y L_{5}+L_{6}-y X L_{7}-y Y L_{8}=y
\end{array}\right.
$$

To solve for the 8 DLT parameters in above equations, a minimum of four control points are needed to give at least eight linear equations. If more than four control points are available, the linear least square estimation is used for the best solution.

Since the 9 rotation parameters $m_{11}$ to $m_{33}$ compose a orthogonal matrix, the following conditions hold,

$$
\begin{align*}
& m_{11}{ }^{2}+m_{21}{ }^{2}+m_{31}{ }^{2}=1 \\
& m_{12}{ }^{2}+m_{22}{ }^{2}+m_{32}{ }^{2}=1  \tag{3.48}\\
& m_{13}{ }^{2}+m_{23}{ }^{2}+m_{33}{ }^{2}=1
\end{align*}
$$

So $L$ can be solved as

$$
\begin{equation*}
L= \pm 1 / \sqrt{L_{1}^{2}+L_{4}^{2}+L_{7}{ }^{2}} \tag{3.49}
\end{equation*}
$$

or

$$
\begin{equation*}
L= \pm 1 / \sqrt{L_{2}{ }^{2}+L_{s}{ }^{2}+L_{s}{ }^{2}} \tag{3.50}
\end{equation*}
$$

Camera rotation parameters ( $\omega, \varphi, \kappa$ ) can then be determined by

$$
\left\{\begin{array}{l}
\phi=\arcsin \left(L L_{7}\right)  \tag{3.51}\\
\omega=-\arcsin \left(L L_{8} / \cos \phi\right) \\
\kappa=-\arcsin \left(L L_{4} / \cos \phi\right)
\end{array}\right.
$$

and camera positions ( $X_{L}, Y_{L}, Z_{L}$ ) can be determined by

$$
\left[\begin{array}{c}
X_{L}  \tag{3.52}\\
Y_{L} \\
Z_{L}
\end{array}\right]=-\left[\begin{array}{lll}
m_{11} & m_{12} & m_{13} \\
m_{21} & m_{22} & m_{23} \\
m_{31} & m_{32} & m_{33}
\end{array}\right]^{-1}\left[\begin{array}{c}
L L_{3} \\
L L_{6} \\
L
\end{array}\right]
$$

In the procedure of space resection by direct solution accuracy is not the main consideration and camera interior parameters can be ignored (such as the principal point offset $\Delta x_{p}, \Delta y_{p}$ ) or fixed (such as principal distance $c$ ) at this stage.

### 3.3.3 Discussion

The two different methods used in the resection will give different results. The difference may not be significant. But theoretically the iterative method is a rigorous least squares process since the sum of squares of residuals is minimised on the camera image plane (observations), while the direct solution does not achieve this. However the direct solution does not need starting values which the iterative solution requires. A good combination could be using direct solution first to obtain the starting values the camera exterior parameters and then further adjusted with the iterative process.

If both the camera parameters and the 3D coordinates of the object points are unknown, they can be treated as variables at the same time in the collinearity equations and solved simultaneously provided that enough observations are available. That leads to the well known bundle adjustment.

### 3.4 The bundle adjustment

The bundle adjustment, developed by D.C. Brown in the 1960's has been widely used in the aerotrianglation and self-calibration of the systematic errors which led to substantial improvements in accuracies of aerotrianglation and mapping (Brown 1976). It has also been widely used in the close range industrial photogrammetry (Granshaw 1980; Karara 1989; Fraser 1992; Atkinson 1996) and has been found to be a powerful tool in the high accuracy 3D measurement. Figure 3-6 illustrates the geometric network of the bundle adjustment.

## Cameras



Object points

Figure 3-6 The geometric network of the bundle adjustment

Supposing $m$ cameras are used to measure $n$ object points. If all of these object points appear on all of the cameras, there will be totally $2 m n$ equations and ( $3 n+6 m$ ) unknown parameters to be solved (provided that the camera interior parameters are fixed). The number of equations $2 m n$ is usually much larger than the number of unknown parameters $(3 n+6 m)$. So these unknown parameters can be solved simultaneously. The collinearity equations (3.7) can generally be expressed as

$$
\begin{equation*}
f\left(x_{1}, x_{2}, I\right)=0 \tag{3.53}
\end{equation*}
$$

in which
$\boldsymbol{x}_{\boldsymbol{I}}=\left(X_{1}, Y_{1}, Z_{1}, X_{2}, Y_{2}, Z_{2}, \cdots, X_{n}, Y_{n}, Z_{n}\right)$
is a vector of the 3D coordinates of the object points,
$x_{2}=\left(X_{l 1}, Y_{L 1}, Z_{L 1}, \omega_{1}, \phi_{1}, \kappa_{1}, X_{l 2}, Y_{L 2}, Z_{L 2}, \omega_{2}, \phi_{2}, \kappa_{2}, \cdots, X_{I m}, Y_{l m}, Z_{I m}, \omega_{m}, \phi_{m}, \kappa_{m}\right)$
is a vector of the camera exterior parameters, and
$\boldsymbol{I}=\left(x_{11}, y_{11}, \cdots, x_{1 n}, y_{1 n}, \cdots \cdots, x_{m 1}, y_{m 1}, \cdots, x_{m m}, y_{m n}\right)$
is a vector of the measured image coordinates (2D observations).

The linearized functional model may be written as

$$
\left[\begin{array}{ll}
A_{1} & A_{2}
\end{array}\right]\left[\begin{array}{l}
\Delta x_{1}  \tag{3.54}\\
\Delta x_{2}
\end{array}\right]=b
$$

or

$$
\begin{equation*}
A \Delta x=b \tag{3.55}
\end{equation*}
$$

in which

$$
\begin{equation*}
A_{I}=\frac{\partial f}{\partial x_{1}} \tag{3.56}
\end{equation*}
$$

is a $2 m n \times 3 n$ submatrix derived in section 3.2 , and

$$
\begin{equation*}
A_{2}=\frac{\partial f}{\partial x_{2}} \tag{3.57}
\end{equation*}
$$

is a $2 m n \times 6 m$ submatrix derived in section 3.3.

The unknown parameters can then be estimated by the simultaneous least squares estimation provided that the number of observations is equal to, or more than, that of the unknown parameters and the starting values of these parameters are known. The corrections to the parameters are estimated by

$$
\begin{align*}
\Delta x & =\left(A^{t} W_{l} A\right)^{-1} A^{t} W_{l} b  \tag{3.58}\\
& =N^{-1} A^{t} W_{l} b
\end{align*}
$$

in which

$$
\begin{align*}
N & =\left[\begin{array}{ll}
A_{l}^{t} W_{l} A_{1} & A_{1}^{t} W_{l} A_{2} \\
A_{2}^{t} W_{l} & A_{1} \\
A_{2}^{t} W_{l} & A_{2}
\end{array}\right] \\
& =\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right] \tag{3.59}
\end{align*}
$$

Because of the special structure of the design matrix $A$, the structures of the matrices $A_{11}$ and $A_{22}$ are very special. Figure 3-7 illustrates the structures of the matrices $A, A_{I I}$ and $A_{22}$.


Figure 3-7
(a) The structure of the design matrix $A\left(A_{1}\right.$ and $\left.A_{2}\right)$
(b) The structure of $A_{\| l}$
(c) The structure of $A_{22}$

The small blocks in $\boldsymbol{A}_{\boldsymbol{l}}$ are $2 \times 3$ matrices and the big blocks in $\boldsymbol{A}_{\boldsymbol{2}}$ are $2 n \times 6$ matrices. Both $\boldsymbol{A}_{11}$ and $\boldsymbol{A}_{22}$ are block diagonal matrices. The size of the blocks in $\boldsymbol{A}_{1 l}$ is $3 \times 3$ and The size of the blocks in $A_{22}$ is $6 \times 6$.

The submatrices in $A_{12}$ are formed by the products of the transposes of the small blocks (size of $2 \times 3$ ) in $\boldsymbol{A}_{I}$ and their corresponding blocks (size of $2 \times 6$ ) in $\boldsymbol{A}_{2}$. If an object point does not appear on a particular image, the corresponding submatrix (size of $3 \times 6$ ) in $A_{12}$ is null. This is the usual case in aerial photogrammetry which makes $A_{12}$ regular and advantages can be taken from this fact (Brown 1976). But in close range photogrammetry, most of the object points appear on all the images. Matrices $\boldsymbol{A}_{12}$ and $A_{21}$ are almost full. Not much can be done about this.

The least squares adjustment of the unknown parameters requires a series of matrix processes. The most difficult work in terms of speed and memory is to derive the inverse of the coefficient matrix $N$. The size of $N$ could easily be hundreds or even thousands in close range photogrammetry. It is very expensive for a computer to calculate the inverse of such a big matrix. However, because of its special structure advantage can be taken when calculating the inverse of the matrix $N$. One of the methods is inversion by partitioning (Frank Ayres 1962, Brown 1976, Granshaw 1980), which gives

$$
\begin{align*}
N^{-1} & =\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]^{-1}  \tag{3.60}\\
& =\left[\begin{array}{ll}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{array}\right]
\end{align*}
$$

in which

$$
\left\{\begin{array}{l}
B_{11}=A_{11}^{-1}+A_{11}^{-1} A_{12} K^{-1} A_{21} A_{11}^{-l}  \tag{3.61}\\
B_{12}=-A_{11}^{-l} A_{12} K^{-1} \\
B_{12}=B_{21}^{\prime} \\
B_{22}=K^{-1}
\end{array}\right.
$$

and

$$
\begin{equation*}
K=A_{22}-A_{2 I} A_{I I}^{-1} A_{12} \tag{3.62}
\end{equation*}
$$

Since $\boldsymbol{A}_{11}$ is a block diagonal matrix, its inverse can be computed by inverting $n 3 \times 3$ small matrices, which provides a big saving of time and memory. Matrix $\boldsymbol{K}$ is generally full with a size of $6 m \times 6 m$. Therefore the inverse of $K$ becomes the main cost of processing the matrices.

An alternative to calculating the inverse of $N$ is to calculate the $B$ matrices by

$$
\left\{\begin{array}{l}
\boldsymbol{B}_{11}=\boldsymbol{K}^{-1}  \tag{3.63}\\
\boldsymbol{B}_{12}=-K^{-1} A_{12} A_{22}^{-1} \\
\boldsymbol{B}_{21}=\boldsymbol{B}_{12}^{t} \\
\boldsymbol{B}_{22}=A_{22}^{-1}+A_{22}^{-1} A_{21} K^{-1} A_{12} A_{22}^{-1}
\end{array}\right.
$$

and

$$
\begin{equation*}
K=A_{I l}-A_{12} A_{22}^{-1} A_{2 I} \tag{3.64}
\end{equation*}
$$

This time the inverse of $\boldsymbol{A}_{22}$ can easily be obtained by computing the inverse of a series of $6 \times 6$ small matrices. However the size of $K$ is $3 n \times 3 n$ and the matrix is generally full, hence the inverse of $\boldsymbol{K}$ could be very expensive to calculate since $3 n$ is normally much larger than 6 m in close range photogrammetry (e.g. when 5 images are taken to measure 100 object points). But it could be possible that $6 m$ is larger than $3 n$ in some special cases such as when hundreds of images are taken to measure only a few object points. In this case Eq (3.63) and (3.64) are more suitable for calculating the inverse of $N$.

In real 3D measurement applications, the coordinates of the object points $x_{l}$ are more important than the camera parameters $\boldsymbol{x}_{2}$. The corrections of $\boldsymbol{x}_{1}$ can be obtained by

$$
\begin{align*}
\Delta x_{l} & =\left[\begin{array}{ll}
B_{I I} & B_{I 2}
\end{array}\right]\left[\begin{array}{c}
A_{l}^{t} \\
A_{2}^{t}
\end{array}\right] W_{l} b  \tag{3.65}\\
& =\left(B_{I I} A_{l}^{t}+B_{I 2} A_{2}^{t}\right) W_{l} b
\end{align*}
$$

and the cofactor matrix of the estimated coordinates is given by

$$
\begin{align*}
Q_{x_{1}} & =\left(B_{11} A_{1}^{t}+B_{12} A_{2}^{t}\right) W_{1} Q_{b}\left(\left(B_{11} A_{1}^{t}+B_{12} A_{2}^{t}\right) W_{l}\right)^{t} \\
& =\left(B_{11} A_{1}^{t}+B_{12} A_{2}^{t}\right) W_{1}\left(A_{1} B_{11}+A_{2} B_{21}\right)  \tag{3.66}\\
& =B_{1 I} A_{11} B_{11}+B_{I I} A_{12} B_{21}+B_{12} A_{21} B_{11}+B_{12} A_{22} B_{21}
\end{align*}
$$

The computational complexity of the last three terms is directly proportional to $6 m \times(3 n)^{2}$ provided that the right order is applied when products of matrices are calculated. The computational complexity of the first term is directly proportional to $(3 n)^{3}$ if the products of the matrices are calculated directly. This is normally too expensive. The complexity can be reduced to $6 m \times(3 n)^{2}$ when $\boldsymbol{B}_{11}$ is replaced by Eq (3.61) and the right order is considered.

The full cofactor (covariance) matrix is necessary during the network design stage which gives not only the standard deviations of the estimated parameters but also the correlations between them. However, in many cases only the standard deviations of the estimated parameters are of interest. These are obtained from the diagonal elements of the covariance matrix which can be approximately estimated by the inverse of $\boldsymbol{A}_{I I}$ and are easy to calculate since $A_{I l}$ is a block diagonal matrix. Simulation tests show that this approximation is good enough for a strong network.

### 3.5 Bundle adjustment with constraints

The foregoing discussion of the bundle adjustment is based on the assumption that the coefficient matrix $N$ is non-singular. However, photogrammetric observations are obtained from images which do not include any information in the object space to define a datum. If control points are involved in the bundle adjustment the datum problem may be solved. Otherwise constraints must be applied to remove the rank defects of $N$ and make it possible to estimate the unknown parameters. Inner constraints are often used for the unbiased free network adjustment. Inner constraints can be applied to the object points or to the camera exterior parameters, or to both.

### 3.5.1 Inner constrains on the object points

When inner constraints are applied to the 3D coordinates of all the object points and treated as additional observations, the extended observation equations can be written as

$$
\left[\begin{array}{cc}
A_{1} & A_{2}  \tag{3.67}\\
G_{1} & 0
\end{array}\right]\left[\begin{array}{l}
\Delta x_{1} \\
\Delta x_{2}
\end{array}\right]=\left[\begin{array}{l}
b \\
0
\end{array}\right]
$$

or

$$
\begin{equation*}
A_{g_{i}} \Delta x=b_{g_{i}} \tag{3.68}
\end{equation*}
$$

where $\boldsymbol{G}_{\boldsymbol{I}}$ is a $7 \times 3 n$ matrix which has been given in section 2.8.1. By applying inner constraints the unknown parameters can then be estimated. Noting that the last seven equations must be satisfied exactly, i.e., the residuals are zero, the unknown parameters are estimated by normal least square adjustment, i.e.,

$$
\begin{equation*}
\Delta x=\left(A_{g_{l}}^{t} W_{g_{I}} A_{g_{1}}\right)^{-1} A_{g_{I}}^{t} W_{g_{l}} b_{g_{l}} \tag{3.69}
\end{equation*}
$$

in which

$$
W_{g_{t}}=\left[\begin{array}{ll}
W_{l} &  \tag{3.70}\\
& I_{7 \times 7}
\end{array}\right]
$$

Therefore

$$
\Delta x=\left[\begin{array}{cc}
A_{l}^{t} W_{l} A_{l}+G_{l}^{t} G_{l} & A_{l}^{t} W_{l} A_{2}  \tag{3.71}\\
A_{2}^{t} W_{l} A_{l} & A_{2}^{t} W_{l} A_{2}
\end{array}\right]^{-1}\left[\begin{array}{cc}
A_{l}^{t} & G_{I}^{t} \\
A_{2}^{t} & 0
\end{array}\right]\left[\begin{array}{cc}
W_{l} & \\
& I_{7 \times 7}
\end{array}\right]\left[\begin{array}{l}
b \\
0
\end{array}\right]
$$

$$
\begin{aligned}
& =\left[\begin{array}{ccc}
A_{11}+G_{I}^{t} G_{1} & A_{12} \\
& A_{2 l} & A_{22}
\end{array}\right]^{-1}\left[\begin{array}{cc}
A_{1}^{t} W_{l} G_{l}^{t} \\
A_{2}^{t} W_{l} & 0
\end{array}\right]\left[\begin{array}{l}
b \\
0
\end{array}\right] \\
& =\left[\begin{array}{ll}
A_{11}^{\prime} & A_{12} \\
A_{2 l} & A_{22}
\end{array}\right]^{-1}\left[\begin{array}{c}
A_{1}^{t} \\
A_{2}^{t}
\end{array} W_{l} b\right. \\
& =N_{g_{1}}^{-l} A^{t} W_{l} b
\end{aligned}
$$

With $\boldsymbol{G}_{I}^{t} \boldsymbol{G}_{I}$ added to $\boldsymbol{A}_{I I}, N_{g_{l}}$ becomes non-singular. The same procedures can then be carried out as discussed in section 3.4 to obtain the adjusted 3D coordinates of the object points and the cofactor matrix. But this time the computing of the inverse of $\boldsymbol{A}_{H I}^{\prime}$ is more difficult since the special structure of $\boldsymbol{A}_{1 I}$ (a block diagonal matrix) is spoiled due to the addition of $\boldsymbol{G}_{I}^{t} \boldsymbol{G}_{\boldsymbol{I}}$.

### 3.5.2 Inner constraints on the camera exterior parameters

Inner constraints can also be applied to the positions $\left(X_{L}, Y_{L}, Z_{L}\right)$ of all the cameras and treated as additional observations. The extended observation equations may be written as

$$
\left[\begin{array}{cc}
A_{1} & A_{2}  \tag{3.72}\\
0 & G_{2}
\end{array}\right]\left[\begin{array}{l}
\Delta x_{1} \\
\Delta x_{2}
\end{array}\right]=\left[\begin{array}{l}
b \\
0
\end{array}\right]
$$

or

$$
\begin{equation*}
A_{g_{2}} \Delta x=b_{g_{2}} \tag{3.73}
\end{equation*}
$$

where $G_{2}$ is a $7 \times 6 \mathrm{~m}$ matrix and is given by

$$
\boldsymbol{G}_{2}=\left[\begin{array}{cccccccccc}
1 & 0 & 0 & 1 & 0 & 0 & \cdots & 1 & 0 & 0  \tag{3.74}\\
0 & 1 & 0 & 0 & 1 & 0 & \cdots & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & \cdots & 0 & 0 & 1 \\
0 & Z_{L 1} & -\boldsymbol{Y}_{L 1} & 0_{7 \times 3} & 0 & Z_{L 2} & -\boldsymbol{Y}_{L 2} & \boldsymbol{O}_{7 \times 3} & \cdots & 0 \\
\boldsymbol{Z}_{L m} & -\boldsymbol{Y}_{L m} & \boldsymbol{O}_{7 \times 3} \\
-\boldsymbol{Z}_{L 1} & 0 & X_{L 1} & -\boldsymbol{Z}_{L 2} & 0 & \boldsymbol{X}_{L 2} & \cdots & -\boldsymbol{Z}_{L m} & 0 & \boldsymbol{X}_{L m} \\
\boldsymbol{Y}_{L 1} & -X_{L 1} & 0 & \boldsymbol{Y}_{L 2} & -X_{L 2} & 0 & \cdots & \boldsymbol{Y}_{L m} & -\boldsymbol{X}_{L m} & 0 \\
\boldsymbol{X}_{L 1} & \boldsymbol{Y}_{L 1} & \boldsymbol{Z}_{L 1} & X_{L 2} & \boldsymbol{Y}_{L 2} & \boldsymbol{Z}_{L 2} & \cdots & \boldsymbol{X}_{L m} & \boldsymbol{Y}_{L m} & \boldsymbol{Z}_{L m}
\end{array}\right]
$$

The $0_{\mathrm{s}}$ in $\boldsymbol{G}_{2}$ are submatrices with a size of $7 \times 3$, which means the corresponding elements concerning camera rotational parameters are zero. By applying inner constraints to the positions of the cameras the unknown parameters can now be estimated. Again the last seven equations must be satisfied exactly, i.e., the residuals are zero, the unknown parameters are estimated by normal least squares adjustment, i.e.,

$$
\begin{equation*}
\Delta x=\left(A_{g_{2}}^{t} W_{g_{2}} A_{g_{2}}\right)^{-1} A_{g_{2}}^{t} W_{g_{2}} b_{g_{2}} \tag{3.75}
\end{equation*}
$$

in which $\boldsymbol{W}_{g_{2}}$ has the same format as $\boldsymbol{W}_{g_{1}}$ given by (3.70). So

$$
\begin{align*}
\Delta x & =\left[\begin{array}{cc}
A_{1}^{t} W_{1} A_{1} & A_{l}^{t} W_{l} A_{2} \\
A_{2}^{\prime} W_{1} A_{1} & A_{2}^{t} W_{l} A_{2}+G_{2}^{t} G_{2}
\end{array}\right]^{-1}\left[\begin{array}{cc}
A_{l}^{t} & 0 \\
A_{2}^{t} & G_{2}^{t}
\end{array}\right]\left[\begin{array}{cc}
W_{1} & \\
& I_{7 \times 7}
\end{array}\right]\left[\begin{array}{c}
b \\
0
\end{array}\right]  \tag{3.76}\\
& =\left[\begin{array}{cc}
A_{1 l} & A_{12} \\
A_{2 l} & A_{22}+G_{2}^{t} G_{2}
\end{array}\right]^{-1}\left[\begin{array}{cc}
A_{1}^{t} W_{1} & 0 \\
A_{2}^{t} W_{l} & G_{2}^{t}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{b} \\
0
\end{array}\right] \\
& =\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{2 l} & A_{22}^{\prime}
\end{array}\right]^{-1}\left[\begin{array}{l}
A_{1}^{t} \\
A_{2}^{t}
\end{array}\right] W_{l} b \\
& =N_{b_{2}}^{-1} A^{t} W_{l} b
\end{align*}
$$

The addition of $G_{2}^{t} \boldsymbol{G}_{2}$ to $A_{22}$ removes the rank defects of $N_{g_{2}}$ and makes it non-singular. The adjusted 3D coordinates of the object points can then be obtained. Since the structure of $A_{l l}$ remains unchanged, it is still a block diagonal matrix, the inverse of $N_{g_{2}}$ can be calculated by partitioning via Eq (3.61) and (3.62).

### 3.5.3 Discussion

Inner constraints can be applied in the bundle adjustment to remove the rank defects of the design matrix, so the unknown parameters can be estimated. The datum is defined by the starting values. Because the starting values are arbitrary, the estimated results are in an arbitrary datum. Different starting values lead to different results. But they are equivalent in the sense of least squares and the shape of the object remains unchanged.

With the additional seven constraint equations, the total number of equations used for the $(3 n+6 m)$ parameters is $(2 m n+7)$. The following conditions must be satisfied to enable the bundle adjustment to work, i.e.,

$$
\begin{equation*}
2 m n+7 \geq 3 n+6 m \tag{3.77}
\end{equation*}
$$

which gives

$$
\begin{equation*}
n \geq 3+\frac{2}{2 m-3} \tag{3.78a}
\end{equation*}
$$

and

$$
\begin{equation*}
m \geq 1.5+\frac{1}{n-3} \tag{3.78b}
\end{equation*}
$$

This means that minimum of four object points are required generally (when $m \geq 3$ ) and minimum of five object points are needed if only two photographs are used, and minimum of two cameras are required generally (when $n \geq 5$ ) and minimum of three cameras are needed if only four object points are involved. Figure 3-8 illustrates the feasible area (in which the unknown parameters can be solved) of the bundle adjustment.
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Figure 3-8 Feasible area of the bundle adjustment when applying inner constraints

But actually three object points are enough to determine the camera parameters (exterior parameters) provided that they all appear on the camera image plane and two images are adequate to solve the 3D coordinates of the object points. That implies enough information has been given to determine the unknown parameters with three object points and two cameras. But why can not these parameters be solved simultaneously by the bundle adjustment with inner constraints? Perhaps seven constraints are not enough.

When inner constraints are applied, the special structure of $\boldsymbol{A}_{11}$ or $\boldsymbol{A}_{22}$ is spoiled. This may make the computation of the inverse of the coefficient matrix $N$ more complicated. An alternative method is to treat the coordinates of all object points as weighted observations which will keep $A_{11}$ and $A_{22}$ their special structure and take the advantages of the inverse by partitioning. This technique is termed the unified bundle adjustment.

### 3.6 The unified bundle adjustment

As mentioned in Chapter 2, in the unified least squares adjustment all the unknown parameters are treated as weighted observations. In the photogrammetric bundle adjustment these parameters are divided into two parts, the coordinates of the object points $\boldsymbol{x}_{\boldsymbol{l}}$ and the camera parameters $\boldsymbol{x}_{2}$. The weighted observations can be applied to the
object points or to the camera parameters. They can also be applied to object points and the camera parameters at the same time. But this is normally not necessary.

If the coordinates of the object points are treated as the observations, the additional observation equations are

$$
\begin{equation*}
x_{1}=x_{1}^{0} \tag{3.79}
\end{equation*}
$$

with associated weight matrix $\boldsymbol{W}_{g}$. Since the coordinates of the object points are not measured beforehand they are treated as pseudo-observations. $x_{l}^{0}$ will be the starting values and a unique weight $g$ will be assigned to them. So the weight matrix is $g I$, where $I$ is a $3 n \times 3 n$ unit matrix. After linearization $\mathrm{Eq}(3.79)$ becomes

$$
\begin{equation*}
\Delta x_{l}=b_{g} \tag{3.80}
\end{equation*}
$$

Therefore the extended observation equations are expressed as

$$
\left[\begin{array}{cc}
A_{1} & A_{2}  \tag{3.81}\\
I & 0
\end{array}\right]\left[\begin{array}{l}
\Delta x_{1} \\
\Delta x_{2}
\end{array}\right]=\left[\begin{array}{c}
b \\
b_{g}
\end{array}\right]
$$

or

$$
\begin{equation*}
A_{u} \Delta x=b_{u} \tag{3.82}
\end{equation*}
$$

The unknown parameters are estimated by

$$
\begin{equation*}
\Delta x=\left(A_{u}^{\prime} W_{u} A_{u}\right)^{-1} A_{u} W_{u} b_{u} \tag{3.83}
\end{equation*}
$$

where

$$
W_{w}=\left[\begin{array}{ll}
W_{1} &  \tag{3.84}\\
& g I
\end{array}\right]
$$

So

$$
\begin{align*}
\Delta x & =\left[\begin{array}{cc}
\boldsymbol{A}_{1}^{t} \boldsymbol{W}_{l} A_{1}+g \boldsymbol{I} & \boldsymbol{A}_{1}^{t} \boldsymbol{W}_{l} \boldsymbol{A}_{2} \\
\boldsymbol{A}_{2}^{t} \boldsymbol{W}_{l} \boldsymbol{A}_{1} & \boldsymbol{A}_{2}^{t} \boldsymbol{W}_{l} \boldsymbol{A}_{2}
\end{array}\right]^{-1}\left[\begin{array}{ll}
\boldsymbol{A}_{1}^{t} \boldsymbol{I} \\
\boldsymbol{A}_{2}^{t} & 0
\end{array}\right]\left[\begin{array}{ll}
\boldsymbol{W}_{l} & \\
& g I
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{b} \\
\boldsymbol{b}_{g}
\end{array}\right]  \tag{3.85}\\
& =\left[\begin{array}{cc}
A_{11}+g \boldsymbol{I} & A_{12} \\
A_{21} & \boldsymbol{A}_{22}
\end{array}\right]^{-1}\left[\begin{array}{l}
\boldsymbol{A}_{1}^{t} \\
\boldsymbol{A}_{2}^{t}
\end{array} \boldsymbol{W}_{l} \boldsymbol{b}\right. \\
& =N_{u}^{-1} \boldsymbol{A}^{t} W_{l} b
\end{align*}
$$

The addition of $g I$ to $A_{I I}$ removes the column rank defects of $N$ and makes $N_{u}$ nonsingular. Since $g I$ is a diagonal matrix, the structure of $A_{l l}$ remains unchanged. The inverse of $N_{u}$ can easily be calculated by partitioning from Eq (3.61). The cofactor matrix of $\boldsymbol{x}_{1}$ is obtained by Eq (3.66).

In the unified bundle adjustment, the weight factor $g$ plays an important role. If $g$ is assigned a big value, the parameters will be tied on their starting values, more iterations are required during the adjustment process and the results will be affected by these pseudo-observations, which is obviously not expected in the unified bundle adjustment. When $g$ approaches infinity, the parameters will not be allowed to be adjusted at all. On the other hand if $g$ is very small and approaches zero, which means the pseudoobservations are given a very large variance, the parameters are allowed to be adjusted freely by the real observations. It then becomes a free network adjustment. This is what is expected. But $g$ cannot be zero. Otherwise $N_{u}$ will be singular. Theoretically the smaller $g$ is the better. But practically $g$ cannot be too small to make $N_{u}$ ill-conditioned otherwise the inverse of $N_{u}$ is unobtainable numerically due to the limitation of the computers.

Simulation tests show when an appropriate $g$ (it is available in a very large range) is assigned the unified bundle adjustment will give numerically the same results as that obtained from the traditional bundle adjustment with inner constraints. However, the computational procedures are simplified and the speed is increased significantly.

With the unified bundle adjustment rank defects of the design matrix are removed. The datum is defined by the starting values of coordinates of the object points as in the
bundle adjustment with inner constraints. With additional $3 n$ pseudo-observations, the total number of the observation equations is $2 m n+3 n$, the inequality (3.77) becomes

$$
\begin{equation*}
2 m n+3 n \geq 3 n+6 m \tag{3.86}
\end{equation*}
$$

which gives

$$
\begin{equation*}
n \geq 3 \text { and } m \geq 1 \tag{3.87}
\end{equation*}
$$

This means that three is the minimum number of object points required for the unified bundle adjustment no matter how many cameras are used. This reflects the real situation of the simultaneous bundle adjustment. Figure 3-9 illustrates the feasible area of the unified bundle adjustment.


Figure 3-9 Feasible area of the unified bundle adjustment

### 3.7 Summary of the chapter

Close range photogrammetric 3D measurements are based upon image observations. The purpose is to obtain 3D coordinates of object points. The collinearity equations provide the basic functional model in close range photogrammetry which establish the relationship between the 2D image observations and the 3D coordinates to be estimated. The DLT is a modified model from the collinearity equations which encompasses some camera interior parameters in the 11 DLT parameters without additional consideration.

Once a functional model is defined, the least squares method can be used to estimate the unknown parameters from the known observations. Spatial control points may be required to define a datum and initialise camera exterior parameters. Resection is normally the first step to obtain the camera exterior parameters. It is usually followed by intersection to compute the 3D coordinates of the object points. This procedure provides the easiest method of 3D measurement, especially when the DLT model is used. However the results provided by this method are not likely to be precise. The precision of the estimated results is influenced not only by the 2D image observations but also by the control points. Furthermore when the unknown parameters are estimated by direct solution, rather than iterative solution, the least squares process is not applied to the sum of the squares of the residuals on the image planes (observations) and the precision of the estimated results cannot be evaluated. Therefore this method is not considered to be rigorous. The results may be used as the starting values of the bundle adjustment, a rigorous least squares estimation process.

In the bundle adjustment, the 3D coordinates of the object points and the camera parameters are all treated as unknowns. Least squares adjustment will adjust these unknown parameters according to the image observations. Constraints are required in the bundle adjustment to remove the rank defects of the design matrix; otherwise the unknown parameters are not estimable. Inner constraints are usually applied in the bundle adjustment for the free network solution. It is normal to apply inner constraints on the object points. In this case the full matrix $A_{11}^{\prime}$ (originally a block diagonal matrix) makes the computation process very expensive. However, the full covariance of the 3D
coordinates is available. Constraints can also be applied to the camera exterior parameters (positions only). It is useful when $6 m$ is less than $3 n$, which is usual in close range photogrammetry, to save computation time. But the full covariance matrix of the 3D coordinates may not be available. The results from the inner constrained bundle adjustment are in an arbitrary coordinate system. A coordinate transformation may be required to relate the results to a given coordinate system. With spatial control points involved in the bundle adjustment, a datum can be defined properly and the results will be related to the controls. But the precision of the estimated results will be influenced by the controls. It is possible to include high precision controls to enhance the bundle adjustment results. However, it is often the case in close range photogrammetry that the precision of the controls may not be as good as that of the image observations. Therefore the results may be biased by the controls.

The structure of the coefficient matrix in the photogrammetric bundle adjustment is very special. Advantages can be taken by partitioning when calculating the inverse of the coefficient matrix. However with the inner constrained bundle adjustment the special structures of the matrices $A_{11}$ and $A_{22}$ are changed. The unified bundle adjustment is a method which can solve the problem. In the unified bundle adjustment, the 3D coordinates are treated as pseudo-observations with a small weight. In this way the datum is defined by the starting values of the 3D coordinates and the structure of the matrices $A_{11}$ and $A_{22}$ remain unchanged. When the weight of the pseudo-observations is small enough, its influence can be ignored. Therefore it is a free network adjustment process. The unified bundle adjustment method will give numerically the same results as the normal bundle adjustment with inner constraints, but with a significant saving of computation time.

The bundle adjustment is a simultaneous least squares process which is very expensive in terms of time and memory. But it is rigorous and the full covariance matrix is provided at the same time. If time and memory are not a concern, the bundle adjustment will provide satisfactory results. However, in the era of digital photogrammetry, when real-time 3D measurement is considered, more efficient methods have to be developed.

## Chapter 4

## Separate Least Squares Estimation

In Chapter 2, several methods of least squares were discussed. These methods have been widely used in surveying and photogrammetry for different purposes. However as far as speed is concern none of them are capable of dealing with real-time applications in close range photogrammetry. In this chapter an alternative method of least square estimation -- separate least squares estimation -- is introduced.

### 4.1 Introduction

To introduce the method of the separate least squares estimation, let us first consider a set of linear equations with two variables

$$
\left\{\begin{array}{l}
2 x+y=3  \tag{4.1}\\
x-3 y=-2
\end{array}\right.
$$

The equations can be solved simultaneously by computing the inverse of the coefficient matrix (if it exists). Alternatively, the equations can be solved iteratively using the Jacobi method or the Gauss-Seidel method. Both methods are conditionally convergent as discussed in Chapter 2. In the Jacobi method and the Gauss-Seidel method, only one equation is used each time and one variable is solved (the other variable is considered as constant). Table 4-1 lists the iterative solution of $\boldsymbol{x}$ and $\boldsymbol{y}$ by the Gauss-Seidel method with $(x, y)=(0,0)$ as the starting values.

$$
\begin{aligned}
\text { Table 4-1 } & \text { The iterative solution by } \\
& \text { the Gauss-Seidel method }
\end{aligned}
$$

| Iteration No. | $\boldsymbol{x}$ | $\boldsymbol{y}$ |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 1 | 1.5000 | 1.1667 |
| 2 | 0.9167 | 0.9722 |
| 3 | 1.0139 | 1.0046 |
| 4 | 0.9977 | 0.9992 |
| 5 | 1.0004 | 1.0001 |
| 6 | 0.9999 | 1.0000 |
| 7 | 1.0000 | 1.0000 |

Now consider another strategy. Instead of using one equation, both equations are used at the same time for each variable. Obviously this variable will be over-determined. This reminds us the redundant measurement. Another criterion is required for a unique solution. This criterion is least squares.

Firstly, suppose $y$ is known (from a starting value). The terms with $y$ are moved to the right hand sides of the equations. So E q (4.1) becomes

$$
\left\{\begin{array}{l}
2 x=3-y  \tag{4.2}\\
x=-2+3 y
\end{array}\right.
$$

or

$$
\begin{equation*}
A_{x} x=b_{x} \tag{4.3}
\end{equation*}
$$

where

$$
A_{x}=\left[\begin{array}{l}
2 \\
1
\end{array}\right] \quad \text { and } \quad b_{x}=\left[\begin{array}{c}
3-y \\
-2+3 y
\end{array}\right]
$$

The unknown parameter $\boldsymbol{x}$ is over-determined from above equations since $\boldsymbol{y}$ is known. Now least squares can be used to determine $\boldsymbol{x}$ uniquely, i.e.,
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$$
\begin{align*}
x & =\left(A_{x}^{\prime} A_{x}\right)^{-1} A_{x}^{\prime} b_{x} \\
& =\frac{1}{5}(y+4) \tag{4.4}
\end{align*}
$$

This suggests the iteration

$$
\begin{equation*}
x^{[k+1]}=\frac{1}{5}\left(y^{[k]}+4\right) \tag{4.5}
\end{equation*}
$$

After obtaining $\boldsymbol{x}$, it is considered as known to determine $\boldsymbol{y}$. So $\boldsymbol{y}$ can also be solved uniquely by least squares from Eq (4.1) after moving the terms with $\boldsymbol{x}$ to the right hand sides of the equations, i.e.,

$$
\begin{align*}
y & =\left(A_{y}^{\prime} A\right)^{-1} A_{y}^{\prime} b_{y} \\
& =\frac{1}{10}(x+9) \tag{4.6}
\end{align*}
$$

This suggests the iteration

$$
\begin{equation*}
y^{[k+1]}=\frac{1}{10}\left(x^{[k+1]}+9\right) \tag{4.7}
\end{equation*}
$$

With Eq (4.5) and (4.7) the variables $\boldsymbol{x}$ and $\boldsymbol{y}$ are solved separately. Table 4-2 lists the separate solution by least squares with the starting values $\left(x^{[0]}, y^{[0]}\right)=(0,0)$.

Table 4-2 The separate solution by least squares

| Iteration No. | $\boldsymbol{X}$ | $\boldsymbol{y}$ |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 1 | 0.8000 | 0.9800 |
| 2 | 0.9960 | 0.9996 |
| 3 | 0.9999 | 1.0000 |
| 4 | 1.0000 | 1.0000 |
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## Now consider a general case

$$
\left\{\begin{array}{l}
a_{11} x+a_{12} y=b_{1}  \tag{4.8}\\
a_{21} x+a_{22} y=b_{2}
\end{array}\right.
$$

Again solve $\boldsymbol{x}$ and $\boldsymbol{y}$ separately by least squares. The separate equations are given by

$$
\begin{align*}
& x^{[k+1]}:=\left(\boldsymbol{A}_{x}^{\prime} \boldsymbol{A}_{x}\right)^{-1} \cdot \boldsymbol{A}_{x}\left(\boldsymbol{b}-\boldsymbol{A}_{y} y^{[k]}\right)  \tag{4.9}\\
& y^{[k+1]}=\left(\boldsymbol{A}_{y}^{\prime} \boldsymbol{A}_{y}\right)^{-\cdots} \cdot \boldsymbol{A}_{y}^{\prime}\left(\boldsymbol{b}-\boldsymbol{A}_{x} x^{[k+1]}\right) \tag{4.10}
\end{align*}
$$

in which

$$
A_{x}=\left[\begin{array}{l}
a_{11} \\
a_{21}
\end{array}\right], \quad A_{y}=\left[\begin{array}{l}
a_{12} \\
a_{22}
\end{array}\right] \quad \text { and } \quad \boldsymbol{b}=\left[\begin{array}{l}
b_{1} \\
b_{2}
\end{array}\right]
$$

Eq (4.9) and (4.10) can further be rearranged as

$$
\begin{align*}
& x^{[k+1]}=\boldsymbol{C} y^{[k]}+\boldsymbol{D}  \tag{4.11}\\
& y^{[k+1]}=E x^{[k+1]}+\boldsymbol{F} \tag{4.12}
\end{align*}
$$

in which

$$
\left\{\begin{array}{l}
C=-\left(A_{x}^{t} A_{x}\right)^{-1} A_{x}^{t} A_{y}  \tag{4.13}\\
D=\left(A_{x}^{t} A_{x}\right)^{-1} A_{x}^{t} b \\
E=-\left(A_{y}^{t} A_{y}\right)^{-t} A_{y}^{t} A_{x} \\
F=\left(A_{y}^{t} A_{y}\right)^{-1} A_{y}^{t} b
\end{array}\right.
$$

It is noticed that $\boldsymbol{C}, \boldsymbol{D}, \boldsymbol{E}$ and $\boldsymbol{F}$ are all $1 \times 1$ matrices and they will remain unchanged during the separate process. After each iteration, $\boldsymbol{x}$ and $\boldsymbol{y}$ are re-estimated. So Eq (4.11) and (4.12) can be used successively to refine $\boldsymbol{x}$ and $\boldsymbol{y}$ until a convergent requirement is met.
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If we further substitute $\boldsymbol{x}^{[k+1]}$ in Eq (4.12) from Eq (4.11), we have

$$
\begin{equation*}
y^{[k+1]}=C E y^{[k]}+D E+F \tag{4.14}
\end{equation*}
$$

For convergence of $y$, the necessary and sufficient condition is (Jacques \& Judd, 1987)

$$
\begin{equation*}
C E<1 \tag{4.15}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\left(A_{x}^{t} A_{y}\right)\left(A_{y}^{t} A_{x}\right)<\left(A_{x}^{t} A_{x}\right)\left(A_{y}^{t} A_{y}\right) \tag{4.16}
\end{equation*}
$$

Similarly, for convergence of $\boldsymbol{x}$, the necessary and sufficient condition can also be obtained and it is found to be the same as given by the inequality (4.16). This condition can also be expressed as

$$
\begin{equation*}
\left(a_{11} a_{12}+a_{21} a_{22}\right)^{2}<\left(a_{11}^{2}+a_{21}^{2}\right)\left(a_{12}^{2}+a_{22}^{2}\right) \tag{4.17}
\end{equation*}
$$

By expanding and eliminating the identical terms from both sides, the convergence condition becomes

$$
\begin{equation*}
\left(a_{11} a_{22}-a_{21} a_{12}\right)^{2}>0 \tag{4.18}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\operatorname{det} A \neq 0 \tag{4.19}
\end{equation*}
$$

It means that this separate least squares process will always converge with any starting values provided that the coefficient matrix of the linear system is non-singular. Although the conclusion is derived from a $2 \times 2$ linear system, it should be possible to prove that it holds for any linear system. One thousand simulated linear system have
been tested. It is found that the solutions from the separate least squares estimation always converge to the right results even with ridiculous starting values. The method can also be used to solve non-linear equations.

This separate process is based on least squares and the unknown parameters are estimated separately. So this method is refereed to as the separate least squares estimation. The term separate LSE is used afterwards.

If the functional model itself needs to be solved by least squares, the separate LSE method can be used directly.

### 4.2 Separate LSE

The separate LSE method is similar to the sequential LSE method since it is also a technique of division. However, instead of dividing the observations, the unknown parameters are divided into groups and estimated separately. When estimating one group of the unknown parameters, other parameters are considered as constants. These constants could either be the starting values or estimated results from the last iteration. The updated parameters are then used as constants in the functional model to estimate other unknown parameters. Each time only a part of the unknown parameters are estimated. So the size of the coefficient matrix is reduced.

Consider a measurement system with 1000 unknown parameters to be estimated by the least square estimation. With the simultaneous solution the computational complexities are:

$$
\begin{array}{ll} 
& 1000^{3}=10^{9}
\end{array} \quad \text { (time) } 1 \text { and } \quad 1000^{2}=10^{6} \quad \text { (memory) }
$$

Using the separate LSE, if the unknown parameters are divided into 100 groups with 10 parameters in each group, the computational complexities for one iteration are:
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and

| $100 \times 10^{3}=10^{5}$ | (time) |
| ---: | :--- |
| $10^{2}$ | (memory) |

The separate LSE is an iterative process which estimates the unknown parameters iteratively and separately. But the iterations used here are different from the iterations used in the simultaneous LSE which are caused by the non-linear functional model. Even with a linear functional model iterations are still required by the separate LSE but not by the simultaneous method. The number of iterations required for the separate LSE is normally more than the simultaneous solution. But it is so quick for each iteration that the separate LSE is much faster, especially in close range photogrammetry.

### 4.2.1 Linear case

For a linear system, the functional model may be expressed as

$$
\begin{equation*}
A x=b \tag{4.20}
\end{equation*}
$$

in which
$\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{\mathrm{u}}\right)^{\prime}$ is a vector of the unknown parameters,
$\boldsymbol{A}$ is a $m \times u$ coefficient matrix $(m>u)$, and
$\boldsymbol{b}$ is a $m \times 1$ vector of the measured elements (observations).

To estimate the unknown parameters separately, $x$ may be divided into $K$ groups, i.e., $x$ $=\left(X_{\mathrm{⿺}}, X_{2}, \ldots, X_{\mathrm{K}}\right)$ and $\boldsymbol{A}$ into $\boldsymbol{A}=\left(A_{1}, A_{2}, \ldots, A_{\mathrm{K}}\right)$ accordingly. Therefore Eq (4.20) becomes

$$
\begin{equation*}
A_{1} X_{1}+A_{2} X_{2}+\cdots+A_{K} X_{K}=b \tag{4.21}
\end{equation*}
$$

Suppose there are $q$ parameters in $X_{i}$, so $\boldsymbol{A}_{i}$ will be an $m \times q$ matrix. When estimating $X_{i}$, other parameters are considered as constants and the corresponding terms are moved to the right hand side of Eq (4.21), i.e.,
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$$
\begin{equation*}
A_{i} X_{i}^{[k+1]}=b_{i} \tag{4.22}
\end{equation*}
$$

in which

$$
\begin{equation*}
b_{i}=b-A_{J} X_{J} \tag{4.23}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{J} X_{I}=\sum_{\substack{j=1 \\ j \neq i}}^{K} A_{j} X_{j}^{[k]} \tag{4.24a}
\end{equation*}
$$

or

$$
\begin{equation*}
A_{j} X_{j}=\sum_{j=1}^{i-1} A_{j} X_{j}^{[k+1]}+\sum_{j=i+1}^{K} A_{j} X_{j}^{[k]} \tag{4.24b}
\end{equation*}
$$

The former is like the Jacobi iteration and the later is like the Gauss-seidel iteration in the sense of treating updated parameters. The superscripts $[k]$ and $[k+1]$ denotes the $k$ th and $(k+1)$ st iterations.

Since $\boldsymbol{A}_{J} \boldsymbol{X}_{J}$ is non-stochastic, so $\boldsymbol{W}_{b_{i}}=\boldsymbol{W}_{\boldsymbol{b}}$. By the linear least square estimation $\boldsymbol{X}_{\boldsymbol{i}}$ is solved as

$$
\begin{align*}
& X_{i}^{[k+1]}=\left(A_{i}^{t} W_{b} A_{i}\right)^{-1} A_{i}^{t} W_{b} b_{i} \\
& =\left(A_{i}^{t} W_{b} A_{i}\right)^{-1} A_{i}^{t} W_{b}\left(b-\sum_{\substack{j=1 \\
j \neq i}}^{K} A_{j} X_{j}^{[k]}\right) \tag{4.25a}
\end{align*}
$$

or

$$
\begin{equation*}
X_{i}^{[k+1]}=\left(A_{i}^{t} W_{b} A_{i}\right)^{-1} A_{i}^{t} W_{b}\left(b-\sum_{j=1}^{i} A_{j} X_{j}^{[k+1]}-\sum_{j=i+1}^{K} A_{j} X_{j}^{[k]}\right) \tag{4.25b}
\end{equation*}
$$

The size of $A_{i}^{t} W_{b} A_{i}$ is $q \times q$, much smaller than that of $\boldsymbol{A}^{t} W_{b} A$, which is $m \times m$ for the simultaneous LSE. This is why time and memory are saved. After $X_{i}$ is solved, it is considered as constant to solve other parameters. Since the constants assigned to the unknown parameters are starting values or the least squares estimates from previous iterations, based on these constants the least squares estimation of the current iteration
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may not be the final results unless several iterations have been applied. The iterative process stops when the corrections for all the parameters are less than a given significant value.

By the general law of propagation of covariance, the cofactor matrix of the estimated parameters $\boldsymbol{X}_{\boldsymbol{i}}$ is obtained by

$$
\begin{equation*}
Q_{X_{i}}=\left(A_{i}{ }^{t} W_{b} A_{i}\right)^{-1} A_{i}{ }^{t} W_{b} Q_{b_{i}} W_{b} A_{i}\left(A_{i}{ }^{t} W_{b} A_{i}\right)^{-1} \tag{4.26}
\end{equation*}
$$

When estimating $X_{i}$, other parameters are considered as non-stochastic constants. But their stochastic models are introduced after the first iteration since their results can be estimated by the least squares process. From $\operatorname{Eq}(4.23)$ we have

$$
\begin{equation*}
Q_{b_{i}}=Q_{b}+A_{J} Q_{J} A_{J}{ }^{t} \tag{4.27}
\end{equation*}
$$

in which

$$
A_{J}=\left[\begin{array}{llll}
A_{1} & A_{2} & \cdots & A_{k} \tag{4.28}
\end{array}\right]_{\text {wihhout }_{i}}
$$

and

$$
Q_{J}=\left[\begin{array}{llll}
Q_{X_{1}} & & &  \tag{4.29}\\
& Q_{X_{2}} & & \\
& & \ddots & \\
& & & Q_{X_{i}}
\end{array}\right]_{\text {withoul } Q_{x_{1}}}
$$

Replacing $\boldsymbol{Q}_{b i}$ in Eq (4.26) from Eq (4.27) and expressing $\left(\boldsymbol{A}_{i} \boldsymbol{W}_{b} \boldsymbol{A}_{\boldsymbol{i}}\right)^{-1}$ by $\boldsymbol{N}_{\boldsymbol{i}}$ gives

$$
\begin{equation*}
Q_{x_{i}}=N_{i}+N_{i} A_{i}{ }^{\prime} A_{J} Q_{J} A_{J}{ }^{\prime} A_{i} N_{i} \tag{4.30}
\end{equation*}
$$

After each iteration the estimated results (the solution and the cofactor matrix) for all the unknown parameters will be updated. The results will finally converge to the same solutions obtained from the simultaneous LSE.

It is noticed that the full cofactor (covariance) matrix is not available with separate LSE. The cofactor matrix of the estimated parameters is given by

$$
Q_{x}=\left[\begin{array}{llll}
Q_{X_{1}} & & &  \tag{4.31}\\
& Q_{X_{2}} & & \\
& & \ddots & \\
& & & Q_{X_{k}}
\end{array}\right]
$$

The correlation between the parameters, which are not in the same group, is not obtained.

If the separate LSE is compared with the iterative LSE it is found that the solution given by the separate LSE Eq (4.25) is identical to that given by LSE with block Jacobi iteration Eq (2.83) or block Gauss-Seidel iteration Eq (2.86) (Harley 1997). To show the equivalence of the two solutions, the least squares estimation of Eq (4.20) may be written as

$$
\begin{equation*}
\left(A^{t} W_{b} A\right) x=A^{t} W_{b} b \tag{4.32}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
N x=d \tag{4.33}
\end{equation*}
$$

where

$$
N=A^{t} W_{b} A \quad \text { and } \quad d=A^{t} W_{b} b .
$$

In this case the solution of $\mathrm{Eq}(4.20)$ will be a least squares estimation. Dividing $\boldsymbol{x}$ into $K$ groups as in Eq (4.21) and Eq (4.22), $N$ and $\boldsymbol{d}$ become

$$
N=\left[\begin{array}{cccc}
A_{1}^{t} W_{b} A_{1} & A_{1}^{t} W_{b} A_{2} & \cdots & A_{1}^{t} W_{b} A_{k}  \tag{4.34a}\\
A_{2}^{t} W_{b} A_{1} & A_{2}^{t} W_{b} A_{2} & \cdots & A_{2}^{t} W_{b} A_{k} \\
\cdots & \cdots & \cdots & \cdots \\
A_{k}^{t} W_{b} A_{1} & A_{k}^{t} W_{b} A_{2} & \cdots & A_{k}^{t} W_{b} A_{k}
\end{array}\right]
$$

and

$$
\boldsymbol{d}=\left[\begin{array}{c}
A_{1}^{t} W_{b} b  \tag{4.34b}\\
A_{2}^{t} W_{b} b \\
\vdots \\
A_{k}^{t} W_{b} b
\end{array}\right]
$$

so that $N_{i j}=A_{i}^{t} W_{b} A_{j}$ and $d_{i}=A_{i}^{t} W_{b} b$.

If a Jacobi iteration $\mathrm{Eq}(2.83)$ is used, the solution of the linear equations (4.33) will be given by

$$
\begin{equation*}
X_{i}^{[k+1]}=\left(A_{i}^{t} W_{b} A_{i}\right)^{-1}\left(A_{i}^{t} W_{b} b-\sum_{\substack{j=1 \\ j \neq i}}^{K} A_{i}^{t} W_{b} A_{j} X_{j}^{[k]}\right) \tag{4.35a}
\end{equation*}
$$

This solution is identical to that given by Eq (4.25a). With the Gauss-seidel iteration of Eq (2.86), the solution will be

$$
\begin{equation*}
X_{i}^{[k+1]}=\left(A_{i}^{t} W_{b} A_{i}\right)^{-1}\left(A_{i}^{t} W_{b} b-\sum_{j=1}^{l-1} A_{i}^{t} W_{b} A_{j} X_{j}^{[k+1]}-\sum_{j=i+1}^{K} A_{i}^{t} W_{b} A_{j} X_{j}^{[k]}\right) \tag{4.35b}
\end{equation*}
$$

This solution is identical to that given by Eq (4.25b).

Since matrix ( $\left.\boldsymbol{A}^{t} \boldsymbol{W} \boldsymbol{A}\right)$ is symmetric and positive definite, this iterative process will always converge (Phillips \& Cornelius 1986).

### 4.2.2 Non-linear case

For the non-linear functional models, the general observation equations can be expressed as

$$
\begin{equation*}
f(x)=l \tag{4.36}
\end{equation*}
$$

To estimate the unknown parameters separately, $\boldsymbol{x}$ is divided into $k$ groups, i.e., $\boldsymbol{x}=\left(\boldsymbol{X}_{\mathrm{i}}\right.$, $\boldsymbol{X}_{2}, \ldots, \boldsymbol{X}_{\mathrm{k}}$ ). When estimating $\boldsymbol{X}_{i}$, other parameters will be considered as constants. The linearized observation equations for estimating $X_{i}$ become

$$
\begin{equation*}
A_{i} \Delta X_{i}=b_{i} \tag{4.37}
\end{equation*}
$$

in which

$$
A_{i}=\left(\frac{\partial f}{\partial X_{i}}\right)_{0} \quad \text { and } \quad b_{i}=l-f\left(x^{0}\right)
$$

LSE can then be applied, i.e.,

$$
\begin{equation*}
\Delta X_{i}=\left(A_{i}{ }^{t} W_{l} A_{i}\right)^{-1} A_{i} W_{l} b_{i} \tag{4.38}
\end{equation*}
$$

and

$$
\begin{equation*}
X_{i}=\left(X_{i}\right)_{0}+\Delta X_{i} \tag{4.39}
\end{equation*}
$$

After $\boldsymbol{X}_{\boldsymbol{i}}$ is adjusted, it is considered as constant to adjust other parameters. The iterative process terminates when the given stop criteria are met.

Unlike the iterative LSE discussed in section 2.5, which is applied to the inner iterations, the separate LSE combines the inner iteration and the outer iteration into one iteration. Instead of using one equation for each parameter all the equations are used. The separate LSE has the same advantage as the iterative LSE of saving memory. The size of $A_{i}^{l} W_{l} A_{i}$ is $q \times q$, much smaller than that of $A^{t} \boldsymbol{W}_{B} A$, which is $m \times m$ for the
simultaneous LSE. The convergent speed of the separate LSE is very fast. It is much faster not only than that of the iterative LSE but also than that of the simultaneous LSE in some cases.

It is important to point out that $A_{i}$ and $b_{i}$ will change, and therefore have to be recomputed for each iteration.

By the general law of propagation of covariance, the cofactor matrix of the parameters $X_{i}$ is obtained by

$$
\begin{equation*}
Q_{X_{i}}=Q_{\Delta X_{i}}=N_{i} A_{i}{ }^{i} W_{l} Q_{b} W_{l} A_{i} N_{i} \tag{4.40}
\end{equation*}
$$

Since $b=\boldsymbol{l}-\boldsymbol{f}\left(x^{\boldsymbol{\theta}}\right)$, so

$$
\begin{equation*}
Q_{b}=Q_{l}+A_{j} Q_{j} A_{j}{ }^{t} \tag{4.41}
\end{equation*}
$$

in which

$$
\begin{equation*}
A_{j}=\left[A_{l} A_{2} \cdots A_{k}\right]_{\text {wilhount }_{i}} \tag{4.42}
\end{equation*}
$$

and

$$
Q_{j}=\left[\begin{array}{llll}
Q_{X 1} & & &  \tag{4.43}\\
& Q_{X 2} & & \\
& & \ddots & \\
& & & Q_{X k}
\end{array}\right]_{\text {withoul } Q_{X_{i}}}
$$

Replacing $\boldsymbol{Q}_{b}$ in $\mathrm{Eq}(4.40)$ from $\mathrm{Eq}(4.41)$ and expressing $\left(\boldsymbol{A}_{\boldsymbol{i}} \boldsymbol{W}_{\boldsymbol{t}} \boldsymbol{A}_{\boldsymbol{i}}\right)^{-1}$ by $N_{i}$ gives

$$
\begin{equation*}
Q_{X_{i}}=N_{i}+N_{i} A_{i}{ }^{i} A_{j} Q_{j} A_{j}{ }^{\prime} A_{i} N_{i} \tag{4.44}
\end{equation*}
$$

After each iteration the estimated results (the solution and the cofactor matrix) for all the unknown parameters are adjusted and refined. The results will finally converge at the same results obtained from the simultaneous LSE. Several numerical examples
(from simple surveying to complicated close range photogrammetry) are given in the thesis to verify this.

As with the linear case, the full cofactor (covariance) matrix is not available with separate LSE. The cofactor matrix of the parameters is given by

$$
Q_{x}=\left[\begin{array}{lllll}
Q_{X_{t}} & & &  \tag{4.45}\\
& Q_{X_{2}} & & \\
& & \ddots & \\
& & & Q_{X_{k}}
\end{array}\right]
$$

The correlations between the parameters which are not in the same group are not obtainable.

For a strong measurement network (which is normal in close range photogrammetry), the value of the second term in Eq (4.44) is much smaller than that of the first term. No significant difference is made by ignoring the second term in Eq (4.44). Based on this approximation, the block diagonal elements in the cofactor matrix can be adequately estimated by

$$
\begin{equation*}
Q_{X_{i}}=N_{i}=\left(A_{i}{ }^{t} W_{l} A_{i}\right)^{-1} \tag{4.46}
\end{equation*}
$$

With the iterative LSE, two iterative loops are required as mentioned in 2.5 . One is the outer iteration for linearization; the other is the inner iteration (Jacobi method or GaussSeidel method) which is used to solve the linearized equations. Therefore there are two convergence criteria, one for each iterative loop. The two criteria are checked during execution and the solution is reached when the convergence criterion of the outer iteration is met. With the separate LSE there is only one iterative loop, which is outer iteration, and one convergence criterion for the outer iteration. The inner iteration is merged with the outer iterative loop, since only one iteration is applied in the inner iteration. Therefore the separate LSE is a special case of the iterative LSE when it is used to solve non-linear equations.

### 4.3 Discussion

The separate LSE is a technique of division. Since the unknown parameters are divided into many groups and each time only some of the parameters are estimated, the size of the matrix to be inverted reduces, so the time and the memory required for each iteration is reduced. Normally more iterations are required for the separate LSE compared with the simultaneous LSE. However, the overall speed of convergence is much faster when the separate LSE is used in close range photogrammetry.

In the case of solving collinearity equations in close range photogrammetry, the unknown parameters can be divided into two groups, the coordinates of the object points and the camera parameters. Because of the block diagonal structure of the coefficient matrices, their inverses can be obtained by processing a series of small blocks with the size of $3 \times 3$ and $6 \times 6$. The speed will be increased dramatically and the memory requirements reduced greatly.

The full covariance matrix is not available directly from the separate LSE. The cofactor matrix of the parameters $Q_{x}$ is a block diagonal matrix given by Eq (4.44). The correlations between those parameters which are adjusted in the different groups are not provided. But those correlations may not be necessary in many cases. If they are required, the corresponding parameters need to be adjusted in the same group. The diagonal elements of the cofactor matrix are always available, which are enough to estimate the precision of the parameters. In close range photogrammetry, if the unknown parameters are divided into two groups as mentioned before, a full $3 \times 3$ cofactor matrix for each object point is still available which is adequate to calculate the point error ellipsoid and a full $6 \times 6$ cofactor matrix is also available for the camera parameters

Correlations between the object points and the camera parameters may not be important. However if the full cofactor matrix is required, all the unknown parameters must be adjusted in one group, which leads to the traditional simultaneous LSE. In the situation of real-time, where fast 3D coordinates of the object points are required, the
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cofactor matrix $\boldsymbol{Q}_{\boldsymbol{x}}$ may not be necessary at all during the measurement process. It may be obtained by simulation. So the precision of the measurement system is actually known before the real measurement is carried out. In this case the separate LSE may well become a very useful method.

### 4.4 A numerical example

The following example illustrates the use of the separate LSE for plane positioning of point $\mathbf{P}$ by measured distances to the base stations. Figure 4-1 illustrates the plane positioning measurement network.


Figure 4-1 Plane positioning by measured distances to base stations

If $m$ distances from $m$ base stations are measured, the relationship between the measured elements $\boldsymbol{l}=\left(l_{1}, l_{2}, \ldots, l_{\mathrm{m}}\right)$ and the unknown parameters $\boldsymbol{x}$ and $\boldsymbol{y}$ is defined by

$$
\begin{gather*}
f_{i}(x, y)=\left(\left(x-x_{i}\right)^{2}+\left(y-y_{i}\right)^{2}\right)^{\frac{1}{2}}=l_{i}  \tag{4.47}\\
(\mathrm{i}=1,2, \ldots, \mathrm{~m})
\end{gather*}
$$

where $\boldsymbol{x}$ and $\boldsymbol{y}$, the coordinates of the plane point $\mathbf{P}$, are two unknown parameters to be estimated; $x_{i}$ and $y_{i}(\mathrm{i}=1,2, \ldots, m)$ are coordinates of base stations whose values are known and assumed to be error-free. $\left(l_{1}, I_{2}, . ., l_{\mathrm{m}}\right)$ are measured distances (observations from the point $\mathbf{P}$ to the base stations).

A minimum of two measured distances from base stations will give a unique solution for $\boldsymbol{x}$ and $\boldsymbol{y}$. However for accurate positioning, more measured distances from base stations may be used. The LSE method is used to estimate the best solution. Since the functional model (4.47) is non-linear, linearization is needed for the subsequent LSE. Linearizing Eq (4.47) by Taylor series expansion to the first order accuracy gives the linearized observation equation

$$
A\left[\begin{array}{l}
\Delta x  \tag{4.48}\\
\Delta y
\end{array}\right]=\boldsymbol{b}
$$

where

$$
A=\left[\begin{array}{cc}
\frac{\partial f_{1}}{\partial x} & \frac{\partial f_{1}}{\partial y} \\
\frac{\partial f_{2}}{\partial x} & \frac{\partial f_{2}}{\partial y} \\
\vdots & \vdots \\
\frac{\hat{\partial}_{m}}{\partial x} & \frac{\partial f_{m}}{\partial y}
\end{array}\right] \text { and } \boldsymbol{b}=\left[\begin{array}{c}
l_{1}-f_{1}\left(x^{0}, y^{0}\right) \\
l_{2}-f_{2}\left(x^{0}, y^{0}\right) \\
\vdots \\
l_{m}-f_{m}\left(x^{0}, y^{0}\right)
\end{array}\right]
$$

in which

$$
\begin{equation*}
\frac{\partial f_{i}}{\partial x}=\frac{2\left(x-x_{i}\right)}{\left(\left(x-x_{i}\right)^{2}+\left(y-y_{i}\right)^{2}\right)^{1 / 2}} \tag{4.49}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial f_{i}}{\partial y}=\frac{2\left(y-y_{i}\right)}{\left(\left(x-x_{i}\right)^{2}+\left(y-y_{i}\right)^{2}\right)^{1 / 2}} \tag{4.50}
\end{equation*}
$$

The unknown parameters $\boldsymbol{x}$ and $\boldsymbol{y}$ and their cofactor matrix can then be estimated by the simultaneous LSE or the separate LSE method.

A simulated numerical example is given as follows. Six distances are measured from base stations whose positions are known. The measured data are listed in Table 4-3.
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Table 4-3 The measured distances from base stations

| Base <br> Station | $\boldsymbol{x}(\mathrm{m})$ | $\boldsymbol{y}(\mathrm{m})$ | Measured <br> Distance $(\mathrm{m})$ |
| :---: | :---: | :---: | :---: |
| 1 | 799.4763 | 506.4013 | 199.5157 |
| 2 | 690.2819 | 649.0531 | 174.9510 |
| 3 | 504.9906 | 656.4831 | 184.5358 |
| 4 | 395.6187 | 505.3631 | 204.2132 |
| 5 | 514.2650 | 357.4463 | 167.1308 |
| 6 | 694.8844 | 352.0206 | 176.2120 |

The a priori standard deviation of each measured distance is given by

$$
\sigma_{i}=0.0001 l_{i}
$$

in which $\boldsymbol{l}_{i}$ is the measured distance. The reference variance $\sigma_{0}^{2}$ is taken for $\boldsymbol{I}_{0}=100(\mathrm{~m})$, i.e.,

$$
\sigma_{0}^{2}=(0.0001 \times 100)^{2}=0.0001\left(\mathrm{~m}^{2}\right)
$$

In this simulation test, $(\bar{x}, \bar{y})=(600.0,500.0)$ is the true position of the point $\mathbf{P}$. Starting values of $\boldsymbol{x}$ and $\boldsymbol{y}$ can be obtained from any two measured distances. To simplify our discussion, $(x, y)=(601.0,499.0)$ is selected as the starting point for the LSE.

### 4.4.1 Simultaneous solution

The simultaneous solution uses all six measurements to estimate $\boldsymbol{x}$ and $\boldsymbol{y}$ at the same time. From Eq (2.37) and (2.41) $x$ and $y$ are estimated. The results after each iteration are listed in Table 4-4.

Table 4-4 Estimated $\boldsymbol{x}$ and $\boldsymbol{y}$ by the simultaneous solution

| Iteration No. | $\boldsymbol{x}(\mathrm{m})$ | $\boldsymbol{y}(\mathrm{m})$ | $\boldsymbol{\phi}^{\boldsymbol{1}} \boldsymbol{v} \boldsymbol{\nu} W_{l} \boldsymbol{v}\left(\mathrm{~m}^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| 0 | 601.000000 | 499.000000 | 2.513360 |
| 1 | 599.9649 | 500.3181 | 0.035075 |
| 2 | 599.9650 | 500.3173 | 0.035074 |
| 3 | $\mathbf{5 9 9 . 9 6 5 0}$ | $\mathbf{5 0 0 . 3 1 7 3}$ | $\mathbf{0 . 0 3 5 0 7 4}$ |

The cofactor matrix of the estimated parameters $x$ and $y$ is

$$
\boldsymbol{Q}_{x y}=\left[\begin{array}{cc}
1.1763 & -0.0354 \\
-0.0354 & 1.0566
\end{array}\right]
$$

So the covariance matrix of x and y is

$$
\boldsymbol{C}_{x y}=\sigma_{0}^{2} \boldsymbol{Q}_{x y}=10^{-4} \times\left[\begin{array}{cc}
1.1763 & -0.0354 \\
-0.0354 & 1.0566
\end{array}\right](m)
$$

### 4.4.2 Separate solution

The separate LSE uses six measurements all together, but adjusts $\boldsymbol{x}$ and $\boldsymbol{y}$ separately. The observation equations $x$ and $y$ are expressed as

$$
\begin{equation*}
A_{x} \Delta x=b \tag{4.51}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{y} \Delta y=b \tag{4.52}
\end{equation*}
$$

in which
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$$
A_{x}=\left[\begin{array}{c}
\frac{\partial f_{1}}{\partial x} \\
\frac{\partial_{2}}{\partial x} \\
\vdots \\
\frac{\partial_{6}}{\partial x}
\end{array}\right] \quad \text { and } \quad A_{y}=\left[\begin{array}{c}
\frac{\partial f_{1}}{\partial y} \\
\frac{\partial f_{2}}{\partial y} \\
\vdots \\
\frac{\partial f_{6}}{\partial y}
\end{array}\right]
$$

are two column vectors of the design matrix $A$. The cofactor matrices of the estimated parameters are given by

$$
\begin{equation*}
Q_{x}=N_{x}+N_{x} A_{x}{ }^{\prime} A_{y} Q_{y} A_{y}{ }^{\prime} A_{x} N_{x} \tag{4.53}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{y}=N_{y}+N_{y} A_{y}{ }^{t} A_{x} Q_{x} A_{x}{ }^{\prime} A_{y} N_{y} \tag{4.54}
\end{equation*}
$$

in which $N_{x}=\left(A_{x}^{t} W_{l} A_{x}\right)^{-1}$ and $N_{y}=\left(A_{y}^{t} W_{l} A_{y}\right)^{-1}$. So

$$
Q_{x y}=\left[\begin{array}{ll}
\boldsymbol{Q}_{x} &  \tag{4.55}\\
& Q_{y}
\end{array}\right]
$$

The results after each iteration are listed in Table 4-5.

Table 4-5 Estimated results by the separate LSE

| Iteration No. | $\boldsymbol{x}(\mathrm{m})$ | $\boldsymbol{y}(\mathrm{m})$ | $\boldsymbol{\phi}=\boldsymbol{v}^{t} \boldsymbol{W}_{\boldsymbol{l}} \boldsymbol{y}\left(\mathrm{m}^{2}\right)$ | $\boldsymbol{Q}_{\boldsymbol{x}}$ | $\boldsymbol{Q}_{\boldsymbol{y}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 601.0000 | 499.0000 | 2.513360 | 0.0000 | 0.0000 |
| 1 | 600.0096 | 500.3163 | 0.036763 | 1.1748 | 1.0568 |
| 2 | 599.9650 | 500.3173 | 0.035074 | 1.1763 | 1.0566 |
| 3 | $\mathbf{5 9 9 . 9 6 5 0}$ | $\mathbf{5 0 0 . 3 1 7 3}$ | $\mathbf{0 . 0 3 5 0 7 4}$ | $\mathbf{1 . 1 7 6 3}$ | $\mathbf{1 . 0 5 6 6}$ |

Comparing Table 4-4 and 4-5, it can be seen that the results for the unknown parameters $x$ and $y$ from simultaneous solution and separate solution are identical. Both of these methods need three iterations to obtain $\boldsymbol{x}$ and $\boldsymbol{y}$ with their corrections less than $10^{-4}$. The
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full cofactor matrix is not available with the separate solution, only the diagonal elements are obtained, i.e.,

$$
Q_{x y}=\left[\begin{array}{ll}
1.1763 & \\
& 1.0566
\end{array}\right]
$$

The diagonal elements are identical with those obtained from simultaneous solution, and they are adequate to calculate the standard deviation of the estimated parameters $\boldsymbol{x}$ and $y$,

$$
\begin{aligned}
& \sigma_{x}=\sqrt{10^{-4} \times 1.1763}=0.01085(\mathrm{~m}) \\
& \sigma_{y}=\sqrt{10^{-4} \times 1.0566}=0.01028(\mathrm{~m})
\end{aligned}
$$

Since this is a strong convergent measurement network, the diagonal elements of the cofactor matrix can be estimated approximately by

$$
\begin{equation*}
Q_{x}=\left(A_{x}{ }^{t} W_{t} A_{x}\right)^{-1} \tag{4.56}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{y}=\left(A_{y}{ }^{t} W_{t} A_{y}\right)^{-1} \tag{4.57}
\end{equation*}
$$

The results obtained from above equations after three iterations are

$$
Q_{v}=1.1751 \text { and } Q_{y}=1.0555
$$

which gives

$$
\begin{aligned}
& \sigma_{x}=\sqrt{10^{-4} \times 1.1751}=0.01084(\mathrm{~m}) \\
& \sigma_{y}=\sqrt{10^{-4} \times 1.0555}=0.01027(\mathrm{~m})
\end{aligned}
$$

It can be seen that the approximately estimated standard deviations of $\boldsymbol{x}$ and $\boldsymbol{y}$ are very close to their full estimation for this strong convergent network.

### 4.5 Datum problem of the separate LSE

As mentioned in Chapter 2 constraints are required for the simultaneous LSE if datum is not defined. Otherwise it is not possible for the unknown parameters to be estimated. However the separate LSE does not always need additional constraints even if a datum is not defined. Since each time only a group of the unknown parameters are adjusted while all the observation equations are used. The column rank defects disappear provided that there are enough fixed parameters in other groups to define a datum. So the separate LSE is a real constraint free process.

Suppose the parameters are divided into two groups, the linearized observation equations can be expressed as

$$
\begin{equation*}
A \Delta x=A_{1} \Delta x_{1}+A_{2} \Delta x_{2}=b \tag{4.58}
\end{equation*}
$$

in which the design matrix $\boldsymbol{A}$ is not of full rank if a datum is not defined. However the partitioned matrices $\boldsymbol{A}_{1}$ and $\boldsymbol{A}_{\boldsymbol{2}}$ could be full rank if both $\boldsymbol{x}_{\boldsymbol{1}}$ and $\boldsymbol{x}_{2}$ include enough information to define a datum. This is the case in close range photogrammetry where $\boldsymbol{x}_{\boldsymbol{l}}$ refers to the 3D coordinate of the object points and $\boldsymbol{x}_{2}$ refers to the camera exterior parameters.

For the example given in section $2.9, \boldsymbol{A}_{1}=[-1]$ and $\boldsymbol{A}_{2}=[1]$, therefore $\boldsymbol{x}_{1}$ and $\boldsymbol{x}_{2}$ can be adjusted separately

$$
\begin{aligned}
\Delta x_{1} & =\left(A_{l}^{t} A_{l}\right)^{-1} A_{l}^{t} b_{l} \\
& =(1)(-1)(-2) \\
& =2
\end{aligned}
$$

so

$$
\hat{x}_{1}=x_{1}^{0}+\Delta x_{1}=2
$$
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$$
\begin{aligned}
\Delta x_{2} & =\left(A_{2}^{t} A_{2}\right)^{-1} A_{2}^{t} \boldsymbol{b}_{2} \\
& =(1)(1)(0) \\
& =0
\end{aligned}
$$

SO

$$
\hat{x}_{2}=x_{2}^{0}+\Delta x_{2}=102
$$

These results are equivalent to that obtained in section 2.9

In close range photogrammetry, the unknown parameters can be divided into two groups, the 3D coordinates of the object points and the camera parameters. Both $A_{1}$ and $\boldsymbol{A}_{2}$ are full of rank. Therefore $\boldsymbol{x}_{\boldsymbol{1}}$ and $\boldsymbol{x}_{2}$ can be estimated separately. When estimating the 3D coordinates of the object points datum will be held by the camera parameters. And When estimating the camera parameters datum will be held by of the object points.

Since all the parameters are equally treated with no bias, no distortion will be introduced. The estimated results by the separate LSE are equivalent to that obtained by the simultaneous LSE with inner constraints, but with a significant reduction of time and memory. Similar to the simultaneous LSE with inner constraints and the unified LSE, the datum of the separate LSE is defined by the starting values of the unknown parameters. The datum is actually arbitrary. The results can be transformed to a given coordinate system whenever necessary.

### 4.6 Separate LSE with constraints

The purpose of including constraints in the separate LSE is not to remove the column defects from the design matrix but to relate the results to a given coordinate system so the subsequent coordinate transformation may be avoided. In close range photogrammetry, these constraints could be some fixed control points, control points with standard errors or scales (measured distances between control points).

### 4.6.1 With fixed control points

Suppose that the first $p$ coordinates are fixed control points and expressed by $\boldsymbol{x}_{\boldsymbol{p}}$. Other points are expressed by $\boldsymbol{x}_{\boldsymbol{q}}$. So the linearized observation equations can be expressed as

$$
\begin{equation*}
A_{p} \Delta x_{p}+A_{q} \Delta x_{q}=b+v \tag{4.59}
\end{equation*}
$$

Since $x_{p}$ is a constant, therefore $\Delta x_{p}=0$, the above equation becomes

$$
\begin{equation*}
A_{q} \Delta x_{q}=b+v \tag{4.60}
\end{equation*}
$$

In this case $\boldsymbol{x}_{p}$ does not need to be estimated and its cofactor matrix $Q_{x_{p}}=0 . \boldsymbol{x}_{q}$ can be estimated by the separate LSE with the above equation and its cofactor matrix is given by

$$
\begin{equation*}
Q_{X_{q}}=\left(A_{q}^{t} W_{l} A_{q}\right)^{-1} \tag{4.61}
\end{equation*}
$$

The full cofactor matrix of the parameters is given by

$$
\begin{align*}
Q_{X} & =\left[\begin{array}{ll}
Q_{X_{p}} & \\
& Q_{X_{q}}
\end{array}\right]  \tag{4.62}\\
& =\left[\begin{array}{ll}
0 & \\
& \left(A_{q}^{t} W_{t} A_{q}\right)^{-1}
\end{array}\right]
\end{align*}
$$

### 4.6.2 With weighted control points

If the first $p$ coordinates are previously estimated control points with the weight matrix $W_{g}$, the combined equations to estimate the unknown parameters are

$$
\begin{cases}A_{p} \Delta x_{p}+A_{q} \Delta x_{q} & =b+v  \tag{4.63}\\ G \Delta x_{p} & =b_{b}\end{cases}
$$

where $\boldsymbol{G}$ and $\boldsymbol{b}_{\boldsymbol{g}}$ were given by Eq (2.112) and (2.113) respectively. With the separate LSE, the unknown parameters are estimated in two groups, $\boldsymbol{x}_{\boldsymbol{p}}$ and $\boldsymbol{x}_{\boldsymbol{q}}$. When estimating $\boldsymbol{x}_{q}, \mathrm{Eq}$ (4.60) is used. When estimating $\boldsymbol{x}_{p}, \mathrm{Eq}$ (4.63) becomes

$$
\left\{\begin{array}{l}
A_{p} \Delta x_{p}=b+\nu  \tag{4.64}\\
G \Delta x_{p}=b_{E}
\end{array}\right.
$$

$x_{p}$ can be solved by the simultaneous LSE as discussed in section 4.2. It can also be solved by the separate LSE on a point by point basis. So the maximum size of matrices to be inverted is still $3 \times 3$.

### 4.7 An application in surveying

The problem arises from a practical application when the plane positions of four control points are required for the camera resection purpose. Six distances between four control points in a plane are measured with given standard errors. The measured data are

$$
\begin{array}{lll}
l_{1}=428.0 \pm 0.2 \mathrm{~mm} & l_{2}=430.6 \pm 0.2 \mathrm{~mm} & l_{3}=429.8 \pm 0.2 \mathrm{~mm} \\
l_{4}=427.3 \pm 0.2 \mathrm{~mm} & l_{5}=609.2 \pm 0.3 \mathrm{~mm} & l_{6}=603.5 \pm 0.3 \mathrm{~mm}
\end{array}
$$

Figure 4-2 illustrates the measurement network.


Figure 4-2 Plane positioning by measured distances

The functional model can be written as

$$
\left\{\begin{array}{l}
\left(\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}\right)^{-1 / 2}=l_{1}  \tag{4.65}\\
\left(\left(x_{3}-x_{2}\right)^{2}+\left(y_{3}-y_{2}\right)^{2}\right)^{-1 / 2}=l_{2} \\
\left(\left(x_{4}-x_{3}\right)^{2}+\left(y_{4}-y_{3}\right)^{2}\right)^{-1 / 2}=l_{3} \\
\left(\left(x_{1}-x_{4}\right)^{2}+\left(y_{1}-y_{4}\right)^{2}\right)^{-1 / 2}=l_{4} \\
\left(\left(x_{3}-x_{1}\right)^{2}+\left(y_{3}-y_{l}\right)^{2}\right)^{-1 / 2}=l_{5} \\
\left(\left(x_{4}-x_{2}\right)^{2}+\left(y_{4}-y_{2}\right)^{2}\right)^{-1 / 2}=l_{6}
\end{array}\right.
$$

or simply

$$
\begin{equation*}
f(x)=l \tag{4.66}
\end{equation*}
$$

in which $\boldsymbol{I}=\left(l_{1}, l_{2}, \ldots, l_{6}\right)$ is a vector of the measured elements and $\boldsymbol{x}=\left(x_{1}, y_{1}, x_{2}, y_{2}, x_{3}\right.$, $y_{3}, x_{4}, y_{4}$ ) is a vector of the unknown parameters to be estimated. The linearized observation equations are expressed as

$$
\begin{equation*}
A \Delta x=b+v \tag{4.67}
\end{equation*}
$$

The weight matrix $\boldsymbol{W}_{l}$ (let $\sigma_{0}=1$ ) of the observations is

$$
W_{l}=\operatorname{diag}(25.025 .025 .025 .011 .111 .1)
$$

Suppose the starting values of the unknown parameters are estimated as

$$
\begin{array}{llll}
x_{1}{ }^{\prime}=0 \mathrm{~mm} & x_{2}{ }^{\prime}=0 \mathrm{~mm} & x_{3}{ }^{0}=430.6 \mathrm{~mm} & x_{1}{ }^{0}=427.3 \mathrm{~mm} \\
y_{1}{ }^{\prime}=0 \mathrm{~mm} & y_{2}{ }^{\prime \prime}=428.0 \mathrm{~mm} & y_{3}{ }^{\prime}=429.8 \mathrm{~mm} & y_{i}{ }^{0}=0 \mathrm{~mm}
\end{array}
$$

The design matrix A is

$$
A=\left[\begin{array}{cccccccc}
0.000 & -1.000 & 0.000 & 1.000 & 0.000 & 0.000 & 0.000 & 0.000 \\
0.000 & 0.000 & -1.000 & -0.004 & 1.000 & 0.004 & 0.000 & 0.000 \\
0.000 & 0.000 & 0.000 & 0.000 & 0.008 & 1.000 & -0.008 & -1.000 \\
-1.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 1.000 & 0.000 \\
-0.708 & -0.706 & 0.000 & 0.000 & 0.708 & 0.706 & 0.000 & 0.000 \\
0.000 & 0.000 & -0.707 & 0.708 & 0.000 & 0.000 & 0.707 & -0.708
\end{array}\right]
$$

Since the measured elements do not include sufficient information to define the datum for the coordinates to be estimated in the functional model, $A$ is column rank defecient. The scale of the datum is defined by the measured distances. But the position (two elements) and rotation (one element) of the datum are undefined. The column rank deficiency is three. Matrix $\left(\boldsymbol{A}^{t} \boldsymbol{W} \boldsymbol{A}\right)$ is singular, the inverse of the matrix does not exist. The unknown parameters cannot be estimated by the simultaneous LSE unless the datum problem is solved.

With inner constraints (considering that the scale of the datum has been defined), the constraint equations can be expressed as

$$
\left[\begin{array}{cccccccc}
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\
y_{1}-x_{1} & y_{2} & -x_{2} & y_{3} & -x_{3} & y_{4} & -x_{4}
\end{array}\right]\left[\begin{array}{c}
\Delta x_{1} \\
\Delta y_{1} \\
\Delta x_{2} \\
\Delta y_{2} \\
\Delta x_{3} \\
\Delta y_{3} \\
\Delta x_{4} \\
\Delta y_{4}
\end{array}\right]=\boldsymbol{G} \Delta \boldsymbol{x}=\boldsymbol{b}_{g}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right]
$$

The parameters can then be estimated by Eq (2.107) and (2.108). Table 4-6 lists the estimated results after each iteration.

Table 4-6 The estimated results by the simultaneous LSE with inner constraints

| Iteration <br> No. | $x_{1}$ <br> $(\mathrm{~mm})$ | $y_{1}$ <br> $(\mathrm{~mm})$ | $x_{2}$ <br> $(\mathrm{~mm})$ | $y_{2}$ <br> $(\mathrm{~mm})$ | $x_{3}$ <br> $(\mathrm{~mm})$ | $y_{3}$ <br> $(\mathrm{~mm})$ | $x_{4}$ <br> $(\mathrm{~mm})$ | $y_{4}$ <br> $(\mathrm{~mm})$ | $v^{t} W_{v}$ <br> $\left(\mathrm{~mm}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | -0.3448 | -0.3449 | 0.3989 | 427.6043 | 430.9416 | 430.1359 | 426.9043 | 0.4047 | 0.8280 |
| 2 | -0.3447 | -0.3448 | 0.3992 | 427.6040 | 430.9415 | 430.1357 | 426.9040 | 0.4051 | 0.8280 |
| 3 | -0.3447 | -0.3448 | 0.3992 | 427.6040 | 430.9415 | 430.1357 | 426.9040 | 0.4051 | 0.8280 |

After three iterations the adjusted coordinates are stable to four decimal places. The cofactor matrix is
$\boldsymbol{Q}_{\boldsymbol{x}}=\left[\begin{array}{cccccccc}0.0148 & 0.0048 & -0.0064 & 0.0064 & -0.0048 & -0.0049 & -0.0036 & -0.0064 \\ & 0.0048 & -0.0064 & -0.0036 & -0.0049 & -0.0048 & 0.0064 & -0.0065 \\ & & 0.0149 & -0.0049 & -0.0036 & 0.0065 & -0.0049 & 0.0048 \\ & & & 0.0149 & -0.0063 & -0.0063 & 0.0048 & -0.0049 \\ & & & & 0.0148 & 0.0048 & -0.0064 & 0.0065 \\ & & & & 0.0147 & -0.0063 & -0.0036 \\ & & & & & 0.0149 & -0.0049 \\ & & & & & & 0.0150\end{array}\right]\left(\mathrm{mm}^{2}\right)$

The trace of $Q_{x}$ is $0.1188\left(\mathrm{~mm}^{2}\right)$.

With the unified LSE, an $8 \times 8$ diagonal matrix is added to the coefficient matrix $\boldsymbol{A}^{t} W_{A} \boldsymbol{A}$, the diagonal elements of $A^{t} W_{t} A$ are incremented by a value of $g$. This will remove the rank defects of $A^{t} W_{f} A$ and make it non-singular. The unknown parameters can then be estimated. Table 4-7 shows the results of the unified LSE after each iteration, where $g=$ $0.01\left(\mathrm{~mm}^{-2}\right)$ is chosen (which means the variances of the pseudo-observations are 100 $\mathrm{mm}^{2}$ ).

Table 4-7 The estimated results by the unified LSE

| Iteration <br> No. | $x_{1}$ <br> $(\mathrm{~mm})$ | $y_{1}$ <br> $(\mathrm{~mm})$ | $x_{2}$ <br> $(\mathrm{~mm})$ | $y_{2}$ <br> $(\mathrm{~mm})$ | $x_{3}$ <br> $(\mathrm{~mm})$ | $y_{3}$ <br> $(\mathrm{~mm})$ | $x_{4}$ <br> $(\mathrm{~mm})$ | $y_{4}$ <br> $(\mathrm{~mm})$ | $v^{t} W_{v}$ <br> $\left(\mathrm{~mm}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | -0.3447 | -0.3447 | 0.3987 | 427.6045 | 430.9415 | 430.1357 | 426.9045 | 0.4046 | 0.8280 |
| 2 | -0.3447 | -0.3448 | 0.3992 | 427.6040 | 430.9415 | 430.1357 | 426.9040 | 0.4051 | 0.8280 |
| 3 | -0.3447 | -0.3448 | 0.3992 | 427.6040 | 430.9415 | 430.1357 | 426.9040 | 0.4051 | 0.8280 |

These results are identical (to four decimal places) with that obtained from the LSE with inner constraints.

From Eq (2.128) the cofactor matrix $Q_{x}$ is calculated, i.e.,
$\boldsymbol{Q}_{x}=\left[\begin{array}{ccrrrrr}0.0148 & 0.0048 & -0.0064 & 0.0064 & -0.0048 & -0.0049 & -0.0036 \\ & 0.0048 & -0.0064 & -0.0036 & -0.0049 & -0.0048 & 0.0064 \\ & & 0.0149 & -0.0049 & -0.0036 & 0.0065 & -0.0049 \\ & & & 0.0149 & -0.0063 & -0.0063 & 0.0048 \\ & & & 0.0148 & 0.0048 & -0.0049 & 0.0065 \\ & & & & 0.0147 & -0.0063 & -0.0036 \\ & & & & & 0.0149 & -0.0049 \\ & \text { symmetric } & & & & 0.0150\end{array}\right]\left(\mathrm{mm}^{2}\right)$

It is also identical (to four decimal places) with that obtained from the LSE with inner constraints. The trace of $Q_{x}$ is $0.1188\left(\mathrm{~mm}^{2}\right)$.

As mentioned before, for the intermediate parameters the cofactor matrix may not be necessary while the inverse of the cofactor matrix (the weight matrix) is more convenient to use. The weight matrix of the estimated parameters is gives as
$W_{x}=\boldsymbol{A}^{t} \boldsymbol{W}_{l} \boldsymbol{A}$
$=\left[\begin{array}{llllllll}30.5659 & 5.6429 & 0.0001 & -0.0435 & -5.5659 & -5.5555 & -24.9999 & -0.0439 \\ & 30.5452 & -0.0435 & -24.9999 & -5.5555 & -5.5452 & -0.0439 & 0.0001 \\ & & 30.5457 & -5.3651 & -24.9991 & -0.1470 & -5.5465 & 5.5555 \\ & & & 30.5654 & -0.1470 & -0.0009 & 5.5555 & -5.5646 \\ & & & 30.5673 & 5.9374 & -0.0022 & -0.2349 \\ & & & & 30.5438 & -0.2349 & -24.9978 \\ & & & & 30.5487 & -5.2768 \\ & & & & & 30.5625\end{array}\right]\left(\mathrm{mm}^{-2}\right)$

The trace of $\boldsymbol{W}_{x}$ is $244.4444\left(\mathrm{~mm}^{-2}\right)$.

With the separate LSE the unknown parameters can by divided into two groups (two points in each group) or four groups (one point in each group). They can even be divided into eight groups (one coordinate in each group), but it not recommended in this example since too many iterations are required.

If the two group situation is considered, four points are divided into two groups with four coordinates in each group, i.e.,

$$
\begin{aligned}
& X_{1}=\left(x_{1}, y_{1}, x_{2}, y_{2}\right) \\
& X_{2}=\left(x_{3}, y_{3}, x_{4}, y_{4}\right)
\end{aligned}
$$

The design matrix $A$ is divided into two parts $A_{1}$ and $A_{2}$ accordingly.

$$
A_{1}=\left[\begin{array}{cccc}
0.000 & -1.000 & 0.000 & 1.000 \\
0.000 & 0.000 & -1.000 & -0.004 \\
0.000 & 0.000 & 0.000 & 0.000 \\
-1.000 & 0.000 & 0.000 & 0.000 \\
-0.708 & -0.706 & 0.000 & 0.000 \\
0.000 & 0.000 & -0.707 & 0.708
\end{array}\right] \text { and } A_{2}=\left[\begin{array}{cccc}
0.000 & 0.000 & 0.000 & 0.000 \\
1.000 & 0.004 & 0.000 & 0.000 \\
0.008 & 1.000 & -0.008 & -1.000 \\
0.000 & 0.000 & 1.000 & 0.000 \\
0.708 & 0.706 & 0.000 & 0.000 \\
0.000 & 0.000 & 0.707 & -0.708
\end{array}\right]
$$

Observation equations are then constructed like Eq (4.37), $\boldsymbol{X}_{1}$ and $X_{2}$ can be estimated separately. No constraints are required since $\boldsymbol{A}_{1}$ and $\boldsymbol{A}_{2}$ do not suffer the problem of column rank defects because both $X_{I}$ and $X_{2}$ include enough information to define the datum. In each iteration, instead of calculating the inverse of a $8 \times 8$ matrix (simultaneous adjustment) the inverses of two $4 \times 4$ matrices $\left(\boldsymbol{A}_{1}{ }^{\prime} W_{t} \boldsymbol{A}_{I}\right)$ and $\left(\boldsymbol{A}_{2}{ }^{\boldsymbol{t}} \boldsymbol{W}_{t} \boldsymbol{A}_{2}\right)$ are calculated. Three iterations are required before the parameters are stable to the fourth decimal point. Table 4-3 shows the results of the separate LSE.

Table 4-8 The estimated results by the separate LSE

| Iteration <br> No. | $x_{1}$ <br> $(\mathrm{~mm})$ | $y_{1}$ <br> $(\mathrm{~mm})$ | $x_{2}$ <br> $(\mathrm{~mm})$ | $y_{2}$ <br> $(\mathrm{~mm})$ | $x_{3}$ <br> $(\mathrm{~mm})$ | $y_{3}$ <br> $(\mathrm{~mm})$ | $x_{4}$ <br> $(\mathrm{~mm})$ | $y_{4}$ <br> $(\mathrm{~mm})$ | $v^{t} W v$ <br> $\left(\mathrm{~mm}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | -0.0022 | 0.0248 | -0.0021 | 427.9746 | 430.5355 | 431.2523 | 427.2449 | 1.5197 | 0.8976 |
| 2 | -0.0022 | 0.0250 | -0.0022 | 427.9744 | 430.5350 | 431.2545 | 427.2445 | 1.5175 | 0.8280 |
| 3 | -0.0022 | 0.0250 | -0.0022 | 427.9744 | 430.5350 | 431.2545 | 427.2445 | 1.5175 | 0.8280 |

These results are not identical with those obtained from the simultaneous adjustment since the datum is different, but they are equivalent. The shapes of the quadrilateral are same which can be verified by a coordinate transformation. The same $v^{t} \boldsymbol{W} v$ also implies
transformation may be required to related the results to a given coordinate system. Alternatively, control points can be included in the separate LSE process to avoid coordinate transformation.

The full covariance matrix is not provided in the separate LSE, only the block diagonal elements are given. The correlations between those parameters which are not estimated in the same group are not available.

Since the same functional model of measurements and the same target function of least squares minimisation are used in the separate least squares estimation as in the simultaneous least squares estimation, therefore their results must be the same. It is not easy to prove this theoretically. However many simulation and practical tests, both linear and non-linear, have been done to verify the fact. More results of the comparison of the two methods in close range photogrammetry will be given in Chapter 7.
this. The production of the full cofactor matrix is not possible because the unknown parameters are not solved simultaneously, but the weight matrix $W_{x}$ can be calculated by
$W_{x}=\boldsymbol{A}^{t} \boldsymbol{W} \boldsymbol{A}$
$=\left[\begin{array}{ccrrrrr}30.5463 & 5.6429 & 0.0000 & -0.0000 & -5.5466 & -5.5555 & -24.9997 \\ & 30.5648 & -0.0000 & -25.000 & -5.5555 & -5.5645 & -0.0873 \\ & & 30.5644 & -5.3651 & -24.9985 & -0.1905 & -5.5658 \\ & & 30.5467 & -0.1905 & -0.0015 & 5.5555 \\ & & 30.5466 & 5.9374 & -0.0015 & -0.1914 \\ & & & 30.5645 & -0.1914 & -24.9985 \\ & & & 30.5670 & -5.2768 \\ & & & & & 30.5441\end{array}\right]\left(\mathrm{mm}^{-2}\right)$

The trace of $\boldsymbol{W}_{x}$ is $244.4444\left(\mathrm{~mm}^{-2}\right)$. The difference of $\boldsymbol{W}_{\boldsymbol{x}}$ from that obtained from the unified LSE is due to the change in datum. They are equivalent with respect to their datum. The same trace of $\boldsymbol{W}_{\boldsymbol{x}}$ implies this. The difference will disappear after datum transformation. This will be verified in Chapter 6.

### 4.8 Summary of the chapter

In this chapter, the method of the separate least squares estimation has been discussed. It divides the unknown parameters into groups and estimates them separately. Unlike the iterative LSE in which only one equation is used for each parameter in the inner iterations, the separate LSE uses all the equations for each group of the parameters and the inner iterations are combined with the outer iterations. Even with linear functional model iterations are still required and starting values of the unknown parameters are always needed.

Constraints are not always required in the separate LSE even if the column rank defects of the design matrix exists since the divided design matrices are normally of full rank provided that the datum can be defined by each group of the parameters. In this case, the datum will be defined by the starting values of the parameters. A coordinate

## Chapter 5

## Separate Adjustment of Photogrammetric Measurements

As discussed in the Chapter 4 the separate least squares estimation is a technique of division, which divides the unknown parameters into groups. In photogrammetry, the unknown parameters are naturally divided into two groups, the coordinates of the object points and the camera parameters. The coordinates of the object points are required eventually, while the camera parameters may not be necessary but have to be included as unknown parameters in the observation equations.

The term separate adjustment (or SA) can be used to describe the photogrammetric use of the separate LSE method (e.g. as the bundle adjustment is commonly used instead of the simultaneous LSE and the sequencial adjustment instead of the sequencial LSE).

### 5.1 Free network separate adjustment

A free network adjustment means no constraints are involved in the adjustment process. The precision of the estimated results will be determined by the image observations only. The constraints are not necessary with the separate adjustment, but are normally required by the simultaneous bundle adjustment.

The separate adjustment is based on the same functional model used by the bundle adjustment, the collinearity equations. The linearized form is expressed as

$$
\begin{equation*}
A_{1} \Delta x_{1}+A_{2} \Delta x_{2}=b \tag{5.1}
\end{equation*}
$$

where $\boldsymbol{x}_{1}$ denotes the coordinates of the object points and $\boldsymbol{x}_{2}$ the camera parameters. $\boldsymbol{A}_{I}$ and $A_{2}$ are design matrices and have the same formats as described in Chapter 3.
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The principle of the separate adjustment is to treat the unknown parameters $\boldsymbol{x}_{1}$ and $\boldsymbol{x}_{2}$ separately. The theory has been given in Chapter 4. In the separate adjustment process, only a part (group) of the parameters is adjusted in each step, either $x_{1}$ or $x_{2}$. The adjustment iterates between the two steps and the results will be the same as those given by the simultaneous bundle adjustment. Figure 5-1 illustrates the procedure of the separate adjustment process.


Figure 5-1 Separate adjustment process

### 5.1.1 Adjusting the object points

When adjusting the object points, the camera parameters are considered as constants. So $\Delta x_{2}=0$. Therefore the observation equations for estimating the coordinates of the object points become

$$
\begin{equation*}
A_{t} \Delta x_{t}=b \tag{5.2}
\end{equation*}
$$

By least squares, the corrections of the 3D coordinates are estimated by

$$
\begin{align*}
\Delta x_{l} & =\left(A_{l}^{t} W_{l} A_{l}\right)^{-1} A_{l}^{t} W_{l} b  \tag{5.3}\\
& =A_{I I}^{-1} A_{l}^{t} W_{l} b
\end{align*}
$$

Since $A_{I I}$ is a block diagonal matrix, the inverse of $A_{I I}$ can be calculated by inverting a series of $3 \times 3$ matrices. The matrices $\boldsymbol{A}_{l}$ and $\boldsymbol{A}_{l l}$ can be stored compactly as illustrated in Figure 5-2 and the products of the matrices are simplified. Each small block in $\boldsymbol{A}_{1}$ is a $2 \times 3$ submatrix and each small block in $A_{l l}$ is a $3 \times 3$ submatrix ( $n$ is the number of the object points and $m$ is the number of the cameras).


Fig 5-2 The structures of the matrices $A_{l}$ and $A_{l l}$

Since the object points are independent of each other when the camera parameters are treated as constants, they can be adjusted separately. So the memory required can be reduced further. For the $\boldsymbol{i}$ th object point, the size of $\boldsymbol{A}_{1 i}$ is $2 m \times 3$ and the size of $\boldsymbol{A}_{1 / i}$ is $3 \times 3$. The corrections of the 3D coordinates for the $i$ th object point are given by
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$$
\begin{equation*}
\Delta x_{l i}=A_{l l}^{-l} A_{l i}^{l} W_{l i} b_{i} \tag{5.4}
\end{equation*}
$$

Matrix $\boldsymbol{A}_{1 l i}$ can be calculated by a further partitioning according to the cameras, i.e.,

$$
\begin{align*}
A_{l l i} & =A_{l i}^{t} W_{l i} A_{l i} \\
& =\sum_{j=1}^{m} A_{l i j}^{t} W_{l i j} A_{l i j}  \tag{5.5}\\
& =\sum_{j=1}^{m} A_{l l i j}
\end{align*}
$$

where $A_{i j}$ is a $2 \times 3$ matrix and $\boldsymbol{W}_{i j}$ is a $2 \times 2$ matrix, which are contributed by the $i$ th point on the $j$ th camera. Similarly, $A_{l i}^{t} W_{l i} b_{i}$ can also be calculated by partitioning, i.e.,

$$
\begin{equation*}
\boldsymbol{A}_{l i}^{t} W_{l i} \boldsymbol{b}_{i}=\sum_{j=1}^{m} \boldsymbol{A}_{l i j}^{t} \boldsymbol{W}_{l i j} \boldsymbol{b}_{i j} \tag{5.6}
\end{equation*}
$$

where $b_{i j}$ is a $2 \times 1$ matrix attributed to the $i$ th point on the $j$ th camera. In this case, the maximum size of the matrix required to obtain the corrections for the 3D coordinates of the object point is $3 \times 3$.

It is obvious that the computational time is directly proportional to the number of the object points. The minimum number of the cameras required is two.

### 5.1.2 Adjusting the cameras

When adjusting the camera parameters, the coordinates of the object points are considered as constants. So $\Delta x_{I}=0$. Therefore the observation equations for estimating the camera parameters become

$$
\begin{equation*}
A_{2} \Delta x_{2}=b \tag{5.7}
\end{equation*}
$$

By least squares, the corrections of the camera parameters are estimated by

$$
\begin{align*}
\Delta x_{2} & =\left(A_{2}^{t} W_{l} A_{2}\right)^{-1} A_{2}^{t} W_{l} b  \tag{5.8}\\
& =A_{22}^{-1} A_{2}^{t} W_{l} b
\end{align*}
$$

where $\boldsymbol{A}_{22}$ is a block diagonal matrix, the inverse of $\boldsymbol{A}_{22}$ is calculated by inverting a series of $6 \times 6$ matrices. Because of their special structures, the matrices $\boldsymbol{A}_{2}$ and $\boldsymbol{A}_{22}$ can be stored compactly as illustrated in Figure 5-3 and the products of the matrices are simplified. Each small blocks in $\boldsymbol{A}_{2}$ is a $2 n \times 6$ submatrix and each small blocks in $\boldsymbol{A}_{22}$ is a $6 \times 6$ submatrix.


Figure 5-3 The structures of the matrices $A_{2}$ and $A_{22}$

Since the cameras are independent of each other, when the object points are fixed, the parameter of each individual camera can be adjusted separately. So the memory required can be reduced further. For the $j$ th camera, the size of $A_{2 j}$ is $2 n \times 6$ and the size of $\boldsymbol{A}_{22 j}$ is $6 \times 6$. The corrections of the parameters for the $j$ th camera are given by

$$
\begin{equation*}
\Delta x_{2 j}=A_{22 j}^{-I} A_{2 j}^{t} W_{l j} b_{j} \tag{5.9}
\end{equation*}
$$

Matrix $A_{22 j}$ can be calculated by a further partitioning according to the object points, i.e.,

$$
\begin{align*}
A_{22 j} & =A_{2 j}^{t} W_{l j} A_{2 j} \\
& =\sum_{i=1}^{n} A_{2 j i}^{t} W_{l j i} A_{2 j i}  \tag{5.10}\\
& =\sum_{i=1}^{n} A_{22 j i}
\end{align*}
$$

where $A_{2 j i}$ is a $2 \times 6$ matrix and $W_{l j i}$ is a $2 \times 2$ matrix, which are contributed by the $i$ th point on the $j$ th camera. Similarly, $A_{2 j}^{t} W_{l j} b_{j}$ can also be calculated by partitioning, i.e.,

$$
\begin{equation*}
A_{2 j}^{t} W_{l j} b_{j}=\sum_{i=1}^{n} A_{2 j i}^{t} W_{l j i} b_{j i} \tag{5.11}
\end{equation*}
$$

where $b_{j i}$ is a $2 \times 1$ matrix attributed to the $i$ th point on the $j$ th camera. So the maximum size of the matrix required to obtain the corrections of the camera parameters is $6 \times 6$.

The computational time is directly proportional to the number of cameras. The minimum number of object points required is three.

### 5.1.3 Iteration between the two steps

The separate adjustment is an iterative process which is carried out between the two steps described above. After each iteration, the 3D coordinates and the camera
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parameters are refined. The iterative process terminates when the stop criterion (e.g. the maximum adjustment of the 3 D coordinates is less than a given value) is met.

### 5.1.4 Datum definition

A datum must be defined in the simultaneous bundle adjustment to remove the column rank defects of the design matrix so the unknown parameters can be estimated. However the pre-definition of the datum is generally not necessary in the separate adjustment. No constraints are required to make the unknown parameters estimable when the separate adjustment is applied. The datum is held either by the camera exterior parameters when the coordinates of the object points are adjusted or by the object points when the camera parameters are adjusted. Since both the coordinates of the object points and the camera exterior parameters are related to the same coordinate system, the datum is actually determined by the starting values of the parameters. If the coordinates of the object points are adjusted first, the datum will be determined by the starting values of the camera parameters, otherwise it will be determined by the starting values of the object points.

Because of the uncertainty of the starting values, the results from the separate adjustment are in an arbitrary coordinate system if spatial controls are not applied. The results from the separate adjustment may not be numerically identical with that obtained from the traditional bundle adjustment due to the different datum definition. However the shapes of the measured object are the same from both methods. So their results are equivalent. This can be verified by a rigid coordinate transformation of the object.

### 5.1.5 Precision estimation

The covariance (cofactor) matrix is a by-product which is normally produced directly by the simultaneous bundle adjustment at the same time when the unknown parameters are estimated. The square roots of the diagonal elements of the covariance matrix give the standard deviations to the corresponding parameters which are used to evaluate the precision of the measurement system. However, the full covariance matrix is not
available directly from the separate adjustment. It can be calculated when it is required from the design matrix and the computation is very expensive in terms of time and memory. In many cases the full covariance matrix is not necessary for the purpose of the standard deviations of the estimated parameters.

From the separate adjustment, the cofactor matrix of the coordinates of the object points is given approximately by

$$
\begin{equation*}
Q_{x_{1}}=\left(A_{l}^{t} W_{l} A_{l}\right)^{-1}=A_{l l}^{-l} \tag{5.12}
\end{equation*}
$$

For each object point a $3 \times 3$ cofactor matrix is given by

$$
\begin{equation*}
Q_{x_{i i}}=\left(A_{l i}^{t} W_{l i} A_{l i}\right)^{-1}=A_{l l i}^{-l} \tag{5.13}
\end{equation*}
$$

and the covariance matrix the 3D coordinates is

$$
\begin{equation*}
C_{x_{i i}}=\hat{\sigma}_{0}^{2} Q_{x_{i i}} \tag{5.14}
\end{equation*}
$$

The cofactor matrix of the camera parameters is given approximately by

$$
\begin{equation*}
Q_{x_{2}}=\left(A_{2}^{t} W_{l} A_{2}\right)^{-1}=A_{22}^{-I} \tag{5.15}
\end{equation*}
$$

For each camera a $6 \times 6$ cofactor matrix is given by

$$
\begin{equation*}
Q_{x_{2 j}}=\left(A_{2 j}^{t} W_{l j} A_{2 j}\right)^{-1}=A_{22 j}^{-1} \tag{5.16}
\end{equation*}
$$

and the covariance matrix of the camera parameters is

$$
\begin{equation*}
C_{x_{2 j}}=\hat{\sigma}_{0}^{2} Q_{x_{2 j}} \tag{5.17}
\end{equation*}
$$
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For each object point the $3 \times 3$ covariance matrix $C_{x_{\|}}$is adequate to evaluate the precision of the estimated 3D coordinates and the error ellipsoid for each object point. And for each camera the covariance matrix $C_{x 2 j}$ is also available to analyse the precision and the correlations between the camera parameters.

The approximations are caused by the neglect of the variances of the camera parameters and the 3D coordinates of the object points when calculating $C_{x_{i j}}$ and $C_{x 2 j}$ respectively. These approximations can be compensated for by including the variances into the iterative process as described in Chapter 4, however with more computational effort.

Simulation tests showed that the approximations were quite acceptable for a multicamera strong network especially in close range photogrammetry. The differences caused by the approximations were normally less than one percent.

### 5.1.6 Number of iterations

The number of iterations required for the separate adjustment process depends on the closeness of the starting values to their final results. However, more iterations are generally required for the separate adjustment than for the bundle adjustment. Normally four iterations are enough to give satisfactory results for the bundle adjustment with reasonable starting values, while for the separate adjustment ten or a few tens are required. Table 5-1 shows the maximum adjustment of the coordinates and the sum of squares of the residuals ( $\phi=\nu^{t} W v$ ) after each iteration for a close range photogrammetric measurement network with 100 object points and 4 cameras.

Table 5-1 The adjusted results by the bundle adjustment and the separate adjustment

|  | Bundle adjustment |  | Separate adjustment |  |
| :---: | :---: | :---: | :---: | :---: |
| No. of <br> iteration | Max. adjustment <br> $(\mathrm{mm})$ | $\phi=v^{t} W v$ <br> $\left(\mathrm{~mm}^{2}\right)$ | Max. adjustment <br> $(\mathrm{mm})$ | $\phi=v^{t} W v$ <br> $\left(\mathrm{~mm}^{2}\right)$ |
| 1 | 19.7646 | 0.80576482 | 13.8760 | 1.24956487 |
| 2 | 0.3381 | 0.00375875 | 1.0679 | 0.12538475 |
| 3 | 0.0128 | 0.00011768 | 0.2812 | 0.02086453 |
| 4 | 0.0001 | 0.00011342 | 0.0778 | 0.00484658 |
| 5 |  |  | 0.0259 | 0.00103845 |
| 6 |  |  | 0.0125 | 0.00026584 |
| 7 |  |  | 0.0071 | 0.00011747 |
| 8 |  |  | 0.0042 | 0.00011375 |
| 9 |  |  | 0.0025 | 0.00011347 |
| 10 |  |  | 0.0014 | 0.00011344 |
| 11 |  |  | 0.0008 | 0.00011342 |
| 12 |  |  | 0.0005 | 0.00011342 |
| 13 |  |  | 0.0003 | 0.00011342 |
| 14 |  |  | 0.0001 | 0.00011342 |

### 5.1.7 Consistency with the bundle solution

The separate adjustment is based on the same functional model as the bundle adjustment. The target functions of the least squares from the two methods are also same, which are the sums of the weighted squares of residuals on the image planes. Simulation tests and practical tests show that the two methods always arrive at the same minimisation. Each individual residual for all the observations has also been checked and found to be the same for both methods. This means that their results are equivalent. The coordinates of their solution may not be numerically identical because of different datum definitions, but the shapes of the measured object from the two methods are always same. This has been verified by the rigid coordinate transformation and by including control points in the adjustment process. Some simulation test results will be given in Chapter 7.

### 5.1.8 Computational complexity

Least squares adjustment is an expensive computational process. Inverting the coefficient matrix $A^{\boldsymbol{t}} \boldsymbol{W A}$ is the main cost in terms of speed and memory. In the simultaneous bundle adjustment, $\boldsymbol{A}^{\boldsymbol{t}} \boldsymbol{W} \boldsymbol{A}$ is a symmetric positive definite matrix. Fast algorithms (for example, Cholesky) can be used to compute the inverse of $\boldsymbol{A}^{t} \boldsymbol{W} \boldsymbol{A}$. However even then the computational complexity is still high. If the size of $\boldsymbol{A}^{t} \boldsymbol{W} \boldsymbol{A}$ is $u \times u$, the time required for computing the inverse of $\boldsymbol{A}^{t} \boldsymbol{W} \boldsymbol{A}$ is directly proportional to $u^{3}$ and the memory needed is directly proportional to $u^{2}$.

Suppose $m$ images are used to measure $n$ object points in a close range photogrammetric measurement system. If the bundle adjustment with inner constraints on the object points is used, the size of the coefficient matrix $\boldsymbol{A}^{t} \boldsymbol{W} \boldsymbol{A}$ is $(3 n+6 m) \times(3 n+6 m)$. So the computational complexity for one iteration is

$$
\begin{array}{ll} 
& \mathrm{T}(\mathrm{~B}) \propto(3 n+6 m)^{3} \\
\text { and } & \mathrm{M}(\mathrm{~B}) \propto(3 n+6 m)^{2}
\end{array}
$$

With the separate adjustment, the computational complexity of time for one iteration is

$$
\mathrm{T}(\mathrm{~S}) \propto m \cdot n
$$

and the maximum memory required is a $6 \times 6$ unit no matter how many object points and cameras are involved. The time required for the separate adjustment can be expressed as

$$
t_{S}=C_{S} \cdot m \cdot n \cdot I
$$

where $m$ is the number of the cameras, $n$ is the number of the object points and $I$ is the number of iterations. $C_{S}$ is a coefficient which may vary according to the computers. It is found to be $215 \mu \mathrm{~s}$ for a SUN Spark Classic and $42 \mu \mathrm{~s}$ for a 120 MHz Pentium.
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For the example given in section 4.7 ( 100 object points and 4 cameras). The time required by the separate adjustment (fourteen iterations) is about 1.4 seconds. For bundle adjustment for one iterations is 17 seconds. In total 68 seconds are needed for the whole adjustment process (four iterations). The simulation was conducted on SUN Sparc Classic. More tests were conducted and the results are given in Chapter 8.

### 5.1.9 Feasible area of the separate adjustment

In the separate adjustment process, the minimum numbers required for the object points and the camera are three and two respectively. Figure 5-4 illustrates the feasible area of the separate adjustment.


Figure 5-4 Feasible area of the separate adjustment

### 5.2 Continuous adjustment

The separate adjustment can produce the 3 D coordinates much faster than the traditional bundle adjustment. Because of its high speed, it can be used in the measurement of moving object. It is often the case that the object points may move regularly while the cameras may be relatively stable. If the measurement process operates fast enough the object points could be tracked successfully. So the orientation of the object body can be measured in real-time.
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To test the separate adjustment in a continuous measurement process a close range photogrammetric measurement network was simulated. Twelve sets of 3D data were created with a 2 mm linear movement between each set. These 3D data were imaged on four stationary cameras to get the 2D data. Random noise was added to these 2D data. The results from a measurement were used as the starting values for the next measurement. The results of twelve sets of ten iterations of the separate adjustment are illustrated in Figure 5-5 and Figure 5-6 for the maximum adjustment of the 3D coordinates and the standard deviation of the 3D coordinates respectively.


Figure 5-5 Graph of maximum adjustments for the 12 sets plotted for each iteration (note Log y axis)


Figure 5-6 Graph of the standard deviation of the $\mathrm{X}, \mathrm{Y}, \mathrm{Z}$ coordinates for each iteration

Figure 5-5 illustrates that for each epoch after the first iteration which required a 2 mm adjustment, the maximum adjustment of the 3D coordinates rapidly approaches zero. Figure 5-6 illustrates that the a posteriori standard deviations of the 3D coordinates improve little after first iteration of each epoch. Therefore in the continuous measurement process, the separate adjustment will give satisfactory results with only a few iterations (two or three).

(b)

Figure 5-7 Stability of the Camera parameters

(d)

(e)
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(f)

Figure 5-7 Stability of the Camera parameters

Figure 5-7 illustrates the stability of the camera parameters during the continuous measurement process by the separate adjustment. It can be seen that the camera parameters are not much influenced by the movement of the 3D coordinates of the object points.

In the real-time applications, the movement of an object is limited in $1 / 25$ of a second, which means the starting values are not far away from the final solutions. In this case a satisfactory result can normally be obtained in a few iterations (two or three) by the separate adjustment. It is also possible to move and rotate the cameras to track the moving object. In this case a common datum becomes important to relate the measurement results to the same coordinate system.

### 5.3 Separate adjustment with controls

As mentioned in section 5.1.4, the coordinate datum will not cause problems in the separate adjustment. The purpose of including controls in the separate adjustment is to
relate the results to a given coordinate system so the coordinate transformation may be avoided.

Since controls are normally applied to the object points, the camera parameters are adjusted as usual, while the object points are divided into two parts: control points and normal points.

### 5.3.1 With fixed control points

It is often the case that some fixed ground control points are used to define a datum so that the measured results (the 3D coordinates of the object points) are related to the given coordinate system. In this case, the coordinates of the spatial points can be expressed as

$$
x_{I}=\left[\begin{array}{l}
x_{1}^{\prime}  \tag{5.18}\\
x_{1}^{\prime \prime}
\end{array}\right]
$$

where $\boldsymbol{x}_{l}^{\prime}$ is a vector of the coordinates of the control points and $\boldsymbol{x}_{l}^{\prime \prime}$ is a vector of the coordinates of the normal object points. The normal object points will be adjusted as usual, while the control points will not be adjusted. The camera parameters will be adjusted as usual and all the spatial points (the control points and the normal object points) are used in this step. It has been verified that, with the same control points, the results from both simultaneous bundle adjustment and separate adjustment are numerically identical.

### 5.3.2 With weighted control points

If the control points are treated as weighted observations, they will be adjusted not only by the image observations but also by the survey observations. The survey observations of the control points can be expressed as

$$
\begin{equation*}
G_{i} \Delta x_{l i}^{\prime}=c_{i} \tag{5.19}
\end{equation*}
$$

with associated weight matrix $W_{g i}$. So the combined observation equations for a control point become

$$
\left[\begin{array}{c}
A_{1 i}  \tag{5.20}\\
G_{i}
\end{array}\right] \Delta x_{1 i}^{\prime}=\left[\begin{array}{c}
b_{i} \\
c_{i}
\end{array}\right]
$$

Therefore the corrections of the 3D coordinates of the control points are given by

$$
\begin{equation*}
\Delta x_{l i}^{\prime}=\left(A_{l i}^{t} W_{l i} A_{l i}+G_{i}^{t} W_{g i} G_{i}\right)^{-1}\left(A_{l i}^{t} W_{l i} b_{i}+G_{i}^{t} W_{g i} c_{i}\right) \tag{5.21}
\end{equation*}
$$

Normal object points and the camera parameters are adjusted the same way as discussed before.

### 5.3.3 With scale

Scale is normally defined by the measured distances between control points. In this case, control point coordinates will be adjusted not only by the image observations but also by the measured distances between those control points. If the distance between the control points $p_{i}$ and $p_{j}$ is measured as $\boldsymbol{d}_{i j}$ with the standard deviation $\sigma_{i j}$, the additional observation equation is given by

$$
\begin{equation*}
\left(\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2}+\left(z_{i}-z_{j}\right)^{2}\right)^{1 / 2}=d_{i j} \tag{5.22}
\end{equation*}
$$

with an associated weight $\sigma_{i j}^{-2}$. After linearization the observation equation becomes

$$
\begin{equation*}
G_{i j} \Delta x_{i j}=c_{i j} \tag{5.23}
\end{equation*}
$$

in which

$$
\begin{aligned}
& G_{i j}=\left[\frac{x_{i}^{0}-x_{j}^{0}}{d_{i j}^{0}} \frac{y_{i}^{0}-y_{j}^{0}}{d_{i j}^{0}} \frac{z_{i}^{0}-z_{j}^{0}}{d_{i j}^{0}} \frac{x_{j}^{0}-x_{i}^{0}}{d_{i j}^{0}} \frac{y_{j}^{0}-y_{i}^{0}}{d_{i j}^{0}} \frac{z_{j}^{0}-z_{i}^{0}}{d_{i j}^{0}}\right], \\
& \Delta x_{i j}=\left[\Delta x_{i} \Delta y_{i} \Delta z_{i} \Delta x_{j} \Delta y_{j} \Delta z_{j}\right] \\
& c_{i j}=d_{i j}-d_{i j}^{0}
\end{aligned}
$$

and

$$
\boldsymbol{d}_{i j}^{0}=\left(\left(x_{i}^{0}-x_{j}^{0}\right)^{2}+\left(y_{i}^{0}-y_{j}^{0}\right)^{2}+\left(z_{i}^{0}-z_{j}^{0}\right)^{2}\right)^{1 / 2}
$$

Because of the additional relationship between the control points $\boldsymbol{x}_{\boldsymbol{i}}$ and $\boldsymbol{x}_{\boldsymbol{j}}$, they need to be adjusted together. Therefore the size of the matrices computed increases from $3 \times 3$ to $6 \times 6$. Alternatively, all the control points can be adjusted together. So the maximum size of the matrix will be $3 n_{\mathcal{C}} \times 3 n_{\mathcal{C}}$, where $n_{c}$ is the number of the control points.

### 5.3.4 Number of iterations

It has been seen from the above discussion that in the separate adjustment controls will not add too much computation in each iteration. However, simulation tests and practical tests show that with these additional constraints more iterations are required for the separate adjustment, especially when fixed controls are applied. This may influence the speed of the measurement process. To avoid this, an alternative method is a free network adjustment followed by a coordinate transformation.

### 5.4 Separate adjustment with DLT model

As mentioned in Chapter 3, the DLT model can be used to calculate the camera parameters directly with given control points in the object space. This is called resection. With the camera parameters as knowns the 3D coordinates of the object points can be calculated directly. This is called intersection. In this way the 3D coordinates of the object points and the camera parameters are estimated directly. No
starting values for the unknown parameters are required and no iterations are needed since the functional model appears to be linear after the rearrangements.

This measurement process (resection followed by intersection with DLT model) could be the easiest and fastest method for multi-camera photogrammetric 3D measurement. However, the precision from this measurement process is normally poorer than that from the simultaneous bundle adjustment or separate adjustment. The reasons are (i) the precision of the camera parameters are limited by a small number of control points, (ii) the degrees of freedom of the least squares from this measurement process are fewer than that of the simultaneous bundle adjustment and (iii) due to the rearrangements of the functional model the minimisations of the least squares are no longer the sums of the squares of the residuals on the image planes. The first two problems can be overcome by a series of separate adjustments with all the cameras and the object points involved in both steps and the third can be overcome by maintaining the non-linear functional model and applying the rigorous least squares adjustment in both steps to minimise the sums of the squares of the residuals on the image planes.

The collinearity equations after DLT have been given in Chapter 3. They are rewritten here and the subscripts are neglected for simplicity.

$$
\left\{\begin{array}{l}
f_{x}=\frac{D_{1}}{D_{3}}-x  \tag{5.24}\\
f_{y}=\frac{D_{2}}{D_{3}}-y
\end{array}\right.
$$

where

$$
\left\{\begin{array}{l}
D_{1}=L_{1} X+L_{2} Y+L_{3} Z+L_{4}  \tag{5.25}\\
D_{2}=L_{5} X+L_{6} Y+L_{7} Z+L_{8} \\
D_{3}=L_{9} X+L_{10} Y+L_{11} Z+I
\end{array}\right.
$$

In general the functional model is expressed as
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$$
\begin{equation*}
f\left(x_{1}, x_{2}, l\right)=0 \tag{5.26}
\end{equation*}
$$

where $\boldsymbol{x}_{\boldsymbol{I}}$ is a vector of the 3D coordinates of the object points $(\boldsymbol{X}, \boldsymbol{Y}, \boldsymbol{Z})$ and $\boldsymbol{x}_{\boldsymbol{2}}$ is a vector of the DLT parameters $\left(\boldsymbol{L}_{1}, \boldsymbol{L}_{2}, \ldots, \boldsymbol{L}_{11}\right)$ which involve six camera exterior parameters $\left(\boldsymbol{X}_{\mathrm{L}}, \boldsymbol{Y}_{\mathrm{L}}, \boldsymbol{Z}_{\mathrm{L}}, \omega, \phi, \kappa\right)$ and four camera interior parameters $\left(\boldsymbol{x}_{p}, \boldsymbol{y}_{p}, \boldsymbol{c}_{x}, \boldsymbol{c}_{y}\right)$. The linearized functional model is expressed as

$$
\begin{equation*}
A_{1} \Delta x_{1}+A_{2} \Delta x_{2}=b \tag{5.27}
\end{equation*}
$$

where

$$
A_{1}=\left[\begin{array}{lll}
\frac{\partial_{x}}{\partial \boldsymbol{X}} & \frac{\partial_{x}}{\partial \boldsymbol{Y}} & \frac{\partial_{x}}{\partial Z}  \tag{5.28}\\
\frac{\partial f_{y}}{\partial \boldsymbol{X}} & \frac{\partial \mathcal{\partial}_{y}}{\partial \boldsymbol{Y}} & \frac{\partial \partial_{y}}{\partial Z}
\end{array}\right]
$$

and

$$
A_{2}=\left[\begin{array}{llll}
\frac{\mathscr{f}_{x}}{\partial \boldsymbol{L}_{1}} & \frac{\partial_{x}}{\partial L_{2}} & \cdots & \frac{\partial_{x}}{\partial L_{I I}}  \tag{5.29}\\
\frac{\mathscr{f}_{y}}{\partial \mathbf{L}_{1}} & \frac{\partial f_{y}}{\partial \mathbf{L}_{2}} & \cdots & \frac{\partial f_{y}}{\partial \boldsymbol{L}_{I I}}
\end{array}\right]
$$

The partial differentials in $\boldsymbol{A}_{\boldsymbol{l}}$ are calculated as

$$
\begin{aligned}
& \frac{\partial_{x}}{\partial X}=\frac{L_{l} D_{3}-L_{9} D_{1}}{D_{3}^{2}} \quad \frac{\partial_{x}}{\partial Y}=\frac{L_{2} D_{3}-L_{10} D_{I}}{D_{3}^{2}} \frac{\partial_{x}}{\partial Z}=\frac{L_{3} D_{3}-L_{I I} D_{1}}{D_{3}^{2}} \\
& \frac{\partial_{y}}{\partial X}=\frac{L_{5} D_{3}-L_{9} D_{2}}{D_{3}^{2}} \frac{\partial_{y}}{\partial Y}=\frac{L_{6} D_{3}-L_{10} D_{2}}{D_{3}^{2}} \frac{\partial_{y}}{\partial Z}=\frac{L_{7} D_{3}-L_{l l} D_{2}}{D_{3}^{2}}
\end{aligned}
$$

and the partial differentials in $A_{2}$ are calculated as

$$
\begin{aligned}
& \frac{\mathscr{f}_{x}}{\partial L_{1}}=\frac{X}{D_{3}} \quad \frac{\partial_{x}}{\partial L_{2}}=\frac{Y}{D_{3}} \quad \frac{\partial_{x}}{\partial L_{3}}=\frac{Z}{D_{3}} \quad \frac{\partial_{x}}{\partial L_{4}}=\frac{1}{D_{3}} \\
& \frac{\partial X_{x}}{\partial L_{5}}=\frac{\partial X_{x}}{\partial L_{6}}=\frac{\partial X_{x}}{\partial L_{7}}=\frac{\partial \mathscr{X}_{x}}{\partial L_{8}}=0 \\
& \frac{\partial \mathscr{X}_{x}}{\partial L_{9}}=-\frac{D_{1} X}{D_{3}^{2}} \quad \frac{\partial_{x}}{\partial L_{10}}=-\frac{D_{I} Y}{D_{3}^{2}} \quad \frac{\partial_{x}}{\partial L_{I I}}=-\frac{D_{1} Z}{D_{3}^{2}} \\
& \frac{\partial f_{y}}{\partial L_{I}}=\frac{\partial \partial_{y}}{\partial L_{2}}=\frac{\partial f_{y}}{\partial L_{3}}=\frac{\partial \partial_{y}}{\partial L_{4}}=0 \\
& \frac{\partial f_{y}}{\partial L_{5}}=\frac{X}{D_{3}} \quad \frac{\partial f_{y}}{\partial L_{6}}=\frac{Y}{D_{3}} \quad \frac{\partial f_{y}}{\partial L_{7}}=\frac{Z}{D_{3}} \quad \frac{\partial f_{y}}{\partial L_{8}}=\frac{1}{D_{3}} \\
& \frac{\partial \mathscr{f}_{y}}{\partial L_{g}}=-\frac{D_{2} X}{D_{3}^{2}} \quad \frac{\partial f_{y}}{\partial L_{10}}=-\frac{D_{2} Y}{D_{3}^{2}} \quad \frac{\partial_{y}}{\partial L_{11}}=-\frac{D_{2} Z}{D_{3}^{2}}
\end{aligned}
$$

The separate adjustment process can then be applied to the DLT model. In the step of adjusting 3D coordinates of the object points, the calculation process is similar as the usual case (collinearity equation based separate adjustment). The matrix $A_{l l}$ has the same structure as usual. The maximum size of the matrices processed is $3 \times 3$ and the time required is directly proportional to the number of the object points. In the step of adjusting camera parameters, the number of unknowns for each camera is 11 rather than 6 this time. So the matrix $A_{22}$ is a $11 \times 11$ block diagonal matrix. This may increase the computation time slightly. However it is compensated by the simplified calculation of the linearization based on the DLT model.

The number of iterations of the separate adjustment with DLT model is usually fewer than the normal separate adjustment. Simulation tests show that the overall time required is roughly the same for the separate adjustment with DLT model and the normal collinearity equation model.

During the separate adjustment process, evaluation of the camera physical parameters is not necessary. They can be computed from the 11 DLT parameters at the end of adjustment process if they are required.

The precision of the results from the DLT model is better than that from the normal collinearity equation model. This is attributed to the inclusion of the camera interior parameters $\left(\boldsymbol{x}_{p}, \boldsymbol{y}_{p}, \boldsymbol{c}_{x}, \boldsymbol{c}_{y}\right)$ by the DLT model. However, the normal 11 parameter DLT model is not capable of dealing with other important camera interior parameters such as lens distortions.

For the same example given in section 5.1.6, a separate adjustment with DLT model is applied. After each iteration the maximum adjustment of the coordinates and the sum of squares of the residuals $\left(\phi=\nu^{t} W v\right)$ are calculated and listed in Table 5-2.

Table 5-2 The adjusted results by the separate adjustment with DLT model

| No. of <br> iteration | Max. adjustment <br> $(\mathrm{mm})$ | $\phi=\nu^{t} W \nu$ <br> $\left(\mathrm{~mm}^{2}\right)$ |
| :---: | :---: | :---: |
| 1 | 14.2325 | 1.13764872 |
| 2 | 1.0834 | 0.10237643 |
| 3 | 0.2046 | 0.01287485 |
| 4 | 0.0428 | 0.00387291 |
| 5 | 0.0103 | 0.00086748 |
| 6 | 0.0028 | 0.00022353 |
| 7 | 0.0006 | 0.00010948 |
| 8 | 0.0003 | 0.00010872 |
| 9 | 0.0001 | 0.00010872 |

It can be seen that the sum of the weighted squares of the residuals $\phi$ from the DLT model is smaller than that from the normal collinearity equation model. More tests have been conducted and will be discussed in Chapter 7.

### 5.5 Self-calibration separate adjustment

In the foregoing discussion of photogrammetric measurement, systematic errors have not been considered (except for the DLT model). However, in close range digital photogrammetry, especially when non-metric CCD cameras are used, systematic errors are so significant that they cannot be neglected. These errors are mainly due to the
defects of the camera system and can be described by various of camera interior parameters. There are normally two ways of dealing with the systematic errors. One is to calibrate the cameras beforehand and correct the 2D coordinates on image planes accordingly. Another way is to treat the camera interior parameters as variables (unknown parameters or observations) and estimate them in the least squares adjustment. Therefore the camera interior parameters can be estimated together with other unknown parameters (3D coordinates of the object points and the camera exterior parameters). This method is called self-calibration separate adjustment.

In this section the separate adjustment will be used in place of the bundle adjustment. It is important to realise that the self-calibration technique does not require any object space control for the technique to be effective as a means of camera calibration (Atkinson 1996). Hence the benefits from the separate adjustment are more obvious.

For the modified functional model

$$
\begin{equation*}
f\left(x_{1}, x_{2}, x_{2}^{\prime}\right)=l \tag{5.30}
\end{equation*}
$$

the linearized observation equations can be expressed as

$$
\begin{equation*}
A_{1} \Delta x_{1}+A_{2} \Delta x_{2}+A_{2}^{\prime} \Delta x_{2}^{\prime}=b \tag{5.31}
\end{equation*}
$$

where $\boldsymbol{x}_{1}=(\mathrm{X}, \mathrm{Y}, \mathrm{Z})$ denotes a vector of the 3D coordinates of the object points, $\boldsymbol{x}_{2}=$ $\left(X_{\mathrm{L}}, Y_{\mathrm{L}}, Z_{\mathrm{L}}, \omega, \phi, \kappa\right)$ denotes a vector of the camera exterior parameters, $x_{2}^{\prime}=\left(c, x_{\mathrm{P}}, y_{\mathrm{p}}\right.$ $k_{1}, k_{2}, k_{3}, p_{1}, p_{2}$ ) denotes a vector of the camera interior parameters, and

$$
A_{l}=\frac{\partial f}{\partial x_{1}}, \quad A_{2}=\frac{\partial f}{\partial x_{2}}, \quad A_{2}^{\prime}=\frac{\partial f}{\partial x_{2}^{\prime}}
$$

The derivation of $A_{1}$ and $A_{2}$ has been discussed in Chapter 3. The derivation of $A_{2}^{\prime}$ is given in Appendix I.

### 5.5.1 Three step separate adjustment

When the camera interior parameters are considered, the unknown parameters may be divided into three groups as indicated in Eq (5.31). With the separate adjustment each group of unknown parameters is adjusted individually. When adjusting any group of parameters the other two groups are treated as constants. So the separate adjustment procedure could be:

Step I : Adjusting 3D coordinates of the object points

$$
\begin{equation*}
\Delta x_{l}=\left(A_{l}^{t} W_{l} A_{l}\right)^{-1} A_{l}^{t} W_{l} b \tag{5.32}
\end{equation*}
$$

Step II : Adjusting camera exterior parameters

$$
\begin{equation*}
\Delta x_{2}=\left(A_{2}^{t} W_{l} A_{2}\right)^{-l} A_{2}^{t} W_{l} b \tag{5.33}
\end{equation*}
$$

Step III : Adjusting camera interior parameters

$$
\begin{equation*}
\Delta x_{2}^{\prime}=\left(A_{2}^{\prime t} W_{l} A_{2}^{\prime}\right)^{-1} A_{2}^{\prime} W_{l} b \tag{5.34}
\end{equation*}
$$

Steps I and II are the same as discussed in section 4.7. In Step III the matrix $\boldsymbol{A}_{2}^{\prime}$ has a structure shown in Figure 5-8 (a). Hence the coefficient matrix $A_{2}^{\prime}{ }^{\prime} W_{1} \boldsymbol{A}_{2}^{\prime}$ is a block diagonal matrix (Figure 5-8 (b)), Each sub-block is a $8 \times 8$ matrix. So the inverse of $\boldsymbol{A}_{2}^{\prime t} \boldsymbol{W}_{l} \boldsymbol{A}_{2}^{\prime}$ is calculated by inverting $m 8 \times 8$ matrices, which will save both computation time and memory. If several images are taken by only one camera in the measurement process, which is usual in close range photogrammetry for camera calibration, there is only one set of camera interior parameters. So $\boldsymbol{A}_{2}^{\prime t} \boldsymbol{W}_{1} \boldsymbol{A}_{2}^{\prime}$ will be a $8 \times 8$ matrix.
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Figure 5-8 (a) Structure of $\boldsymbol{A}_{2}^{\prime}$
(b) Structure of $\boldsymbol{A}_{2}^{\prime t} W_{1} A_{2}^{\prime}$

With the separate adjustment discussed above, the maximum sizes of the matrices need to be inverted in each step are $3 \times 3,6 \times 6$ and $8 \times 8$ respectively. The correlations between the camera exterior and interior parameters are not available.

### 5.5.2 Two step separate adjustment

Another possible way of using separate adjustment is to put the camera interior and exterior parameters in the same group. So the iterations are between two groups. One group is the 3 D coordinates of the object points and the other group is the camera parameters. For each camera there will be 14 parameters, 6 exterior parameters and 8 interior parameters. The size of the matrices to be inverted is $14 \times 14$. In this case the correlations between the camera exterior and interior parameters are available.

### 5.5.3 A simulation test

To test the self-calibration separate adjustment, a simulation network of close range photogrammetric measurement is constructed. Eight images are taken from four stations (with a $90^{\circ}$ axial camera rotation) by one camera to measure 100 object points. Camera interior parameters are generated and listed in Table 5-3. Random noise with a standard deviation of $\sigma_{0}=0.0004 \mathrm{~mm}$ is added to the 2D image coordinates.

Table 5-3 Generated camera interior parameters

| $\Delta \mathrm{x}_{\mathrm{p}}(\mathrm{mm})$ | $\Delta \mathrm{y}_{\mathrm{p}}(\mathrm{mm})$ | $\Delta \mathrm{c}(\mathrm{mm})$ | $\mathrm{k}_{1}\left(\mathrm{~mm}^{-2}\right)$ | $\mathrm{k}_{2}\left(\mathrm{~mm}^{-4}\right)$ | $\mathrm{k}_{3}\left(\mathrm{~mm}^{-6}\right)$ | $\mathrm{p}_{1}\left(\mathrm{~mm}^{-1}\right)$ | $\mathrm{p}_{2}\left(\mathrm{~mm}^{-1}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1.00 \mathrm{e}-2$ | $1.00 \mathrm{e}-2$ | $3.52 \mathrm{e}-2$ | $5.36 \mathrm{e}-3$ | $-1.33 \mathrm{e}-4$ | $7.35 \mathrm{e}-6$ | $5.00 \mathrm{e}-4$ | $5.00-4$ |

The separate adjustment with camera interior parameters considered is applied. The resulting a posteriori standard deviation of the observations was $\hat{\sigma}_{0}=0.000397 \mathrm{~mm}$, which is very close to the a priori value. This means that systematic errors are well compensated and the measured results are mainly influenced by random errors. Figure 5-10 shows an error map from one image. No significant systematic error can be seen. However, if camera interior parameters are not considered in the adjustment process, the resulting a posteriori standard deviation will be $\hat{\sigma}_{\theta}=0.001670 \mathrm{~mm}$. Significant systematic errors can be observed in the error map shown in Figure 5-11. More tests were conducted and the results are given in Chapter 7.


Figure 5-9 An error map with systematic errors compensated


Figure 5-10 An error map with systematic errors uncompensated

### 5.6 Summary of the chapter

In this chapter, the method of the separate adjustment of the photogrammetric measurement is discussed. It is based upon the theory of the separate least squares adjustment discussed in Chapter 4. In the separate adjustment process, the 3D coordinates of the object points and the camera parameters are adjusted separately and iteratively. Since the datum can always be determined in both adjustment steps, constraints may not be necessary in the separate adjustment. A free network adjustment without any constraints becomes feasible and can be easily applied. Because the same functional model and the same target function of the least squares are used, the same results can be expected from the separate adjustment as from the simultaneous bundle adjustment.

The adjusted 3D coordinates of the object points from the free network separate adjustment are in an arbitrary coordinate system. A coordinate transformation is necessary if these 3 D coordinates are required in a given coordinate system. It is also possible to include controls in the separate adjustment process to relate the estimated results to a given datum. In this case, the coordinate transformation can be avoided. But it is found that with controls involved in the separate adjustment process the convergent speed is slowed down significantly. Therefore for the fast 3D measurement it is better to use free network separate adjustment followed by a coordinate transformation. A fast coordinate transformation method (linear transformation), which is especially suitable for the results from the free network separate adjustment, will be discussed in Chapter 6.

The number of iterations required for the separate adjustment may be more than that for the bundle adjustment. However, due to the simple computation and the linear computational complexity, the speed of convergence of the separate adjustment is much faster than that of the bundle adjustment. especially for large data sets. The maximum memory required by the separate adjustment is limited to a $6 \times 6$ unit(or $14 \times 14$ when camera interior parameters are considered) no matter how many cameras and object
points are involved. Because of the high speed and low memory requirements, the separate adjustment can be used in real-time measurement to track moving objects.

The separate adjustment can also be applied to the self-calibration adjustment or for camera calibration. A three step separate adjustment (with camera interior and exterior parameters divided) or a two step separate adjustment (with camera interior and exterior parameters integrated) can be used.

The disadvantage of the separate adjustment is that the full covariance matrix of the estimated results is not provided directly. To evaluate the precision of the 3D coordinates a $3 \times 3$ covariance matrix for each object point and a $6 \times 6$ (or $14 \times 14$ ) covariance matrix for each camera are given. These may be adequate in most cases. A full weight matrix of the estimated results is always available from the design matrix, from which the full covariance matrix can be derived whenever it is required.

## Chapter 6

## Coordinate Transformation

In surveying and photogrammetric measurement it is sometimes necessary to transform estimated coordinates from one coordinate system to another. The former could be an arbitrary coordinate system (e.g. the results from the simultaneous LSE with inner constraints or from the separate LSE with no specific constraints). The latter could be a specific pre-defined coordinate system. The transformation parameters can be obtained by knowing some coordinates (a minimum of four for 2D transformation and seven for 3D transformation) of common points in both systems. This transformation is named as conformal transformation or similarity transformation since no deformation of geometric shape is introduced by this transformation. The only change that may happen is a uniform scaling. After obtaining the transformation parameters all the coordinates of the object points (together with their cofactor matrix) in one coordinate system can be transformed to the other system.

### 6.1 Two dimensional transformation

The relationship between the two sets of coordinates $(x, y)$ and $\left(x^{\prime}, y^{\prime}\right)$ for a common point $i$ can generally be described as

$$
\left\{\begin{array}{l}
x_{i}^{\prime}=a x_{i}+b y_{i}+c  \tag{6.1}\\
y_{i}^{\prime}=-b x_{i}+a y_{i}+d
\end{array}\right.
$$

for a 2D similarity transformation. In this transformation, $\left(x_{i}, y_{i}\right)$ could be the coordinates obtained from the simultaneous LSE with inner constraints or from the separate LSE with no specific constraints. So the datum defined by the starting values is arbitrary. ( $\boldsymbol{x}_{i}^{\prime}, \boldsymbol{y}_{i}^{\prime}$ ) could be the pre-measured coordinates of some control points. To fulfil the coordinate transformation, the first step is to estimate the four transformation parameters $a, b, c$ and $d$ from the given coordinates of the common points in both coordinate systems. The second step is to transform the coordinates of all other points
from the arbitrary coordinate system to the pre-defined coordinate system via the estimated transformation parameters.

### 6.1.1 Estimation of the transformation parameters

If $n$ common points are known in both coordinates system, Eq (6.1) may be written as

$$
\left\{\begin{array}{c}
x_{1} a+y_{1} b+c+0=x_{1}^{\prime}  \tag{6.2}\\
y_{1} a-x_{l} b+0+d=y_{1}^{\prime} \\
x_{2} a+y_{2} b+c+0=x_{2}^{\prime} \\
y_{2} a-x_{2} b+0+d=y_{2}^{\prime} \\
\vdots \\
x_{n} a+y_{n} b+c+0=x_{n}^{\prime} \\
y_{n} a-x_{n} b+0+d=y_{n}^{\prime}
\end{array}\right.
$$

In matrix form it is

$$
\begin{equation*}
A t=E \tag{6.3}
\end{equation*}
$$

where

$$
\boldsymbol{A}=\left[\begin{array}{cccc}
x_{1} & y_{1} & 1 & 0 \\
y_{1} & -x_{1} & 0 & 1 \\
x_{2} & y_{2} & 1 & 0 \\
y_{2} & -x_{2} & 0 & 1 \\
\vdots & \vdots & \vdots & \vdots \\
x_{n} & y_{n} & 1 & 0 \\
y_{n} & -x_{n} & 0 & 1
\end{array}\right], \quad \boldsymbol{t}=\left[\begin{array}{c}
a \\
b \\
c \\
d
\end{array}\right] \quad \text { and } \boldsymbol{E}=\left[\begin{array}{c}
x_{1}^{\prime} \\
y_{1}^{\prime} \\
x_{2}^{\prime} \\
y_{2}^{\prime} \\
\vdots \\
x_{n}^{\prime} \\
y_{n}^{\prime}
\end{array}\right]
$$

A minimum of two common points will determine the four parameters. If more points are available, least squares can be used for the best solution. Four cases are considered, they are: (i) both $(x, y)$ and $\left(x^{\prime}, y^{\prime}\right)$ are fixed; (ii) $(x, y)$ are fixed while $\left(x^{\prime}, y^{\prime}\right)$ are the observations with the weight matrix $W_{x}^{\prime}$; (iii) $\left(x^{\prime}, y^{\prime}\right)$ are fixed while $(x, y)$ are the
observations with the weight matrix $W_{x}$; and (iv) both ( $x, y$ ) and ( $x^{\prime}, y^{\prime}$ ) are observations with the weight matrices $W_{x}$ and $W_{x}^{\prime}$ respectively. For different cases the transformation parameters $t$ may be estimated differently.

## Case I

The transformation parameters are obtained directly by linear least squares estimation, i.e.,

$$
\begin{equation*}
t=\left(A^{t} A\right)^{-1} A^{t} E \tag{6.4}
\end{equation*}
$$

## Case II

The transformation parameters can also be obtained directly by linear least squares estimation, but taking the weight of the observations into account. So the cofactor matrix and the weight matrix of the transformation parameters are also available.

$$
\begin{equation*}
t=\left(A^{t} W_{x}^{\prime} A\right)^{-1} A^{\prime} W_{x}^{\prime} E \tag{6.5}
\end{equation*}
$$

The cofactor matrix and weight matrix of the transformation parameters are estimated by

$$
\begin{equation*}
Q_{t}=\left(A^{t} W_{x}^{\prime} A\right)^{-1} \tag{6.6}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{t}=\left(A^{\prime} W_{x}^{\prime} A\right) \tag{6.7}
\end{equation*}
$$

## Case III

Eq (6.1) can be rearranged as

$$
\begin{aligned}
{\left[\begin{array}{l}
x_{i} \\
y_{i}
\end{array}\right] } & =\left[\begin{array}{cc}
a & b \\
-b & a
\end{array}\right]^{-1}\left[\begin{array}{c}
x_{i}^{\prime}-c \\
y_{i}^{\prime}-d
\end{array}\right] \\
& =\frac{1}{a^{2}+b^{2}}\left[\begin{array}{c}
a x_{i}^{\prime}-b y_{i}^{\prime}+(b d-a c) \\
b x_{i}^{\prime}+a y_{i}^{\prime}+(-b c-a d)
\end{array}\right] .
\end{aligned}
$$

Let $\quad a^{\prime}=\frac{a}{a^{2}+b^{2}}, b^{\prime}=\frac{b}{a^{2}+b^{2}}, c^{\prime}=\frac{b d-a c}{a^{2}+b^{2}}$ and $d^{\prime}=\frac{-b c-a d}{a^{2}+b^{2}}$

So Eq (6.1) becomes

$$
\begin{align*}
& x_{i}=a^{\prime} x_{i}^{\prime}-b^{\prime} y_{i}^{\prime}+c^{\prime}  \tag{6.8}\\
& y_{i}=b^{\prime} x_{i}^{\prime}+a^{\prime} y_{i}^{\prime}+d^{\prime}
\end{align*}
$$

or

$$
\begin{equation*}
A^{\prime} t^{\prime}=E^{\prime} \tag{6.9}
\end{equation*}
$$

where

$$
\boldsymbol{A}^{\prime}=\left[\begin{array}{ccccc}
x_{1}^{\prime} & -y_{I}^{\prime} & 1 & 0 \\
y_{1}^{\prime} & x_{1}^{\prime} & 0 & 1 \\
x_{2}^{\prime} & -y_{2}^{\prime} & 1 & 0 \\
y_{2}^{\prime} & x_{2}^{\prime} & 0 & 1 \\
\vdots & \vdots & \vdots & \vdots \\
x_{n}^{\prime} & -y_{n}^{\prime} & 1 & 0 \\
y_{n}^{\prime} & x_{n}^{\prime} & 0 & 1
\end{array}\right], \quad \boldsymbol{t}^{\prime}=\left[\begin{array}{c}
a^{\prime} \\
b^{\prime} \\
c^{\prime} \\
d^{\prime}
\end{array}\right] \quad \text { and } \boldsymbol{E}^{\prime}=\left[\begin{array}{c}
x_{1} \\
y_{I} \\
x_{2} \\
y_{2} \\
\vdots \\
x_{n} \\
y_{n}
\end{array}\right]
$$

The parameters $a^{\prime}, b^{\prime}, c^{\prime}$ and $d^{\prime}$ are obtained directly by linear squares estimation, i.e.,

$$
\begin{align*}
& t^{\prime}=\left(A^{\prime} W_{x} A^{\prime}\right)^{-1} A^{\prime} W_{x} E^{\prime}  \tag{6.10}\\
& Q_{r^{\prime}}=\left(A^{\prime t} W_{x} A^{\prime}\right)^{-1}  \tag{6.11}\\
& W_{t^{\prime}}=\left(A^{\prime t} W_{x} A^{\prime}\right) \tag{6.12}
\end{align*}
$$

Least squares estimates for the original parameters $\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}$ and $\boldsymbol{d}$ can then be obtained by

$$
a=\frac{a^{\prime}}{a^{\prime 2}+b^{\prime 2}}, b=\frac{b^{\prime}}{a^{\prime 2}+b^{\prime 2}}, c=\frac{a^{\prime} c^{\prime}-b^{\prime} d^{\prime}}{a^{\prime 2}+b^{\prime 2}} \text { and } d=\frac{a^{\prime} d^{\prime}-b^{\prime} c^{\prime}}{a^{\prime 2}+b^{\prime 2}}
$$

The cofactor matrix of $\boldsymbol{t}$ is obtained by

$$
\begin{equation*}
Q_{t}=J Q_{t} J^{t} \tag{6.13}
\end{equation*}
$$

in which $J$ is given by

$$
J=\left[\begin{array}{llll}
\frac{\partial a}{\partial a^{\prime}} & \frac{\partial a}{\partial b^{\prime}} & \frac{\partial a}{\partial a^{\prime}} & \frac{\partial a}{\partial d^{\prime}} \\
\frac{\partial}{\partial a^{\prime}} & \frac{\partial}{\partial b^{\prime}} & \frac{\partial}{\partial c^{\prime}} & \frac{\partial}{\partial d^{\prime}} \\
\frac{\partial}{\partial a^{\prime}} & \frac{\partial}{\partial b^{\prime}} & \frac{\partial}{\partial c^{\prime}} & \frac{\partial}{\partial d^{\prime}} \\
\frac{\partial d}{\partial a^{\prime}} & \frac{\partial d}{\partial b^{\prime}} & \frac{\partial d}{\partial c^{\prime}} & \frac{\partial d}{\partial d^{\prime}}
\end{array}\right]
$$

The weight matrix of $t$ can be obtained by

$$
\begin{align*}
W_{t} & =Q_{t}^{-1}  \tag{6.14}\\
& =\left(J Q_{t^{\prime}} J^{t}\right)^{-1} \\
& =J^{t^{-1}} Q_{t^{-1}} J^{-1} \\
& =J^{t^{-1}} W_{t^{\prime}} J^{-1}
\end{align*}
$$

## Case IV

In this general case, both $(x, y)$ and $\left(\boldsymbol{x}^{\prime}, \boldsymbol{y}^{\prime}\right)$ are observations with weight matrix $\boldsymbol{W}_{x}$ and $W_{x}^{\prime}$ respectively. The functional model (6.1) is no longer linear since both $(x, y)$ and $\quad \boldsymbol{t}\left(=(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d})^{\mathrm{t}}\right)$ are variables.
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Let $l=\left(\begin{array}{llllllllllllll}x_{1} & y_{1} & x_{2} & y_{2} & \cdots & x_{n} & y_{n} & x_{1}^{\prime} & y_{1}^{\prime} & x_{2}^{\prime} & y_{2}^{\prime} & \cdots & x_{n}^{\prime} & y_{n}^{\prime}\end{array}\right)^{\prime}$, the linearized functional model becomes

$$
\begin{equation*}
A \Delta t+B v=C \tag{6.15}
\end{equation*}
$$

in which $\Delta t=(\Delta a \Delta b \Delta c \Delta d)^{t}$ is a vector of corrections to the parameters, $v$ is a vector of residuals of the observations, the cofactor matrix of the observations is given by

$$
Q_{l}=\left[\begin{array}{ll}
Q_{x} & \\
& Q_{x}^{\prime}
\end{array}\right]
$$

assuming that $(x, y)$ and $\left(x^{\prime}, y^{\prime}\right)$ are uncorrelated. In Eq (6.15)

$$
A=\left(\frac{\partial}{\partial}\right)_{0}=\left[\begin{array}{cccc}
x_{1} & y_{1} & 1 & 0 \\
y_{1}-x_{1} & 0 & 1 \\
x_{2} & y_{2} & 1 & 0 \\
y_{2}-x_{2} & 0 & 1 \\
\vdots & \vdots \\
x_{n} & y_{n} & 1 & 0 \\
y_{n}-x_{n} & 0 & 1
\end{array}\right]_{2 n \times 4} \quad C=-(f)_{0}=\left[\begin{array}{c}
x_{1}^{\prime}-a x_{1}-b y_{1}-c \\
y_{1}^{\prime}+b x_{1}-a y_{1}-d \\
x_{2}^{\prime}-a x_{2}-b y_{2}-c \\
y_{2}^{\prime}+b x_{2}-a y_{2}-d \\
\vdots \\
x_{n}^{\prime}-a x_{n}-b y_{n}-c \\
y_{n}^{\prime}+b x_{n}-a y_{n}-d
\end{array}\right]_{2 n \times 1}
$$

$$
\begin{aligned}
& \boldsymbol{B}=\left(\frac{\boldsymbol{d}}{\boldsymbol{a}}\right)_{0}=\left[\begin{array}{cccccccccccc}
a & b & 0 & 0 & \cdots & 0 & 0 & -1 & 0 & 0 & 0 & \cdots
\end{array}\right) 0 \\
& =\left[\begin{array}{ll}
B_{1} & B_{2}
\end{array}\right]_{2 n \times 4 n}
\end{aligned}
$$

where

$$
\boldsymbol{B}_{1}=\left[\begin{array}{ccccccc}
a & b & 0 & 0 & \cdots & 0 & 0 \\
-b & a & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & a & b & \cdots & 0 & 0 \\
0 & 0 & -b & a & \cdots & 0 & 0 \\
& & & \vdots & & \\
0 & 0 & 0 & 0 & \cdots & a & b \\
0 & 0 & 0 & 0 & \cdots & -b & a
\end{array}\right]_{-2 n \times 2 n}
$$

and

$$
B_{2}=-I_{2 n \times 2 n}
$$

By generalized least squares estimation (Mikhail 1976) the unknown parameters are estimated by

$$
\begin{align*}
& \Delta t=\left(A^{t}\left(B Q_{l} B^{t}\right)^{-1} A\right)^{-1} A^{t}\left(B Q_{l} B^{t}\right)^{-1} C  \tag{6.16}\\
& Q_{t}=\left(A^{t}\left(B Q_{l} B^{t}\right)^{-1} A\right)^{-1}  \tag{6.17}\\
& W_{t}=\left(A^{t}\left(B Q_{l} B^{t}\right)^{-1} A\right) \tag{6.18}
\end{align*}
$$

in which

$$
\begin{align*}
\left(B Q_{1} B^{t}\right)^{-1} & =\left(\left[\begin{array}{ll}
B_{1} & B_{2}
\end{array}\right]\left[\begin{array}{ll}
Q_{x} & \\
& Q_{x}^{\prime}
\end{array}\right]\left[\begin{array}{l}
B_{l}{ }^{t} \\
B_{2}{ }^{t}
\end{array}\right]\right)^{-1}  \tag{6.19a}\\
& =\left(B_{l} Q_{x} B_{l}{ }^{t}+Q_{x}^{\prime}\right)^{-1}  \tag{6.19b}\\
& =Q_{x}^{\prime-1}-Q_{x}^{\prime-1} B_{l}\left(Q_{x}{ }^{-1}+B_{l}{ }^{\prime} Q_{x}^{\prime-1} B_{l}\right)^{-1} B_{l}{ }^{t} Q_{x}^{\prime-1}  \tag{6.19c}\\
& =W_{x}^{\prime}-W_{x}{ }^{\prime} B_{l}\left(W_{x}+B_{l}{ }^{t} W_{x}^{\prime} B_{l}\right)^{-1} B_{l}{ }^{t} W_{x}^{\prime} \tag{6.19d}
\end{align*}
$$

If the cofactor matrices $Q_{x}$ and $Q_{x}^{\prime}$ of the coordinates $(x, y)$ and $\left(x^{\prime}, y^{\prime}\right)$ are available Eq (6.19b) should be used. But if the cofactor matrices are not obtainable (e.g. the
results from separate LSE), the weight matrices (which are easily obtained) can be used in $\mathrm{Eq}(6.19 \mathrm{~d})$ to calculate $\left(\boldsymbol{B} \boldsymbol{Q}_{,} \boldsymbol{B}^{t}\right)^{-1}$. Therefore the transformation parameters can be estimated without knowing the cofactor matrices of the coordinates which are difficult to obtain by separate LSE.

The parameters $\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}$ and $\boldsymbol{d}$ in $\boldsymbol{B}$ and $\boldsymbol{C}$ are initially given as starting values. After each iteration $\boldsymbol{B}$ and $\boldsymbol{C}$ should be updated and another iteration applied. The iterative procedure terminates when the given stop criteria are met.

The estimates for the third special case (Case III) can also be derived from the estimates of the general case (Case IV). In Case III, the coordinates ( $\boldsymbol{x}^{\prime}, \boldsymbol{y}^{\prime}$ ) are fixed, so

$$
W_{x}^{\prime} \rightarrow \infty \quad \text { or } \quad Q_{x}^{\prime} \rightarrow 0
$$

Therefore

$$
\begin{align*}
\left(\boldsymbol{B} Q_{l} \boldsymbol{B}^{t}\right)^{-1} & =\left(\boldsymbol{B}_{1} \boldsymbol{Q}_{x} \boldsymbol{B}_{1}^{t}\right)^{-1} \\
& =\boldsymbol{B}_{1}^{t^{-1} \boldsymbol{Q}_{x}^{-1} \boldsymbol{B}_{1}^{-1}} \\
& =\left(\frac{\boldsymbol{B}_{1}}{a^{2}+b^{2}}\right) W_{x}\left(\frac{\boldsymbol{B}_{1}^{t}}{a^{2}+b^{2}}\right)  \tag{6.20}\\
& =\left(a^{2}+b^{2}\right)^{-2}\left(\boldsymbol{B}_{1} W_{x} \boldsymbol{B}_{1}^{t}\right)
\end{align*}
$$

The transformation parameters are estimated by

$$
\begin{align*}
\Delta t & =\left(\boldsymbol{A}^{t}\left(B Q_{l} B^{t}\right)^{-1} \boldsymbol{A}\right)^{-1} \boldsymbol{A}^{t}\left(\boldsymbol{B} Q_{l} \boldsymbol{B}^{t}\right)^{-1} \boldsymbol{C} \\
& =\left(a^{2}+b^{2}\right)^{2}\left(\boldsymbol{A}^{t} \boldsymbol{B}_{1} W_{x} B_{1}^{t} \boldsymbol{A}\right)^{-1} \boldsymbol{A}^{t}\left(a^{2}+b^{2}\right)^{-2} \boldsymbol{B}_{1} W_{x} \boldsymbol{B}_{1}^{t} \boldsymbol{C}  \tag{6.21}\\
& =\left(\boldsymbol{A}^{t} B_{1} W_{x} \boldsymbol{B}_{1}^{t} \boldsymbol{A}\right)^{-1} \boldsymbol{A}^{t} \boldsymbol{B}_{1} W_{x} \boldsymbol{B}_{1}^{t} \boldsymbol{C} \\
Q_{t} & =\left(\boldsymbol{A}^{t}\left(B Q_{1} \boldsymbol{B}^{t}\right)^{-1} \boldsymbol{A}\right)^{-1}  \tag{6.22}\\
& =\left(a^{2}+b^{2}\right)^{2}\left(\boldsymbol{A}^{t} \boldsymbol{B}_{1} W_{x} B_{1}^{t} A\right)^{-1}
\end{align*}
$$

$$
\begin{align*}
W_{t} & =\left(\boldsymbol{A}^{t}\left(B Q_{1} B^{t}\right)^{-1} A\right)  \tag{6.23}\\
& =\left(a^{2}+b^{2}\right)^{-2}\left(\boldsymbol{A}^{t} \boldsymbol{B}_{1} W_{x} B_{1}^{t} A\right)
\end{align*}
$$

$s=\sqrt{a^{2}+b^{2}}$ is the scale factor of the transformation. If the scale is to remain constant after transformation, i.e., $s=1$, the cofactor matrix and the weight matrix are then obtained by

$$
\begin{equation*}
Q_{t}=\left(A^{t} B_{I} W_{x} B_{l}^{t} A\right)^{-1} \tag{6.24}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{t}=A^{t} B_{l} W_{x} B_{1}^{t} A \tag{6.25}
\end{equation*}
$$

Another special case is that all the $(x, y)$ coordinates are uncorrelated and have the same weight $w_{1}$, and all the $\left(x^{\prime}, y^{\prime}\right)$ coordinates are uncorrelated and have the same weight $w_{2}$. Under these assumptions, the weight matrices of the coordinates become

$$
\begin{aligned}
& \boldsymbol{W}_{x}=\operatorname{diag}\left(w_{l}, w_{l}, \cdots, w_{l}\right)_{2 n \times 2 n} \\
& W_{x}^{\prime}=\operatorname{diag}\left(w_{2}, w_{2}, \cdots, w_{2}\right)_{2 n \times 2 n}
\end{aligned}
$$

So

$$
\begin{aligned}
\left(\boldsymbol{B} \boldsymbol{W}_{l} \boldsymbol{B}\right)^{-1} & =W_{x}^{\prime}-W_{x}^{\prime} \boldsymbol{B}_{1}\left(W_{x}+\boldsymbol{B}_{1}^{t} \boldsymbol{W}_{x}^{\prime} \boldsymbol{B}_{1}\right)^{-1} \boldsymbol{B}_{1}^{t} \boldsymbol{W}_{x}^{\prime} \\
& =w_{2} I_{2 n \times 2 n}-w_{2}^{2}\left(a^{2}+b^{2}\right)\left(w_{l}+\left(a^{2}+b^{2}\right) w_{2}\right)^{-1} I_{2 n \times 2 n} \\
& =\left(w_{2}-\frac{w_{2}^{2}\left(a^{2}+b^{2}\right)}{w_{l}+\left(a^{2}+b^{2}\right) w_{2}}\right) I_{2 n \times 2 n} \\
& =\frac{w_{l} w_{2}}{w_{1}+\left(a^{2}+b^{2}\right) w_{2}} I_{2 n \times 2 n}
\end{aligned}
$$

Considering that the cofactor matrices are also diagonal matrices and the diagonal elements $q=1 / w$, so
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$$
\begin{aligned}
\left(\boldsymbol{B} W_{l} \boldsymbol{B}\right)^{-1} & =\frac{\frac{1}{q_{1} q_{1}}}{\frac{1}{q_{1}}+\left(a^{2}+b^{2}\right) \frac{1}{q_{2}}} I_{2 n \times 2 n} \\
& =\frac{1}{q_{2}+\left(a^{2}+b^{2}\right) q_{1}} I_{2 n \times 2 n}
\end{aligned}
$$

This is the same result as given in Mikhail (1981) where only this special case was discussed.

The transformation parameters can then be estimated by $\mathrm{Eq}(6.21)$ to (6.23). If the shape of the object remains unchanged in both coordinate systems, the transformation parameters can be estimated perfectly, i.e., the cofactor matrix of the transformation parameters will be null ( $Q_{t}=0$ ) and the weight matrix approaches infinity ( $\boldsymbol{W}_{t} \rightarrow \infty$ ). The transformation parameters can simply be estimated by Eq (6.4).

### 6.1.2 Estimation of transformed coordinates

With the estimated transformation parameters all the coordinates can then be transformed from one coordinate system to another coordinate system by Eq (6.1). The coordinates transformed from $(x, y)$ system to $\left(x^{\prime}, y^{\prime}\right)$ system can easily be obtained. However the cofactor matrix or weight matrix also need to be estimated. For this purpose Eq (6.1) is expressed as

$$
\begin{equation*}
x^{\prime}=f(x, t) \tag{6.26}
\end{equation*}
$$

If $m$ points are transformed, then

$$
\boldsymbol{x}^{\prime}=\left[\begin{array}{c}
x_{1}^{\prime} \\
y_{1}^{\prime} \\
x_{2}^{\prime} \\
y_{2}^{\prime} \\
\vdots \\
x_{m}^{\prime} \\
y_{m_{-}}^{\prime}
\end{array}\right] \quad \boldsymbol{x}=\left[\begin{array}{c}
x_{1} \\
y_{1} \\
x_{2} \\
y_{2} \\
\vdots \\
x_{m} \\
y_{m_{-}}
\end{array}\right] \quad \boldsymbol{t}=\left[\begin{array}{c}
a \\
b \\
c \\
d
\end{array}\right]
$$

By the general law of propagation of the cofactor matrices

$$
\begin{equation*}
Q_{x^{\prime}}=J Q_{x} J^{t} \tag{6.27}
\end{equation*}
$$

in which

$$
Q_{x t}=\left[\begin{array}{ll}
Q_{x} &  \tag{6.28}\\
& Q_{t}
\end{array}\right]
$$

and

$$
J=\left[\begin{array}{ll}
J_{x} & J_{t}
\end{array}\right]=\left[\begin{array}{ll}
\frac{\partial}{\partial x} & \frac{\partial f}{\partial t} \tag{6.29}
\end{array}\right]
$$

where

$$
J_{x}=\left[\begin{array}{cccccc}
a & b & 0 & 0 & \cdots & 0 \tag{6.30}
\end{array}\right)
$$

and

$$
J_{t}=\left[\begin{array}{cccc}
x_{1} & y_{1} & 1 & 0  \tag{6.31}\\
y_{1} & -x_{1} & 0 & 1 \\
x_{2} & y_{2} & 1 & 0 \\
y_{2} & -x_{2} & 0 & 1 \\
& \vdots & \vdots \\
x_{n} & y_{n} & 1 & 0 \\
y_{n} & -x_{n} & 0 & 1
\end{array}\right]_{2 n \times 4}
$$

So the cofactor matrix of the transformed coordinates is obtained by

$$
\begin{align*}
Q_{x}^{\prime}= & {\left[\begin{array}{ll}
J_{x} & J_{t}
\end{array}\right]\left[\begin{array}{ll}
Q_{x} & \\
& Q_{t}
\end{array}\right]\left[\begin{array}{l}
J_{x}^{t} \\
J_{t}^{t}
\end{array}\right] }  \tag{6.32}\\
& =J_{x} Q_{x} J_{x}^{t}+J_{t} Q_{t} J_{t}^{t}
\end{align*}
$$

and the weight matrix is obtained by

$$
\begin{align*}
W_{x}^{\prime} & =Q_{x}^{\prime^{-1}}  \tag{6.33}\\
& =\left(J_{x} Q_{x} J_{x}^{t}+J_{t} Q_{t} J_{t}^{t}\right)^{-1}
\end{align*}
$$

Let $U=J_{x} Q_{x} J_{x}^{t}$, therefore

$$
\begin{equation*}
W_{x}^{\prime}=U^{-1}-U^{-1} J_{t}\left(W_{t}+J_{t}^{t} U^{-1} J_{t}\right)^{-1} J_{t}^{t} U^{-1} \tag{6.34}
\end{equation*}
$$

and

$$
\begin{align*}
U^{-1} & =\left(J_{x} Q_{x} J_{x}^{t}\right)^{-1} \\
& =J_{x}^{t-1} Q_{x}^{-1} J_{x}^{-1}  \tag{6.35}\\
& =\left(a^{2}+b^{2}\right)^{-2}\left(J_{x} W_{x} J_{x}^{t}\right)
\end{align*}
$$

In the special case when $\boldsymbol{Q}_{\mathbf{t}}=0, \mathrm{Eq}$ (6.34) becomes

$$
\begin{align*}
\boldsymbol{W}_{x}^{\prime} & =\boldsymbol{U}^{-1}  \tag{6.36}\\
& =\left(a^{2}+b^{2}\right)^{-2}\left(J_{x} W_{x} \boldsymbol{J}_{x}^{t}\right)
\end{align*}
$$

For the example discussed in section 4.7, the results (the coordinates of four plane points and their weight matrix) estimated from the inner constrained LSE (or the unified LSE) and the separate LSE can be compared after a coordinate transformation. The eight coordinates from the separate LSE, expressed as $\boldsymbol{x}$, are

| $\boldsymbol{x}_{1}$ <br> $(\mathrm{~mm})$ | $\boldsymbol{y}_{\mathbf{1}}$ <br> $(\mathrm{mm})$ | $\boldsymbol{x}_{2}$ <br> $(\mathrm{~mm})$ | $\boldsymbol{y}_{2}$ <br> $(\mathrm{~mm})$ | $\boldsymbol{x}_{3}$ <br> $(\mathrm{~mm})$ | $\boldsymbol{y}_{3}$ <br> $(\mathrm{~mm})$ | $\boldsymbol{x}_{4}$ <br> $(\mathrm{~mm})$ | $\boldsymbol{y}_{\mathbf{4}}$ <br> $(\mathrm{mm})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -0.0022 | 0.0250 | -0.0022 | 427.9744 | 430.5350 | 431.2545 | 427.2445 | 1.5175 |

and the weight matrix is

$$
\begin{aligned}
& W_{x}= \\
& {\left[\begin{array}{cccccccc}
30.5463 & 5.6429 & 0.0000 & -0.0000 & -5.5466 & -5.5555 & -24.9997 & -0.0873 \\
& 30.5648 & -0.0000 & -25.000 & -5.5555 & -5.5645 & -0.0873 & 0.0003 \\
& & 30.5644 & -5.3651 & -24.9985 & -0.1905 & -5.5658 & 5.5555 \\
& & & 30.5467 & -0.1905 & -0.0015 & 5.5555 & -5.5453 \\
& & & 30.5466 & 5.9374 & -0.0015 & -0.1914 \\
& & & & 30.5645 & -0.1914 & -24.9985 \\
& & & & 30.5670 & -5.2768 \\
& \text { symmetric } & & & 30.5441
\end{array}\right]\left(\mathrm{mm}^{-2}\right)}
\end{aligned}
$$

The eight coordinates from the inner constrained LSE (or the unified LSE), expressed as $x^{\prime}$, are

| $\boldsymbol{x}_{1}{ }^{\prime}$ <br> $(\mathrm{mm})$ | $\boldsymbol{y}_{1}{ }^{\prime}$ <br> $(\mathrm{mm})$ | $\boldsymbol{x}_{2}{ }^{\prime}$ <br> $(\mathrm{mm})$ | $\boldsymbol{y}_{2}{ }^{\prime}$ <br> $(\mathrm{mm})$ | $\boldsymbol{x}_{3}{ }^{\prime}$ <br> $(\mathrm{mm})$ | $\boldsymbol{y}_{3}{ }^{\prime}$ <br> $(\mathrm{mm})$ | $\boldsymbol{x}_{4}{ }^{\prime}$ <br> $(\mathrm{mm})$ | $\boldsymbol{y}_{\boldsymbol{4}^{\prime}}{ }^{\prime}$ <br> $(\mathrm{mm})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -0.3447 | -0.3448 | 0.3992 | 427.6040 | 430.9415 | 430.1357 | 426.9040 | 0.4051 |

With any two points (e.g. the first two points) in $\boldsymbol{x}$ and $\boldsymbol{x}^{\prime}$ the transformation parameters $\boldsymbol{t}$ (from $\boldsymbol{x}$ to $\boldsymbol{x}^{\prime}$ ) are estimated, they are

$$
\boldsymbol{a}=1.0000, \quad b=0.0017, \quad c=-0.3425, \quad d=-0.3698
$$

The other points can then be transformed from $\boldsymbol{x}$ to $\boldsymbol{x}^{\prime}$. It was found that the transformed coordinates perfectly agreed with the coordinates from the inner
constrained LSE (or the unified LSE). Therefore the shapes of the quadrilateral were same. The cofactor matrix of the matrix of the transformation parameters is null $\left(Q_{t}=\right.$ $0)$.

To compare the weight matrices of the estimated coordinates from the two methods, the matrix $J_{\boldsymbol{x}}$ is constructed with $\boldsymbol{a}$ and $\boldsymbol{b}$ by Eq (6.30). The weight matrix of the estimated coordinates after coordinate transformation is calculated by Eq (6.36). The result is

$$
\begin{aligned}
& W_{x}^{\prime}= \\
& {\left[\begin{array}{ccccccccc}
30.5659 & 5.6429 & 0.0001 & -0.0435 & -5.5659 & -5.5555 & -24.9999 & -0.0439 \\
& 30.5452 & -0.0435 & -24.9999 & -5.5555 & -5.5452 & -0.0439 & 0.0001 \\
& & 30.5457 & -5.3651 & -24.9991 & -0.1470 & -5.5465 & 5.5555 \\
& & & 30.5654 & -0.1470 & -0.0009 & 5.5555 & -5.5646 \\
& & & & 30.5673 & 5.9374 & -0.0022 & -0.2349 \\
& & & & & 30.5438 & -0.2349 & -24.9978 \\
& & & & & 30.5487 & -5.2768 \\
& \text { symmetric } & & & & 30.5625
\end{array}\right]}
\end{aligned}
$$

This is exactly the same (to 4 decimal places) as that obtained from the inner constrained LSE (or the unified LSE).

### 6.2 Three dimensional transformation

### 6.2.1 Conventional method

In the 3D case, similarity transformation can be described by seven parameters, one in scale, three in rotation and three in translation. In matrix form, the transformation can be expressed as

$$
\begin{equation*}
x^{\prime}=s R x+T \tag{6.37}
\end{equation*}
$$

where $x$ and $x^{\prime}$ are vectors of coordinates (3D positions) before and after transformation respectively, $s$ is a scale factor, $R$ is a $3 \times 3$ orthogonal matrix with three
$\kappa$ ), and $T$ is a vector with three translations $\left(x_{0}, y_{0}, z_{0}\right)$. The seven transformation parameters are expressed by $\boldsymbol{u}=\left[s \omega \phi \kappa x_{0} y_{0} z_{0}\right]$. The functional model for one point with coordinates in both systems is

$$
\begin{equation*}
f_{i}=s R x_{i}+T-x_{i}^{\prime}=0 \tag{6.38}
\end{equation*}
$$

and the linearized functional model for one point is

$$
\begin{equation*}
A_{i} \Delta u+B_{i} v_{i}=C_{i} \tag{6.39}
\end{equation*}
$$

where $\boldsymbol{A}_{\boldsymbol{i}}$ is a Jacobian matrix

$$
\underset{(3 \times 7)}{A_{i}}=\left(\frac{\partial f_{i}}{\partial u}\right)_{0}=\left[\begin{array}{cll}
R x_{i} & s R_{w} x_{i} & s R_{\phi} x_{i} \\
s R_{\kappa} x_{i} & I \\
(3 \times 1) & (3 \times 1) & (3 \times 1) \\
(3 \times 1) & (3 \times 3)
\end{array}\right]
$$

in which

$$
\begin{aligned}
& \boldsymbol{R}_{\omega}=\frac{\partial \boldsymbol{R}}{\partial \omega}=\boldsymbol{R}\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & -1 & 0
\end{array}\right] \\
& \boldsymbol{R}_{\phi}=\frac{\partial \boldsymbol{R}}{\partial \phi}=\boldsymbol{R}\left[\begin{array}{ccc}
0 & \sin w & \cos w \\
-\sin w & 0 & 0 \\
\cos \omega & 0 & 0
\end{array}\right]=\left[\begin{array}{ccc}
0 & 0 & -\operatorname{cosk} \\
0 & 0 & \operatorname{sink} \\
\operatorname{cosk} & -\operatorname{sink} & 0
\end{array}\right] \boldsymbol{R} \\
& \boldsymbol{R}_{\kappa}=\frac{\partial \boldsymbol{R}}{\partial \kappa}=\left[\begin{array}{ccc}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \boldsymbol{R}
\end{aligned}
$$

$\boldsymbol{B}_{i}$ is also a Jacobian matrix

$$
\underset{(3 \times 6)}{B_{i}}=\left(\frac{\partial_{i}}{d}\right)_{0}=\left[\begin{array}{cc}
s R \\
(3 \times 3)(3 \times 3)
\end{array}\right]
$$

For $n$ points the linearized functional model becomes

$$
\begin{equation*}
A \Delta u+B v=C \tag{6.40}
\end{equation*}
$$

where

$$
\boldsymbol{A}=\left[\begin{array}{c}
A_{1} \\
A_{2} \\
\vdots \\
A_{n}
\end{array}\right] \quad \text { and } \quad B=\left[\begin{array}{cccc}
B_{1} & 0 & \cdots & 0 \\
0 & B_{2} & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & \boldsymbol{B}_{n}
\end{array}\right]
$$

Conventionally, the seven transformation parameters can be estimated by least squares using Eq (6.40). The coordinates before and after transformation are treated as observations and the sum of weighted squares of the residuals at the control points is minimised. The seven parameters are estimated by

$$
\begin{equation*}
\Delta u=\left(A^{t}\left(B Q_{1} B^{t}\right)^{-1} A\right)^{-1} A^{t}\left(B Q_{1} B^{t}\right)^{-1} C \tag{6.41}
\end{equation*}
$$

This is a general case of least squares process which requires sophisticated computation. After obtaining the transformation parameters, all the coordinates of the object points in one coordinate system can be transformed to the other system. The cofactor matrix of the transformed coordinates can be calculated by the S transformation (Strang van Hees 1982). This conventional method of coordinate transformation is rigorous, but very complicated. It has been well understood and will not be discussed in detail here.

In this section a method of linear coordinate transformation is discussed. The computation of the transformation parameters is significantly simplified and it is especially suitable for the 3D coordinates obtained by separate least squares adjustment with no constraints. The full covariance matrix of the 3D coordinates is not necessary in this case, whilst the inverse of the covariance matrix (the weight matrix) which is available from the design matrix can be used instead.

### 6.2.2 Linear coordinate transformation

### 6.2.2.1 Estimation of the transformation parameters

If $n$ common points are known in both coordinates system, the transformation equations can be expressed in a linear form with twelve transformation parameters, i.e.,

$$
\begin{equation*}
A t=b \tag{6.42}
\end{equation*}
$$

where

$$
A=\left[\begin{array}{ccccccccccccc}
x_{1} & y_{1} & z_{1} & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & x_{1} & y_{1} & z_{1} & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x_{1} & y_{1} & z_{1} & 0 & 0 & 1 \\
x_{2} & y_{2} & z_{2} & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & x_{2} & y_{2} & z_{2} & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x_{2} & y_{2} & z_{2} & 0 & 0 & 1 \\
& & & & \vdots & & & \vdots & & & & \\
x_{n} & y_{n} & z_{n} & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & x_{n} & y_{n} & z_{n} & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x_{n} & y_{n} & z_{n} & 0 & 0 & 1
\end{array}\right],
$$

$$
\boldsymbol{t}=\left[\begin{array}{c}
t_{1} \\
t_{2} \\
\vdots \\
t_{12}
\end{array}\right] \quad \text { and } \quad \boldsymbol{b}=\left[\begin{array}{c}
x_{1}^{\prime} \\
y_{1}^{\prime} \\
z_{1}^{\prime} \\
x_{2}^{\prime} \\
y_{2}^{\prime} \\
z_{2}^{\prime} \\
\vdots \\
x_{n}^{\prime} \\
y_{n}^{\prime} \\
z_{n}^{\prime}
\end{array}\right]
$$

A minimum of four common points in both system will determine the twelve transformation parameters uniquely. However if more points are given, least squares estimation is used for the best solution. Four situations are considered, and they are
(i) both $(x, y, z)$ and $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ are fixed;
(ii) $(x, y, z)$ are fixed while $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ are the observations with weight matrix $\mathrm{W}_{\mathrm{x}}{ }^{\prime}$;
(iii) $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ are fixed while $(x, y, z)$ are the observations with weight matrix $\mathrm{W}_{\mathrm{x}}$;
(iv) both $(x, y, z)$ and $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ are observations with weight matrix $\boldsymbol{W}_{x}$ and $W_{x}{ }^{\prime}$ respectively.

## Case I

The twelve transformation parameters can be obtained directly by linear least squares estimation, i.e.,

$$
\begin{equation*}
t=\left(A^{t} A\right)^{-1} A^{t} b \tag{6.43}
\end{equation*}
$$

## Case II

The twelve transformation parameters can also be obtained directly by linear least squares estimation, but with the weight of the observations taking into account. So the cofactor matrix and the weight matrix of the transformation parameters are also available.

$$
\begin{equation*}
t=\left(A^{\prime} W_{x}^{\prime} A\right)^{-1} A^{t} W_{x}^{\prime} b \tag{6.44}
\end{equation*}
$$

The cofactor matrix and weight matrix of the parameters are estimated by

$$
\begin{equation*}
Q_{t}=\left(A^{t} W_{x}^{\prime} A\right)^{-I} \tag{6.45}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{t}=\left(A^{t} W_{\mathbf{r}}^{\prime} A\right) \tag{6.46}
\end{equation*}
$$

## Case III and IV

Considered the general case (case IV) first and then treat case III as a special case. In case IV, both $(x, y, z)$ and $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ are observations with weight matrix $W_{x}$ and $W_{x}{ }^{\prime}$ respectively. The functional model is no longer linear. Rearranging Eq (6.42) to give

$$
\left\{\begin{array}{l}
f_{x}=t_{1} x_{i}+t_{2} y_{i}+t_{3} z_{i}+t_{10}-x_{i}^{\prime}=0  \tag{6.47}\\
f_{y}=t_{4} x_{i}+t_{5} y_{i}+t_{6} z_{i}+t_{11}-x_{i}^{\prime}=0 \\
f_{z}=t_{7} x_{i}+t_{8} y_{i}+t_{9} z_{i}+t_{12}-x_{i}^{\prime}=0
\end{array}\right.
$$

Let $\boldsymbol{t}=\left[\begin{array}{llll}t_{1} & t_{2} & \cdots & t_{12}\end{array}\right]^{\prime}$ and $\boldsymbol{l}=\left[\begin{array}{ll}l_{1} & I_{2}\end{array}\right]^{t}$, where

$$
\left.\begin{array}{l}
I_{1}=\left(\begin{array}{llllllllll}
x_{1} & y_{1} & z_{1} & x_{2} & y_{2} & z_{2} & \cdots & x_{n} & y_{n} & z_{n}
\end{array}\right) \\
\boldsymbol{I}_{2}=\left(\begin{array}{llllllll}
x_{1}^{\prime} & y_{1}^{\prime} & z_{1}^{\prime} & x_{2}^{\prime} & y_{2}^{\prime} & z_{2}^{\prime} & \cdots & x_{n}^{\prime}
\end{array} y_{n}^{\prime}\right. \\
z_{n}^{\prime}
\end{array}\right) ~ \$
$$

The linearized functional model becomes

$$
\begin{equation*}
A \Delta t+B v=C \tag{6.48}
\end{equation*}
$$

in which $\Delta t=\left[\Delta t_{1} \Delta t_{2} \ldots \Delta t_{12}\right]^{t}$ is a vector of the corrections of the parameters, $v$ is a vector of the residuals of the observations. The weight matrix and cofactor matrix of the observations are given by

$$
W_{l}=\left[\begin{array}{cc}
W_{x} & \\
& W_{x}^{\prime}
\end{array}\right] \quad \text { and } \quad Q_{l}=\left[\begin{array}{cc}
\boldsymbol{Q}_{x} & \\
& Q_{x}^{\prime}
\end{array}\right]
$$

considering that $(x, y, z)$ and $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ are generally uncorrelated. In Eq (6.48)

$$
\begin{aligned}
& A=\left(\frac{\theta}{\partial}\right)^{0}=\left[\begin{array}{cccccccccccc}
x_{1} & y_{1} & z_{1} & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & x_{1} & y_{1} & z_{1} & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x_{1} & y_{1} & z_{1} & 0 & 0 & 1 \\
x_{2} & y_{2} & z_{2} & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & x_{2} & y_{2} & z_{2} & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x_{2} & y_{2} & z_{2} & 0 & 0 & 1 \\
& & & \vdots & & & \vdots & & & \\
x_{n} & y_{n} & z_{n} & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & x_{n} & y_{n} & z_{n} & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x_{n} & y_{n} & z_{n} & 0 & 0 & 1
\end{array}\right]_{3 n \times 12} \\
& \boldsymbol{B}=\left[\begin{array}{ll}
\boldsymbol{B}_{1} & \boldsymbol{B}_{2}
\end{array}\right] \\
& B_{1}=\left(\frac{\partial f}{\partial_{1}}\right)^{0}=\left[\begin{array}{cccccc}
t_{1} t_{2} t_{3} & & & & \\
t_{4} t_{5} t_{6} & 0 & & 0 & 0 \\
t_{7} t_{8} t_{9} & & & & \\
& t_{1} t_{2} t_{3} & & \\
0 & t_{4} t_{5} t_{6} & 0 & 0 \\
& t_{7} t_{8} t_{9} & & & \\
0 & 0 & \ddots & & \\
0 & & & & & \\
0 & & & & 0 & t_{1} t_{2} t_{3} \\
t_{4} t_{5} t_{6} \\
0 & & & & t_{-} t_{8} t_{9}
\end{array}\right]_{3 n \times 3 n} \\
& B_{2}=\left(\frac{\partial f}{\partial_{2}}\right)^{0}=-I_{3 n \times 3 n}
\end{aligned}
$$

## Chapter 6 Coordinate transformation

$$
C=-(f)^{0}=\left[\begin{array}{c}
x_{1}^{\prime}-t_{1} x_{1}-t_{2} y_{1}-t_{3} z_{1}-t_{10} \\
y_{1}^{\prime}-t_{4} x_{1}-t_{5} y_{1}-t_{6} z_{1}-t_{11} \\
z_{1}^{\prime}-t_{7} x_{1}-t_{9} y_{1}-t_{9} z_{1}-t_{12} \\
x_{2}^{\prime}-t_{1} x_{2}-t_{2} y_{2}-t_{3} z_{2}-t_{10} \\
y_{2}^{\prime}-t_{4} x_{2}-t_{5} y_{2}-t_{6} z_{2}-t_{11} \\
z_{2}^{\prime}-t_{7} x_{2}-t_{8} y_{2}-t_{9} z_{2}-t_{12} \\
\vdots \\
x_{n}^{\prime}-t_{1} x_{n}-t_{2} y_{n}-t_{3} z_{n}-t_{10} \\
y_{n}^{\prime}-t_{4} x_{n}-t_{5} y_{n}-t_{6} z_{n}-t_{11} \\
z_{n}^{\prime}-t_{7} x_{n}-t_{8} y_{n}-t_{9} z_{n}-t_{12}
\end{array}\right]
$$

By the general least squares estimation the unknown parameters are estimated by

$$
\begin{align*}
& \Delta t=\left(A^{t}\left(B Q_{l} B^{t}\right)^{-1} A\right)^{-1} A^{t}\left(B Q_{l} B^{t}\right)^{-1} C  \tag{6.49}\\
& Q_{t}=\left(A^{t}\left(B Q_{l} B^{t}\right)^{-1} A\right)^{-1}  \tag{6.50}\\
& W_{t}=\left(A^{t}\left(B Q_{l} B^{t}\right)^{-1} A\right) \tag{6.51}
\end{align*}
$$

in which

$$
\begin{align*}
\left(B Q_{l} B^{t}\right)^{-1} & =\left(\left[\begin{array}{ll}
B_{1} & B_{2}
\end{array}\right]\left[\begin{array}{ll}
Q_{x} & \\
& Q_{x}^{\prime}
\end{array}\right]\left[\begin{array}{l}
B_{1}{ }^{t} \\
B_{2}{ }^{t}
\end{array}\right]\right)^{-1}  \tag{6.52}\\
& =\left(B_{l} Q_{x} B_{1}{ }^{t}+Q_{x}^{\prime}\right)^{-1}
\end{align*}
$$

If both $Q_{x}$ and $Q^{\prime}{ }_{x}$ are not obtained, $\left(B Q_{l} \boldsymbol{B}^{t}\right)^{-1}$ can be calculated by

$$
\begin{align*}
\left(B Q_{l} B^{t}\right)^{-1} & =Q_{x}^{\prime-1}-Q_{x}^{,-1} B_{l}\left(Q_{x}^{-1}+B_{l}{ }_{l}^{\prime} Q_{x}^{,-1} B_{l}\right)^{-1} B_{l}^{t} Q_{x}^{\prime-1}  \tag{6.53}\\
& =W_{x}^{\prime}-W_{x}^{\prime} B_{l}\left(W_{x}+B_{l}^{t} W_{x}^{\prime} B_{l}\right)^{-1} B_{l}^{t} W_{x}^{\prime}
\end{align*}
$$

If the cofactor matrices $Q_{x}$ and $Q_{x^{\prime}}$ of the coordinates $(x, y, z)$ and $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ are available Eq (6.52) should be used. If these cofactor matrices are not obtainable (e.g. the
results from the separate LSE) the weight matrices, which are always available from the design matrix, can be used in $\mathrm{Eq}(6.53)$ to calculate $\left(\boldsymbol{B} \boldsymbol{Q}_{,} \boldsymbol{B}^{\boldsymbol{r}}\right)^{-1}$. Therefore the transformation parameters can be estimated without the cofactor matrices of the coordinates which are difficult to obtain by the LSE.

The parameters $\boldsymbol{t}_{1}$ to $\boldsymbol{t}_{12}$ in $\boldsymbol{B}$ and $\boldsymbol{C}$ are starting values initially. After each iteration $\boldsymbol{B}$ and $C$ should be updated and another iteration applied. The iterative procedure terminates when the required precision is obtained.

### 6.2.2.2 Estimation of the transformed coordinates

With the estimated transformation parameters $t_{1}$ to $t_{12}$, all the coordinates can then be transformed from one coordinate system to another coordinate system. The transformation equations can be expressed as

$$
\left\{\begin{array}{l}
x_{1}^{\prime}=t_{1} x_{i}+t_{2} y_{i}+t_{3} z_{i}+t_{10}  \tag{6.54}\\
y_{i}^{\prime}=t_{1} x_{i}+t_{5} y_{i}+t_{6} z_{i}+t_{11} \\
z_{1}^{\prime}=t_{-} x_{i}+t_{8} y_{i}+t_{9} z_{1}+t_{12}
\end{array}\right.
$$

The coordinates transformed from $(x, y, z)$ to $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ can easily be obtained from above equations. To estimate the cofactor matrix and the weight matrix of the transformed coordinates, Eq (6.54) are expressed as

$$
\begin{equation*}
x^{\prime}=f(x, t) \tag{6.55}
\end{equation*}
$$

If $m$ points are transformed, then

$$
\boldsymbol{x}^{\prime}=\left[\begin{array}{c}
x_{1}^{\prime} \\
y_{1}^{\prime} \\
z_{1}^{\prime} \\
x_{2}^{\prime} \\
y_{2}^{\prime} \\
z_{2}^{\prime} \\
\vdots \\
x_{m}^{\prime} \\
y_{m}^{\prime} \\
z_{m}^{\prime}
\end{array}\right] \quad \boldsymbol{x}=\left[\begin{array}{c}
x_{1} \\
y_{1} \\
z_{1} \\
x_{2} \\
y_{2} \\
z_{2} \\
\vdots \\
x_{m} \\
y_{m} \\
z_{m}
\end{array}\right] \quad \boldsymbol{t}=\left[\begin{array}{c}
t_{1} \\
t_{2} \\
\vdots \\
t_{12}
\end{array}\right]
$$

By the general law of propagation of the cofactor matrices

$$
\begin{equation*}
Q_{x^{\prime}}=J Q_{x t} I^{\prime} \tag{6.56}
\end{equation*}
$$

in which

$$
Q_{x t}=\left[\begin{array}{ll}
Q_{x} &  \tag{6.57}\\
& Q_{t}
\end{array}\right]
$$

and

$$
J=\left[\begin{array}{ll}
J_{x} & J_{t} \tag{6.58}
\end{array}\right]=\left[\frac{\partial f}{\partial x} \frac{\partial f}{\partial t}\right]
$$

where

$$
J_{x}=\frac{\partial \sigma}{\partial x}=\left[\begin{array}{cccccc}
t_{1} t_{2} t_{3} & & & &  \tag{6.59}\\
t_{4} t_{5} t_{6} & 0 & & 0 & & 0 \\
t_{-} t_{8} t_{9} & & & & \\
& t_{1} t_{2} t_{3} & & \\
0 & t_{4} t_{5} t_{6} & 0 & & 0 \\
& t_{-} t_{8} t_{9} & & & \\
0 & & 0 & & \ddots & 0 \\
& & & & t_{1} t_{2} t_{3} \\
0 & 0 & & 0 & t_{4} t_{5} t_{6} \\
& & & & t_{-} t_{8} t_{9}
\end{array}\right]_{3 m \times 3 m}
$$

and

$$
J_{i}=\frac{\partial}{\partial t}=\left[\begin{array}{cccccccccccc}
x_{1} & y_{1} & z_{1} & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0  \tag{6.60}\\
0 & 0 & 0 & x_{1} & y_{1} & z_{1} & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x_{1} & y_{1} & z_{1} & 0 & 0 & 1 \\
x_{2} & y_{2} & z_{2} & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & x_{2} & y_{2} & z_{2} & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x_{2} & y_{2} & z_{2} & 0 & 0 & 1 \\
& & & & \vdots & & & \vdots & & & \\
x_{m} & y_{m} & z_{m} & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & x_{m} & y_{m} & z_{m} & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x_{m} & y_{m} & z_{m} & 0 & 0 & 1
\end{array}\right]_{3 m \times 12}
$$

So the cofactor matrix and the weight matrix of the transformed coordinates are obtained by

$$
\begin{align*}
Q_{x} & =\left[\begin{array}{ll}
J_{x} & J_{t}
\end{array}\right]\left[\begin{array}{ll}
Q_{x} & \\
& Q_{t}
\end{array}\right]\left[\begin{array}{l}
J_{x}^{t} \\
J_{t}^{t}
\end{array}\right]  \tag{6.61}\\
& =J_{x} Q_{x} J_{x}^{\prime}+J_{t} Q_{t} J_{t}^{t}
\end{align*}
$$

and

$$
\begin{align*}
W_{x^{\prime}} & =Q_{x^{\prime}}^{-I}  \tag{6.62}\\
& =\left(J_{x} Q_{x} J_{x}^{t}+J_{t} Q_{t} J_{t}^{t}\right)^{-1}
\end{align*}
$$

Let $U=J_{x} Q_{x} J_{x}^{t}$, therefore

$$
\begin{equation*}
W_{x}^{\prime}=U^{-1}-U^{-1} J_{t}\left(W_{t}+J_{t}^{t} U^{-1} J_{t}\right)^{-1} J_{t}^{t} U^{-1} \tag{6.63}
\end{equation*}
$$

and

$$
\begin{align*}
U^{-l} & =\left(J_{x} Q_{x} J_{x}^{t}\right)^{-1} \\
& =J_{x}^{t^{t}-1} Q_{x}^{-1} J_{x}^{-1} \tag{6.64}
\end{align*}
$$

Since $J_{x}$ is an orthogonal matrix (when the scale factor $s$ is extracted), $J^{-1}=J^{t}$, therefore

$$
\begin{equation*}
U^{-1}=J_{x} W_{x} J_{x}^{t} \tag{6.65}
\end{equation*}
$$

In the special case when $\boldsymbol{Q}_{t}=0, \mathrm{Eq}$ (6.63) becomes

$$
\begin{align*}
W_{x}^{\prime} & =U^{-1}  \tag{6.66}\\
& =\left(J_{x} W_{x} J_{x}^{\prime}\right)
\end{align*}
$$

For the estimated 3D coordinates from the bundle adjustment and the separate adjustment, the weight matrix $W_{x}$ is a block diagonal matrix in which each block is a $3 \times 3$ square matrix. If the 3 D coordinates are required to transform into another coordinate system $\boldsymbol{x}$, a block diagonal matrix $J_{\boldsymbol{x}}$ can be constructed from Eq (6.59) and the weight matrix $W_{x}^{\prime}$ (after transformation) can be calculated by Eq (6.66). Because of the special structures of the matrices $W_{x}$ and $J_{x}$, the products of the matrices are calculated between $3 \times 3$ squares matrices. Time and memory are saved significantly.

### 6.2.3 Estimation of seven parameters from twelve parameters

It is necessary sometimes to know the seven transformation parameters ( $\boldsymbol{s}, \alpha, \beta, \gamma, \boldsymbol{x}_{0}, \boldsymbol{y}_{0}$, $z_{0}$ ) instead of the twelve parameters ( $\left.t_{1}, t_{2}, \ldots, t_{12}\right)$. In this case the pre-estimated twelve parameters $t$ (together with their weight matrix) are treated as observations and the seven parameters need to be estimated. The relationships between these parameters are expressed as

$$
\begin{cases}s(\cos \beta \cos \gamma) & =t_{1}  \tag{6.67}\\ s(\sin \alpha \sin \beta \cos \gamma+\cos \alpha \sin \gamma) & =t_{2} \\ s(-\cos \alpha \sin \beta \cos \gamma+\sin \alpha \sin \gamma) & =t_{3} \\ s(-\cos \beta \sin \gamma) & =t_{4} \\ s(-\sin \alpha \sin \beta \sin \gamma+\cos \alpha \cos \gamma) & =t_{5} \\ s(\cos \alpha \sin \beta \sin \gamma+\sin \alpha \cos \gamma) & =t_{6} \\ s(\sin \beta) & =t_{7} \\ s(-\sin \alpha \cos \beta) & =t_{8} \\ s(\cos \alpha \cos \beta) & =t_{9} \\ x_{0} & =t_{10} \\ y_{0} & =t_{11} \\ z_{0} & =t_{12}\end{cases}
$$

These equations are typical observation equations with twelve measured elements and seven unknown parameters to be estimated. The seven parameters can be estimated by least squares, i.e.,

$$
\begin{align*}
& \Delta x=\left(A^{t} W_{t} A\right)^{-1} A^{t} W_{t} b  \tag{6.68}\\
& x=(x)_{0}+\Delta x  \tag{6.69}\\
& W_{x}=A^{t} W_{t} A  \tag{6.70}\\
& Q_{x}=\left(A^{t} W_{t} A\right)^{-1} \tag{6.71}
\end{align*}
$$

in which

$$
A=\left(\frac{\partial}{\partial x}\right)_{0}=\left[\begin{array}{ccccccc}
\frac{\partial f_{1}}{\partial} & \frac{\partial f_{1}}{\partial \alpha} & \frac{\partial f_{1}}{\partial \beta} & \frac{\partial f_{1}}{\partial \gamma} & \frac{\partial f_{1}}{\partial x_{0}} & \frac{\partial f_{1}}{\partial \partial_{0}} & \frac{\partial f_{1}}{\partial z_{0}} \\
\frac{\partial f_{2}}{\partial \alpha} & \frac{\partial f_{2}}{\partial \alpha} & \frac{\partial f_{2}}{\partial \beta} & \frac{\partial f_{2}}{\partial \gamma} & \frac{\partial f_{2}}{\partial x_{0}} & \frac{\partial f_{2}}{\partial y_{0}} & \frac{\partial f_{2}}{\partial z_{0}} \\
\frac{\partial f_{12}}{\partial} & \frac{\partial f_{12}}{\partial \alpha} & \frac{\partial f_{12}}{\partial \beta} & \frac{\partial f_{12}}{\partial \gamma} & \frac{\partial f_{12}}{\partial x_{0}} & \frac{\partial f_{12}}{\partial y_{0}} & \frac{\partial f_{12}}{\partial z_{0}}
\end{array}\right]_{12 \times 7}
$$

$$
\Delta \boldsymbol{x}=\left[\begin{array}{c}
\Delta s \\
\Delta \alpha \\
\Delta \beta \\
\Delta \gamma \\
\Delta x_{0} \\
\Delta y_{0} \\
\Delta z_{0}
\end{array}\right] \quad \text { and } \quad b=\left[\begin{array}{c}
t_{1}-\left(f_{1}\right)_{0} \\
t_{2}-\left(f_{2}\right)_{0} \\
\vdots \\
t_{12}-\left(f_{12}\right)_{0}
\end{array}\right]
$$

The elements in $A$ are derived in Appendix I.

### 6.3 Applications

### 6.3.1 Datum transformation

It is sometimes necessary to transform a set of coordinates from one coordinate system to another coordinate system especially when results in an arbitrary datum are obtained from a bundle adjustment without control or from the separate adjustment in close range photogrammetry.

With the conventional coordinate transformation method, based on Eq (6.37), the seven transformation parameters can be estimated by Eq (6.42) with control points in both systems. After this, other coordinates can be transformed. This is followed by a S transformation to calculate the cofactor matrix of the transformed coordinates. The full cofactor matrix of the original coordinates is required and the computation is very complicated.

With a linear transformation, the twelve transformation parameters can be estimated by Eqs (6.49) to (6.53) using control points before and after transformation. The coordinates (after transformation) of other points together with their cofactor matrix and weight matrix are calculated by Eqs (6.54) and (6.66). In this case, the full cofactor
matrix of the coordinates is not necessary. The inverse of the cofactor matrix, which is always available from the design matrix, can be used instead. The computation process is much simplified.

### 6.3.2 Relative positioning of a moving object

In industrial environments, it is sometimes required to monitor the position of a moving object relative to a given coordinate system, which is usually defined by the ground control points. Using close range photogrammetry, the coordinates of the targeted points on the object and the control points can be measured in a common coordinate system. In the case of free network adjustment (bundle adjustment or separate adjustment) the whole system, the object points and the control points (treated as normal object points in the adjustment process), may shift in the object space. Under this situation, the estimated 3D coordinates need to be transformed into the pre-defined coordinate system (defined by the control points). Firstly, the control points are used to estimate the transformation parameters. Then the other object points can be transformed into the pre-defined coordinate system. After each movement of the object, its relative position to the pre-defined coordinate system can be estimated via coordinate transformations. A numerical example will be given in Chapter 7.

### 6.3.3 Relative positioning of two rigid objects

It is sometimes required to monitor the relative position of two rigid objects. Using close range photogrammetry, the coordinates of the targeted points on the objects can be measured in a common coordinate system $\mathbf{S}_{0}$. In this case the coordinates of the targeted points on both objects need to be measured in their local coordinate systems $\mathbf{S}_{1}$ and $\mathbf{S}_{2}$, the relative position of the two objects can be determined by a series of coordinate transformations. Figure 6-1 illustrates the configuration.


Figure 6-1 Relative position of two objects

The coordinates of the targeted points on the two objects $\mathbf{S}_{0}\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1}, \boldsymbol{z}_{1}\right)$ and $\mathbf{S}_{0}\left(\boldsymbol{x}_{2}, \boldsymbol{y}_{2}, z_{2}\right)$ are measured by close range photogrammetry in a common coordinate system $S_{0}$ which is defined by the control points. These points are also measured in the two local coordinate systems at $\mathbf{S}_{1}\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1}, \boldsymbol{z}_{1}\right)$ and $\mathbf{S}_{\mathbf{2}}\left(\boldsymbol{x}_{2}, \boldsymbol{y}_{2}, \boldsymbol{z}_{2}\right)$. The transformation parameters $\boldsymbol{T}_{1}$ are determined from all points on object I in system $\mathbf{S}_{0}$ and $\mathbf{S}_{1}$, and the transformation parameters $\boldsymbol{T}_{2}$ are determined from all points on object II in system $\mathbf{S}_{0}$ and $\boldsymbol{S}_{2}$. After that, the relative position of the two objects $T_{12}$ can be determined from $T_{1}$ and $\boldsymbol{T}_{2}$. In this application of coordinate transformation, the position of the ground control points are not required, the distances between them may be needed to define the scale.

### 6.4 Summary of the chapter

Photogrammetric methods provide estimations of the 3D coordinates of the spatial points on objects. It is often necessary to relate these points to a given coordinate system. In another situation, the relative position of the two objects may be required. This chapter describes a linear coordinate transformation to solve these problems. Compared with the conventional coordinate transformation methods, the method of linear transformation is simple and easy to apply. The size of the matrix to be inverted is $12 \times 12$ rather than $3 n \times 3 n$ (for the conventional method) when the transformation parameters are estimated. This is a significant saving in terms of time and memory. Using the twelve transformation parameters all the coordinates can be transformed from one coordinate system to another system together with their cofactor matrix and the weight matrix. The computational process is very simple. Hence the computationally expensive S -transformation can be avoided. The linear coordinate transformation is especially suitable for the 3D coordinates obtained by the separate least squares adjustment with no constraints, since the full cofactor matrix of the 3D coordinates is not required in this case. The inverse of the cofactor matrix (the weight matrix) which is always available from the design matrix can be used instead. The coordinate transformation is also useful for relative position of a moving object and between two objects.

## Chapter 7

## Simulation tests

In this chapter the results of some simulation tests are given which were conducted to test the theories discussed in the previous chapters. A simulation network is constructed and its configuration is illustrated in Figure 7-1. The object points are uniformly distributed in a $400 \times 400 \times 200 \mathrm{~mm}$ box, with one control point on each of the eight corners. These control points are used to initialise the camera parameters and define the coordinate system. The cameras are uniformly located on a circle at a distance of about 1500 mm from the centre of the box. The principal distance of the cameras is 8.5 mm .


Figure 7-1 The simulation test network

### 7.1 Test of resection with the 2D DLT model

To test the 2D DLT resection method a simulated test field with four control points on the corners of a square was constructed in object space as shown in Figure 7-2. The four control points are supposed to be in the same plane and their coordinates are shown in the Table 7-1.


Figure 7-2 Four control points in a same plane

Table 7-1 Coordinates of the four control points

| control pts | $\boldsymbol{X}(\mathrm{mm})$ | $\boldsymbol{Y}(\mathrm{mm})$ | $\boldsymbol{Z}(\mathrm{mm})$ |
| :---: | :---: | :---: | :---: |
| 1 | -200.0 | -200.0 | 0.0 |
| 2 | -200.0 | 200.0 | 0.0 |
| 3 | 200.0 | 200.0 | 0.0 |
| 4 | 200.0 | -200.0 | 0.0 |

### 7.1.1 Test for camera positions

A simulation test program was written to test the 2D DLT method for space resection. Cameras to be resected were randomly distributed in the object space above the control point plane aiming to the centre of the four control points. Table 7-2 shows the camera parameters for six positions (focal length $f=8.5 \mathrm{~mm}$ ). The four control points were projected onto the image planes of the cameras and the 2 D coordinates are listed in Table 7-3.

Table 7-2 Camera parameters of six examples

| Camera | $\mathrm{X}_{\mathrm{L}}(\mathrm{mm})$ | $\mathrm{Y}_{\mathrm{L}}(\mathrm{mm})$ | $\mathrm{Z}_{\mathrm{L}}(\mathrm{mm})$ | $\omega(\mathrm{deg})$ | $\varphi(\mathrm{deg})$ | $\kappa(\mathrm{deg})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | -45.4 | 1062.6 | 1011.3 | -48.4170 | -1.7727 | -12.2935 |
| 2 | -1468.7 | 1075.7 | 2301.0 | -25.0557 | -30.0036 | 97.4457 |
| 3 | 17.2 | 1229.8 | 274.9 | -77.3997 | 0.7820 | 39.3152 |
| 4 | 730.0 | 432.4 | 3222.5 | -7.6424 | 12.6542 | -12.5978 |
| 5 | -870.5 | -479.9 | 2513.7 | 10.8085 | -18.7862 | -99.8043 |
| 6 | -1058.2 | 1140.6 | 2049.5 | -29.0971 | -24.2830 | 68.0109 |

Table 7-3 2D coordinates of the control points

| Camera | Control pts | $\boldsymbol{x}(\mathrm{mm})$ | $\boldsymbol{y}(\mathrm{mm})$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | -0.901427 | -0.943204 |
| 1 | 2 | -1.422228 | 0.601111 |
| 1 | 3 | 1.089468 | 1.139969 |
| 1 | 4 | 1.156880 | -0.488956 |
| 2 | 1 | -0.443716 | 0.693742 |
| 2 | 2 | 0.605550 | 0.327285 |
| 2 | 3 | 0.435713 | -0.681255 |
| 2 | 4 | -0.537972 | -0.290767 |
| 3 | 1 | -1.051026 | 0.531994 |
| 3 | 2 | -1.027941 | 1.290710 |
| 3 | 3 | 1.442593 | -0.730187 |
| 3 | 4 | 0.755609 | -0.948755 |
| 4 | 1 | -0.353593 | -0.586493 |
| 4 | 2 | -0.607309 | 0.379611 |
| 4 | 3 | 0.368714 | 0.611579 |
| 4 | 4 | 0.613853 | -0.383699 |
| 5 | 1 | 0.730657 | -0.461137 |
| 5 | 2 | -0.506284 | -0.737210 |
| 5 | 3 | -0.678564 | 0.428257 |
| 5 | 4 | 0.495576 | 0.721608 |
| 6 | 1 | -0.823921 | 0.435122 |
| 6 | 2 | 0.360228 | 0.711443 |
| 6 | 3 | 0.828037 | -0.437286 |
| 6 | 4 | -0.315354 | -0.622818 |

With the 3D coordinates of the control points and their 2 D coordinates on the image planes as known parameters the 2D DLT method was used and the eight DLT parameters $\mathrm{L}_{1}$ to $\mathrm{L}_{8}$ were computed directly. The eight DLT parameters for the six cameras are listed in Table 7-4.

Table 7-4 The eight DLT parameters for the six cameras

| Camera | $\mathrm{L}_{1}$ | $\mathrm{~L}_{2}$ | $\mathrm{~L}_{3}$ | $\mathrm{~L}_{4}$ | $\mathrm{~L}_{5}$ | $\mathrm{~L}_{6}$ | $\mathrm{~L}_{7}$ | $\mathrm{~L}_{8}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $-8.65 \mathrm{e}-4$ | $8.51 \mathrm{e}-5$ | $1.45 \mathrm{e}-7$ | $-1.45 \mathrm{e}-4$ | $-4.62 \mathrm{e}-4$ | $-3.30 \mathrm{e}-7$ | $2.10 \mathrm{e}-5$ | $-4.93 \mathrm{e}-4$ |
| 2 | $3.83 \mathrm{e}-5$ | $-2.97 \mathrm{e}-4$ | $5.66 \mathrm{e}-7$ | $2.92 \mathrm{e}-4$ | $1.11 \mathrm{e}-4$ | $8.91 \mathrm{e}-7$ | $1.70 \mathrm{e}-4$ | $-1.25 \mathrm{e}-4$ |
| 3 | $-8.14 \mathrm{e}-4$ | $-1.01 \mathrm{e}-4$ | $-3.00 \mathrm{e}-7$ | $5.02 \mathrm{e}-4$ | $-1.40 \mathrm{e}-4$ | $-1.24 \mathrm{e}-7$ | $-1.08 \mathrm{e}-5$ | $-7.74 \mathrm{e}-5$ |
| 4 | $-2.86 \mathrm{e}-4$ | $7.34 \mathrm{e}-5$ | $1.20 \mathrm{e}-7$ | $-8.38 \mathrm{e}-5$ | $-2.88 \mathrm{e}-4$ | $-1.89 \mathrm{e}-7$ | $-8.57 \mathrm{e}-5$ | $-3.89 \mathrm{e}-5$ |
| 5 | $5.96 \mathrm{e}-5$ | $3.54 \mathrm{e}-4$ | $-2.01 \mathrm{e}-7$ | $-3.45 \mathrm{e}-4$ | $8.38 \mathrm{e}-5$ | $2.77 \mathrm{e}-7$ | $1.19 \mathrm{e}-4$ | $8.56 \mathrm{e}-5$ |
| 6 | $-1.44 \mathrm{e}-4$ | $-3.41 \mathrm{e}-4$ | $-2.53 \mathrm{e}-7$ | $3.23 \mathrm{e}-4$ | $-8.70 \mathrm{e}-5$ | $-4.31 \mathrm{e}-7$ | $1.59 \mathrm{e}-4$ | $-1.72 \mathrm{e}-4$ |

The camera physical parameters $\left(X_{L}, Y_{L}, Z_{L}, \omega, \varphi, \kappa\right)$ were calculated from the eight DLT parameters. Since no errors were introduced in either 3D or 2D coordinates, the reconstructed camera parameters were identical with the generated data. Table 7-5 shows the results.

Table 7-5 The recovered camera parameters

| Camera | $\mathrm{X}_{\mathrm{L}}(\mathrm{mm})$ | $\mathrm{Y}_{\mathrm{L}}(\mathrm{mm})$ | $\mathrm{Z}_{\mathrm{L}}(\mathrm{mm})$ | $\omega(\mathrm{deg})$ | $\varphi(\mathrm{deg})$ | $\kappa(\mathrm{deg})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | -45.40 | 1062.60 | 1011.3 | -48.4170 | -1.7727 | -12.2935 |
| 2 | -1468.70 | 1075.70 | 2301.0 | -25.0557 | -30.0036 | 97.4457 |
| 3 | 17.20 | 1229.80 | 274.9 | -77.3997 | 0.7820 | 39.3152 |
| 4 | 730.00 | 432.40 | 3222.5 | -7.6424 | 12.6542 | -12.5978 |
| 5 | -870.50 | -479.90 | 2513.7 | 10.8085 | -18.7862 | -99.8043 |
| 6 | -1058.20 | 1140.60 | 2049.5 | -29.0971 | -24.2830 | 68.0109 |

If the 2 D or 3 D coordinates have no errors, there will be no error for the reconstructed camera parameters. Five hundred tests with cameras randomly distributed in the object space above the control point plane were performed by simulation. The resulting camera parameters were always the same as the generated data. However, random errors are inevitable in practice. The following tests investigated the influence of 3D and 2D errors on the results of the camera parameters.

### 7.1.2 Error propagation from 3D to cameras

To test the influence of the 3D observation errors on the camera parameters, random errors (normally distributed) were added to the 3D coordinates of the control points. With these control points, camera parameters were calculated and statistically analysed. One thousand sets of control points were tested. Table 7-6 lists an example of the generated camera parameters and reconstructed camera parameters. Figure 7-3 and 7-4 illustrates the influence of the 3D errors on the camera position parameters and rotation parameters.

Table 7-6 An example of the generated camera parameters and reconstructed camera parameters with errors on the control points

|  | $\mathrm{X}_{\mathrm{L}}(\mathrm{mm})$ | $\mathrm{Y}_{\mathrm{L}}(\mathrm{mm})$ | $\mathrm{Z}_{\mathrm{L}}(\mathrm{mm})$ | $\omega(\mathrm{deg})$ | $\phi(\mathrm{deg})$ | $\kappa(\mathrm{deg})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| generated | 707.0 | 0.0 | 707.0 | 0.0 | 45.0 | -67.2385 |
| reconstructed | 704.059 | 5.6787 | 702.666 | -0.1826 | 44.0238 | -68.0924 |



Figure 7-3 The influence of 3D errors on camera position parameters


Figure 7-4 The influence of 3D errors on camera rotation parameters

It was found that the 3D errors on the control points show a linear influence on the camera parameters. The camera parameters are very sensitive to the 3 D errors of the control points. A one millimetre standard error on the control points could cause a ten millimetre error on the camera position parameters and one degree error on the camera rotation parameters. However, with this accuracy the camera parameters are likely to be good enough to be used as the starting values in the bundle adjustment or the separate adjustment.

### 7.1.3 Error propagation from 2D to cameras

To test the influence of 2D observation errors on the camera parameters, random errors (normally distributed) were added to the 2D coordinates on the image plane. With these 2D image data, the camera parameters were calculated and statistically analysed. One thousand tests were performed with error added 2D data. Table 7-7 shows an example of the generated camera parameters and reconstructed camera parameters. Figure 7-5 and 7-6 illustrates the influence of the 3D errors on the camera position parameters and rotation parameters.

Table 7-7 An example of the generated camera parameters and reconstructed camera parameters with errors on the 2D coordinates

|  | $\mathrm{X}_{\mathrm{L}}(\mathrm{mm})$ | $\mathrm{Y}_{\mathrm{L}}(\mathrm{mm})$ | $\mathrm{Z}_{\mathrm{L}}(\mathrm{mm})$ | $\omega(\mathrm{deg})$ | $\phi(\mathrm{deg})$ | $\kappa(\mathrm{deg})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| generated | 707.0 | 0.0 | 707.0 | 0.0 | 45.0 | 128.488 |
| reconstructed | 708.958 | 0.7788 | 707.074 | -0.0614 | 44.996 | 128.505 |



Figure 7-5 The influence of 2D errors on camera position parameters


Figure 7-6 The influence of 2D errors on camera rotation parameters

### 7.2 Test of resection followed by intersection with the DLT model

In this simulation test four cameras were used and uniformly distributed on a circle with a 90 degree interval between each camera. Their true position and rotation parameters are shown in Table 7-8.

Table 7-8 The parameters of four cameras on a circle

| Camera | $\mathrm{X}_{\mathrm{L}}(\mathrm{mm})$ | $\mathrm{Y}_{\mathrm{L}}(\mathrm{mm})$ | $\mathrm{Z}_{\mathrm{L}}(\mathrm{mm})$ | $\omega(\mathrm{deg})$ | $\varphi(\mathrm{deg})$ | $\kappa(\mathrm{deg})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1000.0 | 0.0 | 1000.0 | 0.0 | 45.0 | -7.54 |
| 2 | 0.0 | 1000.0 | 1000.0 | -45.0 | 0.0 | 92.18 |
| 3 | -1000.0 | 0.0 | 1000.0 | 0.0 | -45.0 | 52.98 |
| 4 | 0.0 | -1000.0 | 1000.0 | 45.0 | 0.0 | -13.64 |

Eight control points were computed in the object space with a standard deviation of 1 mm . The true positions of these control points are given in Table 7-9.

Table 7-9 Eight Control points

| control pts | $\mathrm{X}(\mathrm{mm})$ | $\mathrm{Y}(\mathrm{mm})$ | $\mathrm{Z}(\mathrm{mm})$ |
| :---: | :---: | :---: | :---: |
| 1 | 200.0 | 200.0 | 100.0 |
| 2 | -200.0 | 200.0 | 100.0 |
| 3 | -200.0 | -200.0 | 100.0 |
| 4 | 200.0 | -200.0 | 100.0 |
| 5 | 200.0 | 200.0 | -100.0 |
| 6 | -200.0 | 200.0 | -100.0 |
| 7 | -200.0 | -200.0 | -100.0 |
| 8 | 200.0 | -200.0 | -100.0 |

The 2D coordinates of the control points on the camera image planes were computed. Errors with a standard deviation of 0.0004 mm were added to the 2D data. Using these known 2 D coordinates of the control points on the camera image planes and their 3D coordinates (errors added), the camera parameters were estimated using the DLT model and the results are given in Table 7-10.

Table 7-10 Estimated camera parameters using DLT model

| Camera | $\mathrm{X}_{\mathrm{L}}(\mathrm{mm})$ | $\mathrm{Y}_{\mathrm{L}}(\mathrm{mm})$ | $\mathrm{Z}_{\mathrm{L}}(\mathrm{mm})$ | $\omega(\mathrm{deg})$ | $\varphi(\mathrm{deg})$ | $\kappa(\mathrm{deg})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 997.24 | -3.69 | 1001.40 | 0.91 | 44.72 | -8.53 |
| 2 | -2.68 | 998.14 | 998.26 | -44.96 | -0.87 | 91.47 |
| 3 | -998.97 | 2.04 | 1002.27 | -0.53 | -44.72 | 52.00 |
| 4 | 2.14 | -1003.42 | 997.41 | 45.53 | 0.73 | -14.20 |

With these approximately estimated camera parameters the coordinates of the object points were located directly by spatial intersection. In this simulation test, 100 object points were randomly distributed in the volume of the box. Their 2D coordinates on camera image planes were computed. Normally distributed errors ( $\sigma_{0}=0.0004 \mathrm{~mm}$ ) were added to these 2 D coordinates deliberately. The space intersection method was then used to estimated the 3D coordinates of these object points. Table 7-11 shows the root mean square (RMS) of the standard deviations of the estimated 3D coordinates of the object points.

Table 7-11 The RMS standard deviations of the estimated 3D coordinates from the method of resection followed by intersection with DLT model

| $\sigma_{x}(\mathrm{~mm})$ | $\sigma_{y}(\mathrm{~mm})$ | $\sigma_{z}(\mathrm{~mm})$ | $\sigma_{x y z}(\mathrm{~mm})$ |
| :---: | :---: | :---: | :---: |
| 0.0773 | 0.0812 | 0.1739 | 0.1195 |

The relative precision of the estimated 3D coordinates from this measurement process was found to be $1: 5,023$.

More tests were conducted with different 3D and 2D errors. Figure 7-7 and 7-8 show the influence of 3D and 2D errors on the precision of the estimated 3D coordinates.

## Chapter 7 Simulation tests



Figure 7-7 The influence of the precision of control observations on the precision of the 3D coordinates of interested points


Figure 7-8 The influence of image coordinate error on the precision of the 3 D coordinates of interested points

It was found, as expected, that the precisions of the estimated 3D coordinates were linearly affected by the 3D errors on control points and 2D errors on the image observations. The influence of the 2 D errors is inevitable. But the influence of the 3D errors on control points should be avoided.

### 7.3 Test of the bundle adjustment

With the 3D coordinates of the object points and the camera parameters obtained above as the starting values, a photogrammetric bundle adjustment with inner constraints was applied to adjust these known parameters. After each iteration, the sum of the squares of the residuals on the observations ( $\phi=v^{t} W v$ ) and the maximum adjustment of the 3D coordinates were calculated. Table 7-12 shows the results after each iteration. The iterative process terminated when the maximum adjustment on the 3D coordinates was less than 0.0001 mm .

Table 7-12 The bundle adjustment process

| Iteration | $\phi=\nu^{t} W v\left(\mathrm{~mm}^{2}\right)$ | max. adjustment $(\mathrm{mm})$ |
| :---: | :---: | :---: |
| 1 | 0.0000736237 | 0.25996 |
| 2 | 0.0000734231 | 0.00112 |
| 3 | 0.0000734190 | 0.00001 |

From the covariance matrix provided by the bundle adjustment the root mean squares (RMS) of the standard deviations of the estimated 3D coordinates were obtained. Table 7-13 shows the results from the bundle adjustment.

Table 7-13 The RMS standard deviations of the estimated 3D coordinates from the bundle adjustment

| $\sigma_{x}(\mathrm{~mm})$ | $\sigma_{y}(\mathrm{~mm})$ | $\sigma_{z}(\mathrm{~mm})$ | $\sigma_{x y z}(\mathrm{~mm})$ |
| :---: | :---: | :---: | :---: |
| 0.0370 | 0.0370 | 0.0458 | 0.0402 |

The relative precision of the estimated 3 D coordinates from this measurement process was found to be $1: 14,945$.

More tests were conducted with different 2D errors. Figure 7-9 shows the influence of 2 D errors on the precision of the estimated 3D coordinates.


Figure 7-9 The influence of 2D error on the precision of 3D coordinates

### 7.4 Tests of the separate adjustment

### 7.4.1 Free network adjustment

With same starting values as used in the bundle adjustment, the separate adjustment was applied. Firstly perfect observations (2D coordinates on image plane without errors) were used in the separate least squares adjustment. After each iteration, the 3D coordinates of the object points and the camera parameters were adjusted. The sum of the squares of the residuals on the observations $\left(\phi=\nu^{t} W v\right)$ and the maximum adjustment of the 3D coordinates were calculated. Table 7-14 shows the results after each iteration. The iterative process terminated when the maximum adjustment was less than 0.0001 mm .

It is not surprising to observe that $\phi$ can be reduced to zero. Without observation errors, the object points can be reconstructed perfectly in the 3D space. The whole body of the object points may move in the 3D space. But after the coordinate transformation they perfectly agree with their true values.

Table 7-14 The separate adjustment process without observation errors

| Iteration | $\phi=\nu^{t} W v\left(\mathrm{~mm}^{2}\right)$ | max. adjustment |
| :---: | :---: | :---: |
| 1 | 0.0000003212 | 0.12124 |
| 2 | 0.0000000881 | 0.00866 |
| 3 | 0.0000000307 | 0.00354 |
| 4 | 0.0000000116 | 0.00161 |
| 5 | 0.0000000045 | 0.00095 |
| 6 | 0.0000000018 | 0.00075 |
| 7 | 0.0000000007 | 0.00035 |
| 8 | 0.0000000003 | 0.00021 |
| 9 | 0.0000000001 | 0.00013 |
| 10 | 0.0000000000 | 0.00008 |

The second test used errors added to image coordinates ( $\sigma_{0}=0.0004 \mathrm{~mm}$ ) in the separate adjustment process. Again after each iteration, the sum of the squares of the residuals on the observations ( $\phi=\nu^{t} W v$ ) and the maximum adjustment of the 3D coordinates were calculated. Table 7-15 shows the results after each iteration. The iterative process terminated when the maximum adjustment was less than 0.0001 mm .

Table 7-15 The separate adjustment process
with observation errors

| Iteration | $\phi=v^{t} W v\left(\mathrm{~mm}^{2}\right)$ | max. adjustment (mm) |
| :---: | :---: | :---: |
| 1 | 0.0000737445 | 0.12101 |
| 2 | 0.0000735089 | 0.00867 |
| 3 | 0.0000734504 | 0.00354 |
| 4 | 0.0000734309 | 0.00162 |
| 5 | 0.0000734236 | 0.00096 |
| 6 | 0.0000734208 | 0.00058 |
| 7 | 0.0000734197 | 0.00035 |
| 8 | 0.0000734192 | 0.00021 |
| 9 | 0.0000734191 | 0.00013 |
| 10 | 0.0000734190 | 0.00008 |

The separate adjustment process terminated after 10 iterations. Comparing the sum of the squares of the residuals on the image planes ( $\phi=v^{t} \boldsymbol{W}$ ) from both the bundle
adjustment and the separate adjustment it can be seen that they both converge to the same minimum. This implies that the estimated results from the two methods are equivalent. The resulting 3D coordinates of the object points are compared with those obtained from the simultaneous bundle adjustment. They agree perfectly after the coordinate transformation.

From the sum of squares of the residuals on the observations the a posteriori reference variance $\hat{\sigma}_{\theta}$ was calculated, i.e.,

$$
\hat{\sigma}_{0}=\sqrt{\frac{v^{t} W v}{r}}=0.000393(\mathrm{~mm})
$$

This is very close to the a priori reference variance $\sigma_{0}=0.0004 \mathrm{~mm}$. From the $3 \times 3$ covariance matrices of each object point, the RMS values of the standard deviations of the estimated 3D coordinates were calculated. Table $7-16$ shows the results from the separate adjustment.

Table 7-16 The standard deviations of the estimated 3D coordinates from the separate adjustment

| $\sigma_{x}(\mathrm{~mm})$ | $\sigma_{y}(\mathrm{~mm})$ | $\sigma_{z}(\mathrm{~mm})$ | $\sigma_{x y z}(\mathrm{~mm})$ |
| :---: | :---: | :---: | :---: |
| 0.0373 | 0.0373 | 0.0461 | 0.0404 |

The relative precision of the estimated 3D coordinates from this measurement process is found to be $1: 14,834$. It should be pointed out that the standard deviations of the 3 D coordinates were estimated approximately from the $3 \times 3$ covariance matrices of each object points. That is why the results shown in Table 7-16 are slightly different from that shown in Table 7-13. For this strong convergent network the approximation is quite acceptable.

### 7.4.2 With control points

To verify the results from the separate adjustment, further tests were conducted for the bundle adjustment and the separate adjustment with eight fixed control points. It was found that their resulting 3D coordinates and the camera parameters were identical even with different starting values.

### 7.5 Speed of the separate adjustment

To test the speed of the separate adjustment process object points were generated and their 2D locations calculated. Errors were added to the 2D image coordinates. The starting values of the 3D coordinates of the object points and the camera parameters were estimated by resection followed by intersection with eight control points. The computation time of the separate adjustment was found, as expected, to be directly proportional to the numbers of object points, cameras and iterations. The coefficient $C_{s}$ was found to be $215 \mu \mathrm{~s}$ for a SUN Sparc Classic and $42 \mu \mathrm{~s}$ for a 120 MHz Pentium. A comparison with a simultaneous bundle adjustment (GAP 1992) developed at City University is performed for a four camera network and the results are listed in Table 717.

Table 7-17 Comparison of speed between the bundle adjustment and the separate adjustment for a four camera network

| Number of pts | BA(seconds) | SA(seconds) |
| :---: | :---: | :---: |
| 50 | 8 | 0.43 |
| 100 | 45 | 0.86 |
| 150 | 152 | 1.29 |
| 200 | 389 | 1.72 |
| 250 | 748 | 2.15 |
| 300 | 1269 | 2.58 |
| 350 | 2116 | 3.01 |
| 400 | 2967 | 3.44 |
| $:$ | $:$ | $\vdots$ |
| 1000 | Not measured | 8.60 |

### 7.6 More comparisons between BA and SA

The minimisation of the sum of squares of the residuals $\left(\mathbf{v}^{\prime} \mathbf{W} \mathbf{v}\right)$ on the image planes is the objective of the least squares process. Table $7-18$ shows some simulation test results of the bundle adjustment and the separate adjustment for a four camera network. The values of $\mathbf{v}^{\mathbf{t}} \mathbf{W v}$ calculated from both methods are always same (the small differences in the eighth decimal place is caused by the round off of input data), and each individual residual on the image planes is also the same for the two methods. A further check was made by comparing the difference between 3D coordinates of the object points obtained from both methods after a 3D transformation. The results indicated no differences to the level of precision used.

Table 7-18 Comparison of the sum of the squares of residuals on image planes between the bundle adjustment and the separate adjustment for a four camera network

| Number of <br> points | BA <br> $v^{t} W v\left(\mathrm{~mm}^{2}\right)$ | SA <br> $v^{t} W v\left(\mathrm{~mm}^{2}\right)$ |
| :---: | :---: | :---: |
| 50 | 0.00024738 | 0.00024739 |
| 100 | 0.00047313 | 0.00047313 |
| 150 | 0.00079095 | 0.00079093 |
| 200 | 0.00094817 | 0.00094816 |
| 250 | 0.00119077 | 0.00119079 |
| 300 | 0.00150056 | 0.00150054 |
| 350 | 0.00168301 | 0.00168300 |
| 400 | 0.00192340 | 0.00192340 |

The accuracy of the 3D coordinates of the object points estimated by the two methods is the same since their results are same. In the separate adjustment method, the full covariance matrix is not calculated, the accuracy of the 3D coordinates of the object points estimated can be evaluated approximately by the method discussed in Chapter 5. Table 7-19 shows these approximate values and the values calculated from the full covariance matrix with a six camera network. It can be seen that the results are very
close especially when the number of targets increases. So the approximately evaluated standard deviations of the 3D coordinates appear to be acceptable.

Table 7-19 Comparison between the standard deviations of the 3D coordinates estimated from the full covariance matrix and the approximations

| Number of <br> targets | $\sigma_{x}(\mathrm{~mm})$ |  | $\sigma_{y}(\mathrm{~mm})$ |  | $\sigma_{z}(\mathrm{~mm})$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | BA | SA | BA | SA | BA | SA |
| 50 | 0.04653 | 0.04677 | 0.04644 | 0.04678 | 0.05614 | 0.05738 |
| 100 | 0.04678 | 0.04689 | 0.04677 | 0.04689 | 0.05696 | 0.05763 |
| 150 | 0.04685 | 0.04693 | 0.04685 | 0.04693 | 0.05724 | 0.05770 |
| 200 | 0.04680 | 0.04685 | 0.04680 | 0.04686 | 0.05716 | 0.05752 |

### 7.7 More tests with separate adjustment

It is well known that increasing the number of images at each camera station will increase the accuracy of 3D coordinates of the object points measured in photogrammetry. Table 7-20 illustrates the results of the simulation test with six camera stations and 200 targets. When the number of images increases, the standard deviations of the 3D coordinates decreases and they are inversely proportional to the square root of the number of images as reported by Fraser (1992).

Table 7-20 The effects of increasing the number of images

| Number of <br> images | $\sigma_{\mathrm{x}}(\mathrm{mm})$ | $\sigma_{\mathrm{y}}(\mathrm{mm})$ | $\sigma_{\mathrm{z}}(\mathrm{mm})$ |
| :---: | :---: | :---: | :---: |
| 1 | 0.04686 | 0.04686 | 0.05752 |
| 2 | 0.03313 | 0.03313 | 0.04067 |
| 4 | 0.02343 | 0.02343 | 0.02876 |
| 6 | 0.01913 | 0.01913 | 0.02348 |
| 8 | 0.01657 | 0.01657 | 0.02034 |
| $\boldsymbol{k}$ | $0.04686 \boldsymbol{k}^{-1 / 2}$ | $0.04686 \boldsymbol{k}^{-1 / 2}$ | $0.05752 \boldsymbol{k}^{-1 / 2}$ |

Changing the network geometry gives a different accuracy for the estimated 3D coordinates. Table 7-21 and Figure 7-10 illustrates the influence of the network geometry on the accuracy of 3D coordinates by changing the convergence angle $\alpha$. A large angle will cause the accuracy to worsen in $\boldsymbol{x}$ and $\boldsymbol{y}$, and get better in $\boldsymbol{z}$. It can be seen that theoretically a convergent angle of about $110^{\circ}$ will give the best accuracy for $\sigma_{x y z}$ (RMS value) and angles between $100^{\circ}$ and $120^{\circ}$ are reasonable. The $q$-value is equal to 0.5 in this situation as reported by Fraser (1984).

Table 7-21 The effects of changing network geometry

| Convergent <br> angle $($ deg $)$ | $\sigma_{x}(\mathrm{~mm})$ | $\sigma_{y}(\mathrm{~mm})$ | $\sigma_{z}(\mathrm{~mm})$ | $\sigma_{z y z}(\mathrm{~mm})$ |
| :---: | :---: | :---: | :---: | :---: |
| 60 | 0.04351 | 0.04351 | 0.08145 | 0.05893 |
| 80 | 0.04558 | 0.04559 | 0.06330 | 0.05217 |
| 100 | 0.04826 | 0.04827 | 0.05307 | 0.04992 |
| 108 | 0.04943 | 0.04944 | 0.05023 | 0.04970 |
| 110 | 0.04973 | 0.04974 | 0.04960 | 0.04969 |
| 112 | 0.05004 | 0.05005 | 0.04901 | 0.04970 |
| 120 | 0.05127 | 0.05128 | 0.04690 | 0.04986 |
| 140 | 0.05420 | 0.05421 | 0.04317 | 0.05080 |
| 160 | 0.05642 | 0.05643 | 0.04117 | 0.05184 |



Figure 7-10 3D precision of different network geometry

### 7.8 Tests of separate adjustment with DLT models

A separate adjustment program based on the DLT model was written and tested. The same input data as used for the bundle adjustment and the separate adjustment were used again. After each iteration, the sum of the squares of the residuals on the observations ( $\phi=v^{t} W v$ ) and the maximum adjustment of the 3D coordinates were calculated. Table 7-22 lists the results after each iteration. The iterative process terminated when the maximum adjustment was less than 0.0001 mm .

Table 7-22 The separate adjustment process with the DLT model

| Iteration | $\phi=v^{t} W v\left(\mathrm{~mm}^{2}\right)$ | max. adjustment $(\mathrm{mm})$ |
| :---: | :---: | :---: |
| 1 | 0.0000920333 | 0.22662 |
| 2 | 0.0000727032 | 0.02924 |
| 3 | 0.0000722330 | 0.00529 |
| 4 | 0.0000722170 | 0.00115 |
| 5 | 0.0000722162 | 0.00032 |
| 6 | 0.0000722161 | 0.00011 |
| 7 | 0.0000722161 | 0.00004 |

The separate adjustment process terminated after 7 iterations. Comparing the sum of the squares of the residuals on the image planes ( $\phi=v^{t} W v$ ) from the normal separate adjustment it can be seen that the results are slightly improved. This is because that DLT model encompasses some camera interior parameters which the normal collinearity equations do not. However, since these interior parameters are highly correlated with the camera exterior parameters, the improvement is not significant.

From the sum of squares of the residuals on the observations the a posteriori reference variance $\hat{\sigma}_{0}^{2}$ was calculated, i.e.,

$$
\hat{\sigma}_{0}=\sqrt{\frac{v^{\prime} W v}{r}}=0.000389(\mathrm{~mm})
$$

From the $3 \times 3$ covariance matrices of each object points, the RMS values of the standard deviations of the estimated 3D coordinates were calculated. Table 7-23 shows the results from the separate adjustment with the DLT model.

Table 7-23 The standard deviations of the estimated 3D coordinates from the separate adjustment with DLT model

| $\sigma_{x}(\mathrm{~mm})$ | $\sigma_{y}(\mathrm{~mm})$ | $\sigma_{z}(\mathrm{~mm})$ | $\sigma_{x y z}(\mathrm{~mm})$ |
| :---: | :---: | :---: | :---: |
| 0.0369 | 0.0369 | 0.0456 | 0.0400 |

The relative precision of the estimated 3D coordinates from this measurement process was found to be $1: 15,000$.

### 7.9 Tests of self calibration adjustment

In these simulation tests the camera interior parameters were generated. These parameters are: principal point shift ( $\Delta x_{p}, \Delta y_{p}$ ), principal distance shift $\Delta c$, radial lens distortion parameters $\boldsymbol{k}_{1}, \boldsymbol{k}_{2}, \boldsymbol{k}_{3}$, and decentring lens distortion parameters $\boldsymbol{p}_{1}$ and $\boldsymbol{p}_{2} .100$ object points were used. Eight images were taken by the same camera from four stations with a 90 degree axial rotation. 2D image coordinates were calculated taking into account those camera interior parameters. Realistic camera interior parameters were used and are listed in Table 7-24.

Table 7-24 Generated camera interior parameters

| $\Delta x_{p}(\mathrm{~mm})$ | $\Delta y_{p}(\mathrm{~mm})$ | $\Delta c(\mathrm{~mm})$ | $k_{1}\left(\mathrm{~mm}^{-2}\right)$ | $k_{2}\left(\mathrm{~mm}^{-4}\right)$ | $k_{3}\left(\mathrm{~mm}^{-6}\right)$ | $p_{I}\left(\mathrm{~mm}^{-1}\right)$ | $p_{2}\left(\mathrm{~mm}^{-1}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1.00 \mathrm{e}-2$ | $1.00 \mathrm{e}-2$ | $3.52 \mathrm{e}-2$ | $5.36 \mathrm{e}-3$ | $-1.33 \mathrm{e}-4$ | $7.35 \mathrm{e}-6$ | $5.00 \mathrm{e}-4$ | $5.00-4$ |

A separate adjustment process was conducted and it is found that without random noise involved on the 2D observations the camera interior parameters could be recovered perfectly. With random noise ( $\sigma_{0}=0.0001 \mathrm{~mm}$ ) added the camera interior parameters
were estimated and listed in Table 7-25 (the second row lists the standard deviations of the estimates).

Table 7-25 Recovered camera interior parameters from simulated 2D observation errors

|  | $\Delta x_{p}$ <br> $(\mathrm{~mm})$ | $\Delta y_{p}$ <br> $(\mathrm{~mm})$ | $\Delta c$ <br> $(\mathrm{~mm})$ | $k_{1}$ <br> $\left(\mathrm{~mm}^{-2}\right)$ | $k_{2}$ <br> $\left(\mathrm{~mm}^{-4}\right)$ | $k_{3}$ <br> $\left(\mathrm{~mm}^{-6}\right)$ | $p_{1}$ <br> $\left(\mathrm{~mm}^{-1}\right)$ | $p_{2}$ <br> $\left(\mathrm{~mm}^{-1}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Value | $1.02 \mathrm{e}-2$ | $1.05 \mathrm{e}-2$ | $3.52 \mathrm{e}-2$ | $5.33 \mathrm{e}-3$ | $-1.55 \mathrm{e}-4$ | $1.43 \mathrm{e}-5$ | $4.99 \mathrm{e}-4$ | $5.01-4$ |
| STDV | $1.13 \mathrm{e}-3$ | $1.14 \mathrm{e}-3$ | $5.55 \mathrm{e}-4$ | $4.97 \mathrm{e}-5$ | $3.25 \mathrm{e}-5$ | $8.14 \mathrm{e}-6$ | $2.09 \mathrm{e}-6$ | $2.08 \mathrm{e}-6$ |

More tests were conducted with different 2D observation errors $\sigma_{0}$. The results from ten test sets were plotted for the recovered camera interior parameters from Figure 7-11 to 7-18. The true values of the camera parameters were listed in Table 7-24. From Figure $7-11$ and $7-12$ it can be seen that the principal point offset $x_{p}$ and $y_{p}$ are very sensitive to the 2D observation errors. The principal distance offset $\Delta c$ is relatively stable and can be recovered reasonably well (this can be seen from Figure 7-13). The recovered radial lens distortion parameters $\boldsymbol{k}_{1}, \boldsymbol{k}_{2}$ and $\boldsymbol{k}_{3}$ are shown in Figures $7-14,7-15$ and $7-16$ respectively. It can be seen that $\boldsymbol{k}_{\boldsymbol{l}}$ can be recovered well, but $\boldsymbol{k}_{2}$ and $\boldsymbol{k}_{3}$ are sensitive to the 2 D observation errors. The high correlations between the radial lens distortion parameters can be seen clearly from the plotted curves. The recovered parameters $\boldsymbol{k}_{l}, \boldsymbol{k}_{2}$ and $\boldsymbol{k}_{3}$ could be very different, but their contributions to the radial lens distortion were almost the same. This can be seen from the lens distortion curves illustrated in Figure 719. The ten curves were plotted using the different sets of parameters. The reason that these curves differ when the radius is over 2 mm is that most of the 2 D observations on the image planes are in the range the 2 mm radius. Therefore the radial distortion out of this range can not be recovered properly. The decentring lens distortion parameters $p_{l}$ and $p_{2}$ are the most stable parameters in the self calibration procedure and can be recovered very well. This can be seen in Figure 7-17 and 7-18.


Figure 7-11 The recovered principal point offset $\boldsymbol{x}_{\boldsymbol{p}}$


Figure 7-12 The recovered principal point offset $\boldsymbol{y}_{p}$


Figure 7-13 The recovered principal distance offset $\Delta c$


Figure 7-14 The recovered radial lens distortion parameter $\boldsymbol{k}_{\boldsymbol{I}}$


Figure 7-15 The recovered radial lens distortion parameter $\boldsymbol{k}_{2}$


Figure 7-16 The recovered radial lens distortion parameter $\boldsymbol{k}_{3}$


Figure 7-17 The recovered decentring lens distortion parameter $p_{1}$


Figure 7-18 The recovered decentring lens distortion parameter $\boldsymbol{p}_{2}$


Figure 7-19 The radial lens distortion with different set of parameters

When the camera interior parameters were taken into account in the separate adjustment process, the a posteriori $\hat{\sigma}_{0}$ calculated from the sum of the squares of the residuals on image planes was very close to the a priori $\sigma_{0}$. This implies that the precisions of the estimated results are mainly influenced by the random errors of the observations and the systematic errors are well compensated. Table 7-26 shows some results from the separate adjustment process.

Table 7-26 The a posteriori $\hat{\sigma}_{0}$ and the standard deviations of the estimated 3D coordinates with and without calibration of the camera interior parameters

|  | with self-calibration |  | without calibration |  |
| :---: | :---: | :---: | :---: | :---: |
| $\sigma_{\theta}$ | $\hat{\sigma}_{\theta}$ | $\sigma_{x z y}$ | $\hat{\sigma}_{\theta}$ | $\sigma_{x z y}$ |
| 0.000010 | 0.000010 | 0.000075 | 0.001530 | 0.11180 |
| 0.000100 | 0.000101 | 0.000746 | 0.001534 | 0.11181 |
| 0.000200 | 0.000202 | 0.001492 | 0.001540 | 0.11224 |
| 0.000300 | 0.000302 | 0.002239 | 0.001552 | 0.11313 |
| 0.000400 | 0.000403 | 0.002985 | 0.001571 | 0.11448 |

To visualise the effect of self-calibration, image residuals from one of the image planes were plotted from the results of the separate adjustment with and without selfcalibration respectively. Random errors with a standard deviation of $\sigma_{0}=0.0004 \mathrm{~mm}$ were added to the 2D image observations. It can be seen from Figure 7-20 that the influence of the principal point offset $x_{p}$ and $y_{p}$ is not significant even without selfcalibration. This is because that the principal point offset $x_{p}$ and $y_{p}$ are highly correlated with the camera exterior parameters (Clarke 1996), and therefore can be compensated The principal distance offset $\Delta c$ is also correlated with the camera exterior parameters, but not as highly as the principal point offset. Systematic errors may not be clearly seen in Figure 7-21 without self-calibration. But from the resultant $\hat{\sigma}_{0}$ and RMS $\sigma_{x ; y}$ it can be seen that the 3D precision is about ten percent worse than it would be when selfcalibration is used. Radial lens distortion and decentring lens distortion may have significant effects on the 3D precision if they are not modelled. Significant systematic errors can be seen in Figure 7-22 and 7-23 without self-calibration. The 3D precision
can be many times worse than it would be when self-calibration is used. The $a$ posteriori $\hat{\sigma}_{\theta}$ from the self-calibration adjustment is very close to the a priori $\sigma_{0}$. This implies that systematic errors are well compensated and the precision of the measurement results is mainly influenced by the random errors on the 2D observations.

(a) without calibration

$$
\begin{aligned}
& \hat{\sigma}_{o}=0.000405 \mathrm{~mm} \\
& \sigma_{x y z}=0.029547 \mathrm{~mm}
\end{aligned}
$$


(b) with self-calibration $\hat{\sigma}_{0}=0.000395 \mathrm{~mm}$ $\sigma_{x y z}=0.029398 \mathrm{~mm}$

Figure 7-20 Image residuals $\left(\boldsymbol{x}_{p}=0.01 \mathrm{~mm}, y_{p}=0.01 \mathrm{~mm}, \sigma_{0}=0.0004 \mathrm{~mm}\right)$


Figure 7-21 Image residuals ( $\Delta c=0.0352 \mathrm{~mm}, \sigma_{0}=0.0004 \mathrm{~mm}$ )

(a) without calibration

$$
\begin{aligned}
& \hat{\sigma}_{\theta}=0.001247 \mathrm{~mm} \\
& \sigma_{x y z}=0.090809 \mathrm{~mm}
\end{aligned}
$$


(b) with self-calibration
$\hat{\sigma}_{o}=0.000399 \mathrm{~mm}$ $\sigma_{\mathrm{xyz}}=0.029647 \mathrm{~mm}$

Figure 7-22 Image residuals $\left(\mathrm{k}_{1}=5.36 \mathrm{e}-3 \mathrm{~mm}^{-2}, \mathrm{k}_{2}=-1.33 \mathrm{e}-4 \mathrm{~mm}^{-4}, \mathrm{k}_{3}=7.35 \mathrm{e}-6 \mathrm{~mm}^{-6}\right)$


Figure 7-23 Image residuals $\left(\mathrm{p}_{1}=5.0 \mathrm{e}-4 \mathrm{~mm}^{-1}, \mathrm{p}_{2}=5.0 \mathrm{e}-4 \mathrm{~mm}^{-1}, \sigma_{0}=0.0004 \mathrm{~mm}\right)$

(a) without calibration

$$
\begin{aligned}
& \hat{\sigma}_{o}=0.001586 \mathrm{~mm} \\
& \sigma_{\mathrm{xyz}}=0.115607 \mathrm{~mm}
\end{aligned}
$$


(b) with self-calibration
$\hat{\sigma}_{0}=0.000399 \mathrm{~mm}$
$\sigma_{\mathrm{xyz}}=0.029506 \mathrm{~mm}$

Figure 7-24 Image residuals $\left(\mathrm{x}_{\mathrm{p}}=0.01 \mathrm{~mm}, \mathrm{y}_{\mathrm{p}}=0.01 \mathrm{~mm}, \Delta \boldsymbol{c}=0.0352 \mathrm{~mm}\right.$,

$$
\begin{aligned}
& \mathrm{k}_{1}=5.36 \mathrm{e}-3 \mathrm{~mm}^{-2}, \mathrm{k}_{2}=-1.33 \mathrm{e}-4 \mathrm{~mm}^{-4}, \mathrm{k}_{3}=7.35 \mathrm{e}-6 \mathrm{~mm}^{-6}, \\
& \left.\mathrm{p}_{1}=5.0 \mathrm{e}-4 \mathrm{~mm}^{-1}, \mathrm{p}_{2}=5.0 \mathrm{e}-4 \mathrm{~mm}^{-1}, \sigma_{0}=0.0004 \mathrm{~mm}\right)
\end{aligned}
$$

### 7.10 Test of continuous measurement of a moving object

In this simulation test a rigid object (a cube) was created and moved continuously in the object space with rotations and translations with respect to a given datum. The purpose of the test was to measure the movement of the object by multi-camera close range photogrammetry and coordinate transformation discussed in previous chapters. Figure 7-26 illustrates the measurement network.

The datum was defined by sixteen control points. The 3D coordinates of the control points are listed in Table 7-27, numbered from 1000 to 1015. Forty two targets were put on the six faces of the cube. The 3D coordinates of these object points on the cube (the initial position) are also listed in Table 7-27, numbered from 1016 to 1057.

## Cameras




Figure 7-26 The measurement network

Table 7-27 The 3D coordinates of the control points and the object points

| Point No. | $X(\mathrm{~mm})$ | $Y(\mathrm{~mm})$ | $Z(\mathrm{~mm})$ |
| :---: | :---: | :---: | :---: |
| 1000 | 0.0 | 500.0 | 0.0 |
| 1001 | 250.0 | 500.0 | 100.0 |
| 1002 | 500.0 | 500.0 | 0.0 |
| 1003 | 500.0 | 250.0 | 100.0 |
| 1004 | 500.0 | 0.0 | 0.0 |
| 1005 | 500.0 | -250.0 | 100.0 |
| 1006 | 500.0 | -500.0 | 0.0 |
| 1007 | 250.0 | -500.0 | 100.0 |
| 1008 | 0.0 | -500.0 | 0.0 |
| 1009 | -250.0 | -500.0 | 100.0 |
| 1010 | -500.0 | -500.0 | 0.0 |
| 1011 | -500.0 | -250.0 | 100.0 |
| 1012 | -500.0 | 0.0 | 0.0 |


| 1013 | -500.0 | 250.0 | 100.0 |
| :---: | :---: | :---: | :---: |
| 1014 | -500.0 | 500.0 | 0.0 |
| 1015 | -250.0 | 500.0 | 100.0 |
| 1016 | 100.0 | 100.0 | 100.0 |
| 1017 | 100.0 | -100.0 | 100.0 |
| 1018 | -100.0 | -100.0 | 100.0 |
| 1019 | -100.0 | 100.0 | 100.0 |
| 1020 | 100.0 | 100.0 | 0.0 |
| 1021 | 100.0 | -100.0 | 0.0 |
| 1022 | -100.0 | -100.0 | 0.0 |
| 1023 | -100.0 | 100.0 | 0.0 |
| 1024 | 100.0 | 100.0 | -100.0 |
| 1025 | 100.0 | -100.0 | -100.0 |
| 1026 | -100.0 | -100.0 | -100.0 |
| 1027 | -100.0 | 100.0 | -100.0 |
| 1028 | 0.0 | 0.0 | 100.0 |
| 1029 | 50.0 | 50.0 | 100.0 |
| 1030 | 50.0 | -50.0 | 100.0 |
| 1031 | -50.0 | -50.0 | 100.0 |
| 1032 | -50.0 | 50.0 | 100.0 |
| 1033 | 0.0 | 0.0 | -100.0 |
| 1034 | 50.0 | 50.0 | -100.0 |
| 1035 | 50.0 | -50.0 | -100.0 |
| 1036 | -50.0 | -50.0 | -100.0 |
| 1037 | -50.0 | 50.0 | -100.0 |
| 1038 | 100.0 | 0.0 | 0.0 |
| 1039 | 100.0 | 50.0 | 50.0 |
| 1040 | 100.0 | 50.0 | -50.0 |
| 1041 | 100.0 | -50.0 | -50.0 |
| 1042 | 100.0 | -50.0 | 50.0 |
| 1043 | -100.0 | 0.0 | 0.0 |
| 1044 | -100.0 | 50.0 | 50.0 |
| 1045 | -100.0 | 50.0 | -50.0 |
| 1046 | -100.0 | -50.0 | -50.0 |
| 1047 | -100.0 | -50.0 | 50.0 |
| 1048 | 0.0 | 100.0 | 0.0 |
| 1049 | 50.0 | 100.0 | 50.0 |
| 1050 | 50.0 | 100.0 | -50.0 |
| 1051 | -50.0 | 100.0 | -50.0 |
| 1052 | -50.0 | 100.0 | 50.0 |
| 1053 | 0.0 | -100.0 | 0.0 |
| 1054 | 50.0 | -100.0 | 50.0 |
| 1055 | 50.0 | -100.0 | -50.0 |
| 1056 | -50.0 | -100.0 | -50.0 |
| 1057 | -50.0 | -100.0 | 50.0 |
|  |  |  |  |
| 10 |  |  |  |

The cube was moved fifty small steps with translations and rotations. The translation and rotation parameters with respect to the datum are listed in Table 7-28.

Table 7-28 Movement of the cube

|  | Translations |  |  | Rotations |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Step No. | $\boldsymbol{X}_{\boldsymbol{t}}(\mathrm{mm})$ | $\boldsymbol{Y}_{\boldsymbol{t}}(\mathrm{mm})$ | $\boldsymbol{Z}_{\boldsymbol{t}}(\mathrm{mm})$ | $\alpha(\mathrm{deg})$ | $\beta(\mathrm{deg})$ | $\gamma(\mathrm{deg})$ |
| 1 | 1.50 | 0.50 | 0.80 | 0.20 | 0.10 | 0.30 |
| 2 | 3.00 | 1.00 | 1.60 | 0.40 | 0.20 | 0.60 |
| 3 | 4.50 | 1.50 | 2.40 | 0.60 | 0.30 | 0.90 |
| 4 | 6.00 | 2.00 | 3.20 | 0.80 | 0.40 | 1.20 |
| 5 | 7.50 | 2.50 | 4.00 | 1.00 | 0.50 | 1.50 |
| 6 | 9.00 | 3.00 | 4.80 | 1.20 | 0.60 | 1.80 |
| 7 | 10.50 | 3.50 | 5.60 | 1.40 | 0.70 | 2.10 |
| 8 | 12.00 | 4.00 | 6.40 | 1.60 | 0.80 | 2.40 |
| 9 | 13.50 | 4.50 | 7.20 | 1.80 | 0.90 | 2.70 |
| 10 | 15.00 | 5.00 | 8.00 | 2.00 | 1.00 | 3.00 |
| 11 | 16.50 | 5.50 | 8.80 | 2.20 | 1.10 | 3.30 |
| 12 | 18.00 | 6.00 | 9.60 | 2.40 | 1.20 | 3.60 |
| 13 | 19.50 | 6.50 | 10.40 | 2.60 | 1.30 | 3.90 |
| 14 | 21.00 | 7.00 | 11.20 | 2.80 | 1.40 | 4.20 |
| 15 | 22.50 | 7.50 | 12.00 | 3.00 | 1.50 | 4.50 |
| 16 | 24.00 | 8.00 | 12.80 | 3.20 | 1.60 | 4.80 |
| 17 | 25.50 | 8.50 | 13.60 | 3.40 | 1.70 | 5.10 |
| 18 | 27.00 | 9.00 | 14.40 | 3.60 | 1.80 | 5.40 |
| 19 | 28.50 | 9.50 | 15.20 | 3.80 | 1.90 | 5.70 |
| 20 | 30.00 | 10.00 | 16.00 | 4.00 | 2.00 | 6.00 |
| 21 | 31.50 | 10.50 | 16.80 | 4.20 | 2.10 | 6.30 |
| 22 | 33.00 | 11.00 | 17.60 | 4.40 | 2.20 | 6.60 |
| 23 | 34.50 | 11.50 | 18.40 | 4.60 | 2.30 | 6.90 |
| 24 | 36.00 | 12.00 | 19.20 | 4.80 | 2.40 | 7.20 |
| 25 | 37.50 | 12.50 | 20.00 | 5.00 | 2.50 | 7.50 |
| 26 | 39.00 | 13.00 | 20.80 | 5.20 | 2.60 | 7.80 |
| 27 | 40.50 | 13.50 | 21.60 | 5.40 | 2.70 | 8.10 |
| 28 | 42.00 | 14.00 | 22.40 | 5.60 | 2.80 | 8.40 |
| 29 | 43.50 | 14.50 | 23.20 | 5.80 | 2.90 | 8.70 |
| 30 | 45.00 | 15.00 | 24.00 | 6.00 | 3.00 | 9.00 |
| 31 | 46.50 | 15.50 | 24.80 | 6.20 | 3.10 | 9.30 |
| 32 | 48.00 | 16.00 | 25.60 | 6.40 | 3.20 | 9.60 |
| 33 | 49.50 | 16.50 | 26.40 | 6.60 | 3.30 | 9.90 |
| 34 | 51.00 | 17.00 | 27.20 | 6.80 | 3.40 | 10.20 |
| 35 | 52.50 | 17.50 | 28.00 | 7.00 | 3.50 | 10.50 |
| 36 | 54.00 | 18.00 | 28.80 | 7.20 | 3.60 | 10.80 |


| 37 | 55.50 | 18.50 | 29.60 | 7.40 | 3.70 | 11.10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 38 | 57.00 | 19.00 | 30.40 | 7.60 | 3.80 | 11.40 |
| 39 | 58.50 | 19.50 | 31.20 | 7.80 | 3.90 | 11.70 |
| 40 | 60.00 | 20.00 | 32.00 | 8.00 | 4.00 | 12.00 |
| 41 | 61.50 | 20.50 | 32.80 | 8.20 | 4.10 | 12.30 |
| 42 | 63.00 | 21.00 | 33.60 | 8.40 | 4.20 | 12.60 |
| 43 | 64.50 | 21.50 | 34.40 | 8.60 | 4.30 | 12.90 |
| 44 | 66.00 | 22.00 | 35.20 | 8.80 | 4.40 | 13.20 |
| 45 | 67.50 | 22.50 | 36.00 | 9.00 | 4.50 | 13.50 |
| 46 | 69.00 | 23.00 | 36.80 | 9.20 | 4.60 | 13.80 |
| 47 | 70.50 | 23.50 | 37.60 | 9.40 | 4.70 | 14.10 |
| 48 | 72.00 | 24.00 | 38.40 | 9.60 | 4.80 | 14.40 |
| 49 | 73.50 | 24.50 | 39.20 | 9.80 | 4.90 | 14.70 |
| 50 | 75.00 | 25.00 | 40.00 | 10.00 | 5.00 | 15.00 |

In this measurement network, four cameras were used with a convergence angle of 90 degrees. The starting values of the camera parameters were estimated by space resection using the ground control points. After each movement of the cube, images were taken by the four cameras and the 2D coordinates were computed (it was assumed that all the object points could be seen by all the cameras). A separate adjustment (free network) process was then applied with results of the last measurement as the starting values of the 3D coordinates. Since no constraints were using in the separate adjustment process, the resulting 3D coordinates of the object points were in an arbitrary datum. A linear coordinate transformation was then used to bring these object points back to the predefined datum. The theory of the linear coordinate transformation was discussed in chapter seven. Firstly, the 3D coordinates of the sixteen controls in both datums (predefined and arbitrary) were used to compute the twelve transformation parameters. With these transformation parameters all the object points on the cube were then transformed into the pre-defined datum. The movement of the cube, the translation and rotation parameters, was estimated with the 3 D coordinates of the object points on the cube before and after movement.

It was found, as expected, that without 2D observation errors the estimated movement of the cube was exactly the same as it moved. When errors with a standard deviation of 0.0004 mm were added to the 2 D observations, the translation and rotation parameters
(together with their full covariance matrix) were estimated. The estimated translation and rotation parameters of the cube are listed in Table 7-29.

Table 7-29 The estimated translation and rotation parameters of the moving cube

|  | Translations |  |  | Rotations |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Step No. | $X_{t}(\mathrm{~mm})$ | $Y_{t}(\mathrm{~mm})$ | $Z_{t}(\mathrm{~mm})$ | $\alpha(\mathrm{deg})$ | $\beta$ (deg) | $\gamma$ (deg) |
| 1 | 1.5162 | 0.4770 | 0.806 | 0.1878 | 0.0833 | 0.3072 |
| 2 | 2.9698 | 1.0207 | 1.629 | 0.3755 | 0.1979 | 0.6041 |
| 3 | 4.5029 | 1.4991 | 2.4082 | 0.5956 | 0.3071 | 0.8964 |
| 4 | 5.9852 | 1.9756 | 3.2383 | 0.8040 | 0.3981 | 1.2003 |
| 5 | 7.5100 | 2.5 | 4.0 | 0.9 | 0.4837 | 1.5057 |
| 6 | 8.99 | 2.9793 | 4.8 | 1.1778 | 0.5989 | 1.8081 |
| 7 | 10.5015 | 3.4896 | 5.6248 | 1.3901 | 0.6981 | 2.1073 |
| 8 | 11.9675 | 3.9896 | 6.4109 | 1.6128 | 0.7922 | 2.4136 |
| 9 | 13.5173 | 4.4871 | 7.2037 | 1.7776 | 0.8967 | 2.7117 |
| 10 | 15.0 | 5.0 | 7.9 | 1.9736 | 0.9945 | 3.0007 |
| 11 | 16 | 5. | 8. | 2.1847 | 1.0976 | 3.3083 |
| 12 | 17 | 5. | 9.6256 | 2.3927 | 1.1928 | 3.6065 |
| 13 | 19.5130 | 6.5 | 10.3956 | 2.5688 | 1.2860 | 3.9066 |
| 14 | 20.9834 | 7.003 | 11.1 | 2.7882 | 1.3912 | 4.2019 |
| 15 | 22.4844 | 7.5083 | 12.008 | 2.9882 | 1.4838 | 4.5031 |
| 16 | 23.98 | 7.9 | 12.8 | 3.1944 | 1.5963 | 4.8090 |
| 17 | 25.4926 | 8.5 | 13. | 3.3830 | 1.7 | 5.1090 |
| 18 | 26.9900 | 9.0 | 14.4382 | 3.5790 | 1.7879 | 5.4045 |
| 19 | 28.4600 | 9.5 | 15.251 | 3.7830 | 1.8806 | 5.7015 |
| 20 | 29.9781 | 9.9995 | 15.9625 | 4.0011 | 1.9969 | 6.0039 |
| 21 | 31.5158 | 10.5 | 16.8136 | 4.1896 | 2.0825 | 6.3080 |
| 22 | 32.9740 | 11.009 | 17.6085 | 4.3880 | 2.1872 | 6.6008 |
| 23 | 34.4839 | 11.464 | 18.415 | 4.6078 | 2.2949 | 6.9046 |
| 24 | 35.9964 | 11.984 | 19.1 | 4.7966 | 2.3898 | 7.2120 |
| 25 | 37.4699 | 12.524 | 19.9989 | 4.9903 | 2.4993 | 7.5077 |
| 26 | 38.9934 | 13.0136 | 20.8158 | 5.1906 | 2.5991 | 7.8164 |
| 27 | 40.4836 | 13.4951 | 21.6106 | 5.3979 | 2.6954 | 8.1057 |
| 28 | 42.0273 | 14.0220 | 22.4509 | 5.5861 | 2.8159 | 8.4010 |
| 29 | 43.4935 | 14.5041 | 23.1944 | 5.7914 | 2.9076 | 8.7052 |
| 30 | 44.9749 | 14.9671 | 24.0223 | 5.9985 | 3.0064 | 8.9956 |
| 31 | 46.5040 | 15.5272 | 24.7670 | 6.1960 | 3.1065 | 9.3145 |
| 32 | 48.0123 | 16.0097 | 25.5920 | 6.3810 | 3.1923 | 9.5986 |
| 33 | 49.5175 | 16.4897 | 26.3878 | 6.6027 | 3.3032 | 9.9020 |
| 34 | 51.0017 | 16.9709 | 27.1802 | 6.7953 | 3.3944 | 10.2164 |
| 35 | 52.4960 | 17.4530 | 28.0303 | 6.9884 | 3.5065 | 10.5008 |


| 36 | 54.0086 | 17.9806 | 28.8098 | 7.2084 | 3.5989 | 10.8038 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 37 | 55.4999 | 18.4888 | 29.6044 | 7.3904 | 3.6966 | 11.1023 |
| 38 | 56.9912 | 19.0036 | 30.4179 | 7.6015 | 3.7915 | 11.4015 |
| 39 | 58.4902 | 19.5170 | 31.1810 | 7.7770 | 3.8896 | 11.7034 |
| 40 | 59.9809 | 20.0282 | 31.9538 | 7.9850 | 4.0014 | 12.0046 |
| 41 | 61.4707 | 20.5002 | 32.8067 | 8.1809 | 4.0713 | 12.3089 |
| 42 | 62.9786 | 20.9721 | 33.6195 | 8.3814 | 4.1923 | 12.6008 |
| 43 | 64.5143 | 21.4809 | 34.3861 | 8.5836 | 4.3029 | 12.9063 |
| 44 | 65.9811 | 22.0148 | 35.2135 | 8.7816 | 4.3841 | 13.2038 |
| 45 | 67.4843 | 22.5027 | 36.0118 | 9.0028 | 4.4731 | 13.5136 |
| 46 | 68.9862 | 22.9836 | 36.8123 | 9.1914 | 4.5744 | 13.8016 |
| 47 | 70.4639 | 23.5049 | 37.6221 | 9.3955 | 4.6940 | 14.1002 |
| 48 | 72.0170 | 24.0058 | 38.3717 | 9.5938 | 4.7741 | 14.3996 |
| 49 | 73.5023 | 24.4943 | 39.2151 | 9.7774 | 4.8957 | 14.7035 |
| 50 | 74.9755 | 24.9864 | 39.9771 | 9.9986 | 5.0001 | 15.0028 |

Error propagation from the 2 D observations to the movement parameters of the cube was estimated as follows:
(i) The $3 \times 3$ weight matrices of the estimated 3D coordinates of each object point (control points and the points on the cube) were obtained from the design matrix in the separate adjustment process.
(ii) The weight matrix of the twelve linear transformation parameters was computed from the sixteen pairs of control points in the two datums by Eq (6-51) and (653).
(iii) After datum transformation the weight matrix of the 3D coordinates of the object points on the cube was computed by $\mathrm{Eq}(6-63)$.
(iv) The weight matrix of the twelve transformation parameters of the cube was computed from the forty two pairs of object points on the cube by Eq (6-51) and (6-53).
(v) The full covariance matrix of the six movement parameters (three translation and three rotations) was computed from the twelve linear transformation parameters and the weight matrix by Eq (6-71).

## Chapter 7 Simulation tests

The standard deviations of the six movement parameters were computed from their covariance. The mean standard deviations was computed and they are listed in Table 730.

> Table 7-30 The mean standard deviation of the six movement parameters

| $\sigma_{x}(\mathrm{~mm})$ | $\sigma_{y}(\mathrm{~mm})$ | $\sigma_{z}(\mathrm{~mm})$ | $\sigma_{\alpha}\left({ }^{\circ}\right)$ | $\sigma_{\beta}\left({ }^{\circ}\right)$ | $\sigma_{\gamma}\left({ }^{\circ}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0185 | 0.0196 | 0.0236 | 0.0121 | 0.0114 | 0.0086 |

## Chapter 8

## A Practical Test

In this chapter, a close range photogrammetric measurement process of a test field is discussed. Ninety targets (retro-reflected material) were put on the test field. The measurement was conducted in a laboratory environment. Figure 8-1 illustrates the test field.


Figure 8-1 The test field
A close range photogrammetric 3D measurement network was constructed. Eight images were taken from four stations, two images at each station with a 90 degree (approximately) axial rotation. The eight images (negative images numbered 1001 to 1008, size of $744 \times 568$ pixels) are illustrated in Figure 8-2 to 8-9.


Figure 8-2 Image No. 1001


Figure 8-3 Image No. 1002


Figure 8-4 Image No. 1003


Figure 8-5 Image No. 1004


Figure 8-6 Image No. 1005


Figure 8-7 Image No. 1006


Figure 8-8 Image No. 10007


Figure 8-9 Image No. 1008

### 8.1 Measurement of the control points in the object space

The four points on the corners of the board were used as the control points. They were assumed to be in the same plane (the XY plane) for resection purposes. Figure 8-10 illustrates the configuration of the control points.


Figure 8-10 The configuration of the control points
The distances between the control points were measured with a steel tape. They are listed as follows:

$$
\begin{aligned}
& \mathrm{D}_{1}=600.5 \pm 0.2 \mathrm{~mm} \\
& \mathrm{D}_{2}=395.2 \pm 0.2 \mathrm{~mm} \\
& \mathrm{D}_{3}=595.8 \pm 0.2 \mathrm{~mm} \\
& \mathrm{D}_{4}=397.7 \pm 0.2 \mathrm{~mm} \\
& \mathrm{D}_{5}=712.2 \pm 0.3 \mathrm{~mm} \\
& \mathrm{D}_{6}=723.1 \pm 0.3 \mathrm{~mm}
\end{aligned}
$$

A separate least squares adjustment was used to estimated the positions of the control points. The theory was discussed in chapter 4 . Realistic starting values were used, i.e., $P_{l}(x, y)=(0,0), P_{2}(x, y)=(0,600.5), P_{3}(x, y)=(395.2,600.5)$ and $P_{4}(x, y)=(397.7$, $0)$. The estimated coordinates of the control points after least squares adjustment are listed in Table 8-1.

Table 8-1 The estimated coordinates of the control points

| Control pts | $\mathrm{X}(\mathrm{mm})$ | $\mathrm{Y}(\mathrm{mm})$ | $\mathrm{Z}(\mathrm{mm})$ |
| :---: | :---: | :---: | :---: |
| 1 | 1.303 | 1.982 | 0.0 |
| 2 | -1.288 | 602.494 | 0.0 |
| 3 | 393.873 | 596.160 | 0.0 |
| 4 | 399.012 | 0.364 | 0.0 |

### 8.2 Initialisation of the camera exterior parameters

Starting values of the camera exterior parameters were estimated by space resection using the 2D DLT model. The theory was discussed in Chapter 3. From the eight images the control points were recognised and their 2 D coordinates were computed. Table 8-2 lists the 2D coordinates of the control points on the image planes.

Table 8-2 The 2D coordinates of the control points on the image planes

| Image No. | Control pts | $\boldsymbol{x}(\mathrm{mm})$ | $\boldsymbol{y}(\mathrm{mm})$ |
| :---: | :---: | :---: | :---: |
| 1001 | 101 | 0.82634 | 1.66025 |
| 1001 | 102 | 0.80221 | -1.40195 |
| 1001 | 103 | -1.24096 | -1.47524 |
| 1001 | 104 | -1.60159 | 1.54994 |
| 1002 | 101 | -1.74148 | 1.31663 |
| 1002 | 102 | 1.35723 | 0.99625 |
| 1002 | 103 | 1.18834 | -1.05476 |
| 1002 | 104 | -1.88283 | -1.10697 |
| 1003 | 101 | 0.82933 | 1.58837 |
| 1003 | 102 | 0.80469 | -1.61559 |
| 1003 | 103 | -1.22282 | -1.76566 |
| 1003 | 104 | -1.22624 | 1.76176 |
| 1004 | 101 | 1.51860 | -0.91649 |
| 1004 | 102 | -1.67440 | -0.90893 |
| 1004 | 103 | -1.81908 | 1.10539 |
| 1004 | 104 | 1.71778 | 1.11054 |
| 1005 | 101 | -1.18269 | -1.33647 |
| 1005 | 102 | -1.18817 | 1.71453 |
| 1005 | 103 | 1.21717 | 1.53035 |
| 1005 | 104 | 0.86415 | -1.48188 |
| 1006 | 101 | 1.61229 | -0.82419 |
| 1006 | 102 | -1.45340 | -1.00621 |
| 1006 | 103 | -1.40823 | 1.39274 |


| 1006 | 104 | 1.66687 | 1.24815 |
| :---: | :---: | :---: | :---: |
| 1007 | 101 | -1.15198 | -1.75338 |
| 1007 | 102 | -1.27826 | 1.83438 |
| 1007 | 103 | 0.82907 | 1.72391 |
| 1007 | 104 | 0.92524 | -1.50587 |
| 1008 | 101 | -1.91209 | 1.17528 |
| 1008 | 102 | 1.69382 | 1.25529 |
| 1008 | 103 | 1.52801 | -0.82070 |
| 1008 | 104 | -1.68980 | -0.89740 |

With the 2D coordinates of the control points on image planes and their 3D coordinates in the object space as knowns, space resection with 2D DLT model was used to estimate the camera exterior parameters. The estimated camera exterior parameters are listed in Table 8-3.

Table 8-3 The starting values of the camera exterior parameters

| Image No. | $X_{L}(\mathrm{~mm})$ | $\boldsymbol{Y}_{L}(\mathrm{~mm})$ | $\boldsymbol{Z}_{L}(\mathrm{~mm})$ | $\omega(\mathrm{deg})$ | $\phi(\mathrm{deg})$ | $\kappa(\mathrm{deg})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1001 | 250.711 | -441.797 | 1370.251 | 28.325 | 3.092 | 179.334 |
| 1002 | 194.103 | -394.432 | 1382.789 | 25.569 | -2.140 | 90.862 |
| 1003 | 882.860 | 224.905 | 1386.405 | 3.128 | 25.187 | 177.543 |
| 1004 | 910.320 | 263.011 | 1375.768 | 0.501 | 28.345 | -92.091 |
| 1005 | 165.233 | 1057.872 | 1367.458 | -28.780 | -1.349 | 1.943 |
| 1006 | 206.090 | 1026.756 | 1381.629 | -27.610 | 0.594 | -89.558 |
| 1007 | -501.022 | 297.184 | 1386.155 | -0.270 | -27.385 | 0.893 |
| 1008 | -532.936 | 257.120 | 1370.779 | 2.853 | -27.904 | 90.235 |

### 8.3 Starting values of the 3D coordinates

With camera exterior parameters as knowns, an intersection method was used to estimate the 3D coordinates of the object points. The theory of intersection method was discussed in Chapter 3. The estimated 3D coordinates are listed in Table 8-4.

Table 8-4 Starting values of the 3D coordinates obtained from intersection

| Point No. | $X(\mathrm{~mm})$ | $Y(\mathrm{~mm})$ | $Z(\mathrm{~mm})$ |
| :---: | ---: | :---: | :---: |
| 100 | 45.2920 | 555.3751 | 149.4480 |
| 101 | 148.7276 | 554.6239 | 90.4114 |
| 102 | 223.7562 | 599.7040 | -0.8328 |
| 103 | 306.0528 | 597.4143 | -1.7467 |
| 104 | -0.4722 | 601.4213 | 1.6679 |
| 105 | 394.8677 | 594.0176 | -2.3364 |
| 106 | 98.2244 | 599.1891 | 0.2669 |
| 107 | 352.7524 | 554.3839 | 48.7721 |
| 108 | 249.5625 | 554.2962 | 52.4732 |
| 109 | 307.1642 | 551.1034 | -1.5278 |
| 110 | 146.7505 | 451.6116 | 120.5256 |
| 111 | 178.2786 | 527.4297 | -0.7159 |
| 112 | 72.8184 | 522.6147 | -0.1436 |
| 113 | 395.5496 | 501.4948 | -1.7760 |
| 114 | 353.9312 | 503.8002 | -1.6520 |
| 115 | 213.3062 | 504.6696 | -0.9304 |
| 116 | 301.6727 | 501.6118 | -1.4086 |
| 117 | 106.6698 | 499.1602 | -0.3311 |
| 118 | 44.6350 | 453.3604 | 60.2282 |
| 119 | 352.3077 | 452.1226 | 50.8464 |
| 120 | 249.2901 | 453.2312 | 50.5767 |
| 121 | -0.7234 | 484.9015 | -0.3375 |
| 122 | 305.6685 | 462.8434 | -1.2598 |
| 123 | 146.5401 | 350.1362 | 140.6307 |
| 124 | 114.5765 | 423.2506 | -0.6927 |
| 125 | 213.3829 | 418.7704 | -0.8726 |
| 126 | 350.8387 | 351.1256 | 99.7065 |
| 127 | 249.0462 | 350.7768 | 103.8980 |
| 128 | 45.6016 | 349.7703 | 110.5176 |
| 129 | 307.5134 | 410.4782 | -1.2630 |
| 130 | 397.0967 | 403.1283 | -1.2361 |
| 131 | -0.7644 | 409.2594 | -0.3365 |
| 132 | 62.0242 | 407.2622 | -0.5804 |
| 133 | 337.5034 | 391.7127 | -1.0860 |
| 134 | 91.4455 | 396.4933 | -0.6673 |
| 135 | 279.9158 | 385.4562 | -1.1800 |
| 136 | 216.3162 | 383.3759 | -0.9704 |
| 137 | 178.9848 | 380.2455 | -0.9140 |
| 138 | 47.4614 | 247.7378 | 155.1124 |
| 139 | 221.8266 | 315.6481 | -0.8941 |
| 140 | 146.3861 | 246.3285 | 125.4436 |
| 141 | 181.5239 | 314.0301 | -0.8689 |
| 142 | 351.5115 | 250.0266 | 102.5540 |
| 143 | 249.9056 | 246.2324 | 106.2096 |
| 144 | 396.9248 | 298.0049 | -0.8175 |
|  |  |  |  |
| 10 |  |  |  |


| 145 | 334.6599 | 299.1238 | -0.8420 |
| :---: | :---: | :---: | :---: |
| 146 | 210.1080 | 301.7747 | -0.9229 |
| 147 | -2.8141 | 301.8348 | -1.0605 |
| 148 | 300.9423 | 296.8985 | -0.8720 |
| 149 | 98.3000 | 297.5441 | -0.9683 |
| 150 | 222.2644 | 282.2129 | -0.8633 |
| 151 | 176.9941 | 273.3545 | -0.8423 |
| 152 | 327.2278 | 220.0722 | -0.5534 |
| 153 | 282.6603 | 220.4782 | -0.6525 |
| 154 | 217.9764 | 218.5412 | -0.7940 |
| 155 | 176.4666 | 217.0136 | -0.8680 |
| 156 | -2.5094 | 219.4215 | -1.2140 |
| 157 | 164.5436 | 194.2223 | -1.0570 |
| 158 | 299.8894 | 189.9130 | -0.5499 |
| 159 | 116.7984 | 189.9184 | -1.1110 |
| 160 | 351.5999 | 145.7826 | 80.2202 |
| 161 | 198.7079 | 185.7239 | -0.8748 |
| 162 | 397.4640 | 181.1312 | 0.0118 |
| 163 | 250.2405 | 143.7181 | 70.0433 |
| 164 | 94.8377 | 171.9393 | -1.1804 |
| 165 | 191.2782 | 163.9894 | -0.7891 |
| 166 | 147.3929 | 145.2415 | 39.9365 |
| 167 | 44.0464 | 145.9598 | 19.0627 |
| 168 | 5.4585 | 152.7537 | -1.3937 |
| 169 | 281.4705 | 117.7617 | -0.2449 |
| 170 | 66.5630 | 119.8839 | -1.3316 |
| 171 | 113.2695 | 116.6570 | -1.1640 |
| 172 | 302.3937 | 95.7736 | -0.0520 |
| 173 | 187.8699 | 97.5664 | -0.6181 |
| 174 | 396.0863 | 93.6868 | 0.4454 |
| 175 | 216.5906 | 92.9009 | -0.5535 |
| 176 | 0.3141 | 95.3946 | -1.4462 |
| 177 | 249.4709 | 45.8347 | 85.4522 |
| 178 | 352.0740 | 44.6833 | 75.5404 |
| 179 | 173.3537 | 69.2177 | -0.6657 |
| 180 | 116.2640 | 69.7485 | -1.0345 |
| 181 | 45.5316 | 43.4593 | 48.4497 |
| 182 | 146.8900 | 43.4262 | 29.4848 |
| 183 | 189.8113 | 42.4347 | -0.4304 |
| 184 | -0.4146 | 21.1817 | -1.5000 |
| 185 | 398.5203 | -2.5089 | 1.5888 |
| 186 | 0.6110 | 0.4923 | -1.7157 |
| 187 | 298.3324 | -2.3076 | 0.7376 |
| 188 | 193.2333 | -2.9955 | -0.2054 |
| 189 | 93.7947 | -1.9388 | -1.0564 |

### 8.4 Self-calibration separate adjustment

With the camera exterior parameters and the 3D coordinates of the object points obtained in section 8.2 and 8.3 as starting values, a self-calibration separate adjustment was used to estimated the locations of the object points. The distances measured between the control points were used as scales in the adjustment process. Camera interior parameters were also obtained. The theory was discussed in chapter 6 . Table 8-5 lists the estimated 3D coordinates and the standard deviations of the object points.

Table 8-5 The 3D coordinates and the standard deviations of the object points estimated from the self-calibration separate adjustment

| Points <br> No. | $X(\mathrm{~mm})$ | $Y(\mathrm{~mm})$ | $Z(\mathrm{~mm})$ | $\sigma_{X}(\mathrm{~mm})$ | $\sigma_{Y}(\mathrm{~mm})$ | $\sigma_{Z}(\mathrm{~mm})$ |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 100 | 44.8946 | 555.6872 | 151.0539 | 0.0205 | 0.0209 | 0.0379 |
| 101 | 148.6848 | 554.4676 | 91.1520 | 0.0212 | 0.0217 | 0.0408 |
| 102 | 223.8240 | 600.0465 | -0.3790 | 0.0222 | 0.0229 | 0.0455 |
| 103 | 306.3379 | 598.0050 | -1.3492 | 0.0223 | 0.0229 | 0.0456 |
| 104 | -1.4062 | 602.6913 | 2.1822 | 0.0223 | 0.0227 | 0.0454 |
| 105 | 395.7798 | 595.2234 | -2.0436 | 0.0224 | 0.0228 | 0.0457 |
| 106 | 98.0234 | 599.7151 | 0.7572 | 0.0222 | 0.0228 | 0.0454 |
| 107 | 352.9746 | 554.6835 | 49.3644 | 0.0218 | 0.0222 | 0.0430 |
| 108 | 249.5333 | 554.1406 | 52.9998 | 0.0217 | 0.0221 | 0.0428 |
| 109 | 307.2372 | 551.0950 | -1.2168 | 0.0223 | 0.0228 | 0.0456 |
| 110 | 146.8569 | 450.9985 | 120.4294 | 0.0210 | 0.0212 | 0.0394 |
| 111 | 178.3312 | 526.9614 | -0.4061 | 0.0223 | 0.0227 | 0.0455 |
| 112 | 72.8831 | 522.3692 | 0.1966 | 0.0223 | 0.0227 | 0.0455 |
| 113 | 395.7461 | 501.5642 | -1.5539 | 0.0224 | 0.0226 | 0.0457 |
| 114 | 353.9188 | 503.6385 | -1.4261 | 0.0224 | 0.0227 | 0.0456 |
| 115 | 213.2977 | 504.0751 | -0.6806 | 0.0223 | 0.0227 | 0.0455 |
| 116 | 301.5502 | 501.2016 | -1.1832 | 0.0224 | 0.0227 | 0.0456 |
| 117 | 106.8521 | 498.6520 | -0.0493 | 0.0223 | 0.0226 | 0.0455 |
| 118 | 44.8763 | 452.9060 | 60.5159 | 0.0217 | 0.0218 | 0.0424 |
| 119 | 352.0476 | 451.7644 | 51.0145 | 0.0218 | 0.0220 | 0.0429 |
| 120 | 249.1130 | 452.5782 | 50.5780 | 0.0218 | 0.0220 | 0.0429 |
| 121 | -0.7848 | 484.7853 | -0.0097 | 0.0224 | 0.0225 | 0.0455 |
| 122 | 305.4253 | 462.3108 | -1.0953 | 0.0224 | 0.0226 | 0.0456 |
| 123 | 146.7450 | 349.7460 | 139.8805 | 0.0208 | 0.0209 | 0.0385 |
| 124 | 114.9334 | 422.6088 | -0.5464 | 0.0224 | 0.0225 | 0.0455 |
| 125 | 213.3476 | 418.0833 | -0.7822 | 0.0224 | 0.0226 | 0.0456 |
| 126 | 350.3700 | 350.8733 | 99.5324 | 0.0213 | 0.0213 | 0.0406 |
| 127 | 248.8092 | 350.4055 | 103.2887 | 0.0212 | 0.0213 | 0.0403 |
| 128 | 46.0422 | 349.4074 | 110.3981 | 0.0211 | 0.0211 | 0.0399 |


| 129 | 307.1404 | 409.9481 | -1.1656 | 0.0224 | 0.0225 | 0.0456 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 130 | 396.8226 | 402.8768 | -1.0747 | 0.0225 | 0.0225 | 0.0457 |
| 131 | -0.4706 | 408.9297 | -0.0956 | 0.0224 | 0.0224 | 0.0455 |
| 132 | 62.4878 | 406.7493 | -0.4095 | 0.0224 | 0.0225 | 0.0455 |
| 133 | 337.0626 | 391.2911 | -0.9852 | 0.0224 | 0.0225 | 0.0457 |
| 134 | 91.9071 | 395.9421 | -0.5382 | 0.0224 | 0.0225 | 0.0456 |
| 135 | 279.5755 | 384.9374 | -1.1222 | 0.0224 | 0.0225 | 0.0456 |
| 136 | 216.2616 | 382.8013 | -0.9290 | 0.0224 | 0.0225 | 0.0456 |
| 137 | 179.1271 | 379.6765 | -0.8677 | 0.0224 | 0.0225 | 0.0456 |
| 138 | 47.8490 | 247.6683 | 154.8793 | 0.0206 | 0.0206 | 0.0378 |
| 139 | 221.7397 | 315.4320 | -0.9041 | 0.0224 | 0.0225 | 0.0456 |
| 140 | 146.6586 | 246.4118 | 124.7264 | 0.0209 | 0.0210 | 0.0393 |
| 141 | 181.6744 | 313.8145 | -0.8771 | 0.0224 | 0.0224 | 0.0456 |
| 142 | 351.0560 | 250.1250 | 102.4006 | 0.0212 | 0.0212 | 0.0405 |
| 143 | 249.7045 | 246.3770 | 105.5867 | 0.0212 | 0.0212 | 0.0403 |
| 144 | 396.4600 | 297.9454 | -0.6559 | 0.0225 | 0.0224 | 0.0457 |
| 145 | 334.1186 | 299.0403 | -0.7667 | 0.0224 | 0.0224 | 0.0457 |
| 146 | 210.0914 | 301.6405 | -0.9370 | 0.0224 | 0.0224 | 0.0456 |
| 147 | -2.3237 | 301.6767 | -0.8885 | 0.0225 | 0.0223 | 0.0456 |
| 148 | 300.4765 | 296.8164 | -0.8345 | 0.0224 | 0.0224 | 0.0457 |
| 149 | 98.8465 | 297.4129 | -0.9246 | 0.0224 | 0.0224 | 0.0456 |
| 150 | 222.1794 | 282.2018 | -0.8747 | 0.0224 | 0.0224 | 0.0457 |
| 151 | 177.1762 | 273.3865 | -0.8524 | 0.0224 | 0.0224 | 0.0456 |
| 152 | 326.7610 | 220.3284 | -0.4365 | 0.0224 | 0.0224 | 0.0457 |
| 153 | 282.3088 | 220.7820 | -0.5853 | 0.0224 | 0.0224 | 0.0457 |
| 154 | 217.9326 | 218.8797 | -0.7666 | 0.0224 | 0.0224 | 0.0457 |
| 155 | 176.6455 | 217.3463 | -0.8451 | 0.0224 | 0.0224 | 0.0457 |
| 156 | -2.1182 | 219.4382 | -1.0586 | 0.0225 | 0.0223 | 0.0457 |
| 157 | 164.7716 | 194.6335 | -1.0086 | 0.0224 | 0.0224 | 0.0457 |
| 158 | 299.5278 | 190.2975 | -0.4287 | 0.0224 | 0.0224 | 0.0457 |
| 159 | 117.2056 | 190.2769 | -1.0452 | 0.0224 | 0.0224 | 0.0457 |
| 160 | 351.3597 | 146.0402 | 80.4711 | 0.0214 | 0.0214 | 0.0416 |
| 161 | 198.7691 | 186.1828 | -0.8137 | 0.0223 | 0.0224 | 0.0457 |
| 162 | 397.1978 | 181.2893 | 0.2611 | 0.0224 | 0.0223 | 0.0458 |
| 163 | 250.1245 | 144.1750 | 69.9915 | 0.0215 | 0.0215 | 0.0421 |
| 164 | 95.2592 | 172.2827 | -1.0871 | 0.0224 | 0.0224 | 0.0457 |
| 165 | 191.3715 | 164.4934 | -0.6995 | 0.0223 | 0.0224 | 0.0457 |
| 166 | 147.6395 | 145.6821 | 39.9216 | 0.0219 | 0.0219 | 0.0436 |
| 167 | 44.3653 | 146.1190 | 19.2028 | 0.0222 | 0.0221 | 0.0447 |
| 168 | 5.6520 | 152.7706 | -1.2322 | 0.0224 | 0.0223 | 0.0457 |
| 169 | 281.2962 | 118.1947 | -0.0261 | 0.0223 | 0.0224 | 0.0458 |
| 170 | 66.8250 | 120.0830 | -1.1761 | 0.0224 | 0.0224 | 0.0457 |
| 171 | 113.5296 | 117.0106 | -1.0105 | 0.0223 | 0.0224 | 0.0458 |
| 172 | 302.2562 | 96.0799 | 0.2215 | 0.0223 | 0.0223 | 0.0458 |
| 173 | 187.9489 | 98.0006 | -0.4174 | 0.0223 | 0.0224 | 0.0458 |
| 174 | 396.2177 | 93.5739 | 0.7945 | 0.0223 | 0.0223 | 0.0458 |
|  |  |  |  |  |  |  |
| 10 |  |  |  |  |  |  |


| 175 | 216.5970 | 93.3262 | -0.3300 | 0.0223 | 0.0224 | 0.0458 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 176 | 0.1580 | 95.1233 | -1.2553 | 0.0224 | 0.0223 | 0.0458 |
| 177 | 249.5056 | 45.8654 | 86.0432 | 0.0212 | 0.0214 | 0.0414 |
| 178 | 352.2663 | 44.3899 | 76.3574 | 0.0214 | 0.0214 | 0.0419 |
| 179 | 173.4362 | 69.4893 | -0.4187 | 0.0223 | 0.0224 | 0.0458 |
| 180 | 116.3840 | 69.8854 | -0.8104 | 0.0223 | 0.0224 | 0.0458 |
| 181 | 45.3520 | 42.9867 | 48.9643 | 0.0217 | 0.0218 | 0.0432 |
| 182 | 146.9538 | 43.4247 | 29.8495 | 0.0219 | 0.0220 | 0.0442 |
| 183 | 189.8510 | 42.5122 | -0.1243 | 0.0222 | 0.0224 | 0.0458 |
| 184 | -1.1520 | 20.0908 | -1.2690 | 0.0223 | 0.0224 | 0.0458 |
| 185 | 399.3724 | -3.8043 | 2.0273 | 0.0222 | 0.0223 | 0.0459 |
| 186 | -0.3139 | -0.9414 | -1.4774 | 0.0223 | 0.0224 | 0.0459 |
| 187 | 298.5322 | -2.9347 | 1.1824 | 0.0222 | 0.0224 | 0.0458 |
| 188 | 193.2391 | -3.4633 | 0.1906 | 0.0222 | 0.0224 | 0.0458 |
| 189 | 93.5616 | -2.7026 | -0.7306 | 0.0222 | 0.0224 | 0.0458 |

The mean standard deviations of the 3D coordinates were found to be

$$
\bar{\sigma}_{X}=0.0221 \mathrm{~mm} \quad \bar{\sigma}_{Y}=0.0222 \mathrm{~mm} \bar{\sigma}_{Z}=0.0445 \mathrm{~mm}
$$

which gave a relative precision of $1: 25,462$. The resulting 3D coordinates of the object points on the test field were in an arbitrary datum, which was defined by the starting values of the control points. However, the relative positions of the object points or the shape of the test field were not related to the datum.

Camera interior parameters were also obtained with the separate adjustment process. They are listed in Table 8-6 (the second row lists the standard deviations of the parameters).

Table 8-6 Camera interior parameters and their standard deviations

| $\Delta \boldsymbol{r}_{p}(\mathrm{~mm})$ | $\Delta y_{p}(\mathrm{~mm})$ | $\Delta c(\mathrm{~mm})$ | $\boldsymbol{k}_{I}\left(\mathrm{~mm}^{-2}\right)$ | $\boldsymbol{k}_{2}\left(\mathrm{~mm}^{-4}\right)$ | $\boldsymbol{k}_{3}\left(\mathrm{~mm}^{-6}\right)$ | $\boldsymbol{p}_{I}\left(\mathrm{~mm}^{-1}\right)$ | $\boldsymbol{p}_{2}\left(\mathrm{~mm}^{-1}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $2.21 \mathrm{e}-1$ | $3.52 \mathrm{e}-3$ | $1.53 \mathrm{e}-2$ | $3.76 \mathrm{e}-3$ | $-3.19 \mathrm{e}-4$ | $3.74 \mathrm{e}-5$ | $2.79 \mathrm{e}-4$ | $-1.88 \mathrm{e}-4$ |
| $8.83 \mathrm{e}-3$ | $8.71 \mathrm{e}-3$ | $7.42 \mathrm{e}-4$ | $2.80 \mathrm{e}-4$ | $1.22 \mathrm{e}-4$ | $1.59 \mathrm{e}-5$ | $2.34 \mathrm{e}-5$ | $2.36 \mathrm{e}-5$ |

Figure 8-11 illustrates the image residuals plotted for one of the images (image No. 1001), and Figure 8-12 illustrates the reconstructed 3D test field.


Figure 8-11 Image residuals on image No. 1001


Figure 8-12 Reconstructed test field

## Chapter 8 A practical test

To verify that the results from the separate adjustment are the same as that from the bundle adjustment, a self-calibrated bundle adjustment (CUBA 1996) was applied with the same starting values. It was found that same minimisation of the sum of the squares of the residuals on image planes was obtained and the resulting camera interior parameters were identical. This is because that the sum of the squares of the residuals on image planes and the camera interior parameters are datum independent. Therefore the calibrated camera interior parameters can be used for the subsequent measurement purpose provided that the physical configuration of the camera remains unchanged. 3D coordinates of the object points (after coordinate transformation) were also checked and found to be identical with that obtained from the separate adjustment.

## Chapter 9

## Conclusions

Photogrammetry has been widely used in the areas where 3D coordinates are required. Least squares estimation methods have been successfully used to deal with redundant measurements. Conventionally, all the unknown parameters were estimated simultaneously in the least squares process. This leads to the bundle adjustment in close range photogrammetry, which is very expensive in terms of computation time and memory requirements. Methods such as sequential adjustment, unified bundle adjustment and Block Successive Over Relaxation (BSOR) can be use in some cases to improve the conventional bundle adjustment. But none of them have the capability to deal with real-time measurement.

In this thesis, an alternative method of least squares estimation, named separate least squares estimation, is introduced. It divides the unknown parameters into groups and estimates them separately. The separate least squares estimation uses all the equations for each group of the parameters and the inner iterations are merged in the outer iterations. Even with linear functional model iterations are still required and starting values of the unknown parameters are always needed. Constraints are not always required in the separate least squares estimation even when column rank defects of the design matrix exist since the divided design matrices are normally of full rank provided that datum can be defined by each group of the parameters. In this case, the datum will be defined by the starting values of the parameters. A coordinate transformation may be required to relate the results to a given coordinate system. Alternatively, control points can be included in the separate least squares estimation process to avoid coordinate transformation. The separate least squares estimation will give the same results as the simultaneous least squares estimation, but with a significant saving in time and memory.

Based on the theory of the separate least squares estimation, an alternative method, named separate adjustment, was developed and successfully used in close range
photogrammetry to replace the conventional bundle adjustment. In the separate adjustment process, the 3D coordinates of the object points and the camera parameters are adjusted separately and iteratively. Since the datum can always be determined in both adjustment steps, constraints may not be necessary in the separate adjustment. Free network adjustment without any constraints becomes feasible and can be easily applied. Because the same functional model and the same target function of the least squares are used, the same results can be expected from the separate adjustment as from the simultaneous bundle adjustment. Several simulation tests and practical tests verified this.

The number of iterations required for the separate adjustment may be more than that for the bundle adjustment. However, due to the simple computation and the linear computational complexity, the speed of convergence of the separate adjustment is much faster than that of the bundle adjustment, especially for large data sets. The maximum memory required by the separate adjustment is limited to a $6 \times 6$ (or $14 \times 14$ when camera interior parameters are considered) unit no matter how many cameras and object points are involved. Because of the high speed and low memory requirements, the separate adjustment can be used in the real-time measurement to track moving objects.

The separate adjustment can also be applied to the self-calibration adjustment. A three step separate adjustment (divide camera interior and exterior parameters) or a two step separate adjustment (integrate camera interior and exterior parameters) can be used.

The disadvantage of the separate adjustment is that the full covariance matrix of the estimated results is not provided directly. To evaluate the precision of the 3D coordinates a $3 \times 3$ covariance matrix for each object point and a $6 \times 6$ (or $14 \times 14$ ) covariance matrix for each camera are given. These may be adequate in most cases. A full weight matrix (block diagonal matrix) of the estimated results is always available from the design matrix, from which the full covariance matrix can be derived whenever it is required.

For the intermediate parameters the full covariance matrix may not be necessary, whilst the weight matrix (the inverse of the cofactor matrix), which is easy to obtain from the design matrix, is more convenient to use. When coordinate transformation is required, the weight matrix can be transformed easily.

## Appendix I

## Derivations of some partial derivatives

To derive the partial derivatives in Chapter 3 and Chapter 5, the collinearity equations are rewritten as follows

$$
\left\{\begin{array}{l}
f_{x}=x+c \frac{M_{1}}{M_{3}}  \tag{A1.1}\\
f_{y}=y+c \frac{M_{2}}{M_{3}}
\end{array}\right.
$$

in which

$$
\left\{\begin{array}{l}
M_{I}=m_{11}\left(X-X_{L}\right)+m_{12}\left(Y-Y_{L}\right)+m_{13}\left(Z-Z_{L}\right)  \tag{A1.2}\\
M_{2}=m_{2 I}\left(X-X_{L}\right)+m_{22}\left(Y-Y_{L}\right)+m_{23}\left(Z-Z_{L}\right) \\
M_{3}=m_{31}\left(X-X_{L}\right)+m_{32}\left(Y-Y_{L}\right)+m_{33}\left(Z-Z_{L}\right)
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
m_{11}=\cos \phi \cos \kappa  \tag{A1.3}\\
m_{12}=\sin \omega \sin \phi \cos \kappa+\cos \omega \sin \kappa \\
m_{13}=-\cos \omega \sin \phi \cos \kappa+\sin \omega \sin \kappa \\
m_{21}=-\cos \phi \sin \kappa \\
m_{22}=-\sin \omega \sin \phi \sin \kappa+\cos \omega \cos \kappa \\
m_{23}=\cos \omega \sin \phi \cos \kappa+\sin \omega \cos \kappa \\
m_{3 l}=\sin \phi \\
m_{32}=-\sin \omega \cos \phi \\
m_{33}=\cos \omega \cos \phi
\end{array}\right.
$$

The subscripts $i$ and $j$ are neglected for simplicity.
Linearized functional model is expressed as

$$
\begin{equation*}
A_{1} \Delta x_{1}+A_{2} \Delta x_{2}=b \tag{A1.4}
\end{equation*}
$$

in which $\boldsymbol{x}_{1}=(X, Y, Z)$ is a vector of the 3 D coordinates of the object points and $\boldsymbol{x}_{2}=$ $\left(\mathbf{X}_{\mathrm{L}}, \boldsymbol{Y}_{L}, \boldsymbol{Z}_{L}, \omega, \phi, \kappa\right)$ is a vector of the camera exterior parameters.

A1.1 Derivation of $A_{l}$ (partial derivatives with respect to 3D coordinates)

$$
A_{l}=\left[\begin{array}{lll}
\frac{\partial_{x}}{\partial X} & \frac{\partial_{x}}{\partial Y} & \frac{\partial_{x}}{\partial Z}  \tag{A1.5}\\
\frac{\partial_{y}}{\partial X} & \frac{\partial_{y}}{\partial Y} & \frac{\partial_{y}}{\partial Z}
\end{array}\right]
$$
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in which

$$
\begin{align*}
& \frac{\partial_{x}}{\partial X}=c\left(m_{11}-m_{31} M_{1} / M_{3}\right) / M_{3}  \tag{A1.6a}\\
& \frac{\partial_{x}}{\partial Y}=c\left(m_{12}-m_{32} M_{I} / M_{3}\right) / M_{3}  \tag{A1.6b}\\
& \frac{\partial_{x}}{\partial Z}=c\left(m_{13}-m_{33} M_{1} / M_{3}\right) / M_{3}  \tag{A1.6c}\\
& \frac{\partial_{y}}{\partial X}=c\left(m_{21}-m_{31} M_{2} / M_{3}\right) / M_{3}  \tag{A1.6d}\\
& \frac{\partial \partial_{y}}{\partial Y}=c\left(m_{22}-m_{32} M_{2} / M_{3}\right) / M_{3}  \tag{A1.6e}\\
& \frac{\partial \partial_{y}}{\partial Z}=c\left(m_{23}-m_{33} M_{2} / M_{3}\right) / M_{3} \tag{A1.6f}
\end{align*}
$$

A1.2 Derivation of $A_{2}$ (partial derivatives with respect to camera exterior parameters)

$$
A_{2}=\left[\begin{array}{llllll}
\frac{\boldsymbol{f}_{x}}{\partial \boldsymbol{X}_{L}} & \frac{\boldsymbol{f}_{x}}{\partial \boldsymbol{Y}_{L}} & \frac{\boldsymbol{f}_{x}}{\partial Z_{L}} & \frac{\boldsymbol{f}_{x}}{\partial \omega} & \frac{\boldsymbol{f}_{x}}{\partial \phi} & \frac{\boldsymbol{\partial}_{x}}{\partial \kappa}  \tag{A1.7}\\
\frac{\boldsymbol{f}_{y}}{\partial \boldsymbol{X}_{I}} & \frac{\boldsymbol{f}_{y}}{\partial \boldsymbol{Y}_{L}} & \frac{\boldsymbol{f}_{y}}{\partial Z_{L}} & \frac{\boldsymbol{f}_{y}}{\partial \omega} & \frac{\partial \boldsymbol{f}_{y}}{\partial \phi} & \frac{\partial \boldsymbol{f}_{y}}{\partial \kappa}
\end{array}\right]
$$

in which

$$
\begin{align*}
& \frac{\partial f_{x}}{\partial X_{L}}=-c\left(m_{11}-m_{3 i} M_{1} / M_{3}\right) / M_{3}=-\frac{\partial f_{x}}{\partial X}  \tag{A1.8a}\\
& \frac{\partial f_{x}}{\partial Y_{L}}=-c\left(m_{12}-m_{32} M_{1} / M_{3}\right) / M_{3}=-\frac{\partial f_{x}}{\partial Y}  \tag{A1.8b}\\
& \frac{\partial f_{x}}{\partial Z_{L}}=-c\left(m_{13}-m_{33} M_{1} / M_{3}\right) / M_{3}=-\frac{\partial f_{x}}{\partial Z}  \tag{A1.8c}\\
& \frac{\partial f_{x}}{\partial \omega}=c\left(\frac{\partial M_{1}}{\partial \omega}-\frac{\partial M_{3}}{\partial \omega} M_{1} / M_{3}\right) / M_{3} \tag{A1.8d}
\end{align*}
$$

$$
\begin{align*}
& \frac{\partial_{x}}{\partial \phi}=c\left(\frac{\partial M_{I}}{\partial \phi}-\frac{\partial M_{3}}{\partial \phi} M_{1} / M_{3}\right) / M_{3}  \tag{A1.8e}\\
& \frac{\partial_{x}}{\partial \kappa}=c\left(\frac{\partial M_{I}}{\partial \kappa}-\frac{\partial M_{3}}{\partial \kappa} M_{I} / M_{3}\right) / M_{3}  \tag{A1.8f}\\
& \frac{\partial_{y}}{\partial X_{L}}=-c\left(m_{2 I}-m_{3 l} M_{2} / M_{3}\right) / M_{3}=-\frac{\partial f_{y}}{\partial X}  \tag{A1.9a}\\
& \frac{\partial \partial_{y}}{\partial Y_{L}}=-c\left(m_{22}-n_{l_{2}} M_{2} / M_{3}\right) / M_{3}=-\frac{\partial_{y}}{\partial Y}  \tag{A1.9b}\\
& \frac{\partial_{y}}{\partial Z_{L}}=-c\left(m_{23}-m_{33} M_{2} / M_{3}\right) / M_{3}=-\frac{\partial_{y}}{\partial Z}  \tag{A1.9c}\\
& \frac{\partial_{y}}{\partial \omega}=c\left(\frac{\partial M_{2}}{\partial \omega}-\frac{\partial M_{3}}{\partial \omega} M_{2} / M_{3}\right) / M_{3}  \tag{A1.9d}\\
& \frac{\partial_{y}}{\partial \phi}=c\left(\frac{\partial M_{2}}{\partial \phi}-\frac{\partial M_{3}}{\partial \phi} M_{2} / M_{3}\right) / M_{3}  \tag{A1.9e}\\
& \frac{\partial_{y}}{\partial \kappa}=c\left(\frac{\partial M_{2}}{\partial \kappa}-\frac{\partial M_{3}}{\partial \kappa} M_{2} / M_{3}\right) / M_{3} \tag{A1.9f}
\end{align*}
$$

in which

$$
\begin{align*}
\frac{\partial M_{1}}{\partial \omega}= & -m_{13}\left(Y-Y_{L}\right)+m_{12}\left(Z-Z_{L}\right)  \tag{A1.10a}\\
\frac{\partial M_{I}}{\partial \phi}= & -\sin \phi \cos \kappa\left(X-X_{L}\right)+\sin \omega \cos \phi \cos \kappa\left(Y-Y_{L}\right)  \tag{A1.10b}\\
& -\cos \omega \cos \phi \cos \kappa\left(Z-Z_{L}\right) \\
\frac{\partial M_{L}}{\partial \kappa}= & M_{2}  \tag{Al.10c}\\
\frac{\partial M_{2}}{\partial \omega}= & -m_{23}\left(Y-Y_{L}\right)+m_{22}\left(Z-Z_{L}\right)  \tag{A1.11a}\\
\frac{\partial M_{2}}{\partial \phi}= & \sin \phi \sin \kappa\left(X-X_{L}\right)-\sin \omega \cos \phi \sin \kappa\left(Y-Y_{L}\right)  \tag{A1.11b}\\
& +\cos \omega \cos \phi \sin \kappa\left(Z-Z_{L}\right)
\end{align*}
$$

$$
\begin{align*}
\frac{\partial M_{2}}{\partial \kappa}= & -M_{1}  \tag{A1.11c}\\
\frac{\partial M_{3}}{\partial \omega}= & -m_{33}\left(Y-Y_{L}\right)+m_{32}\left(Z-Z_{L}\right)  \tag{Al.12a}\\
\frac{\partial M_{3}}{\partial \phi}= & \cos \phi\left(X-X_{L}\right)+\sin \omega \sin \phi\left(Y-Y_{L}\right)  \tag{A1.12b}\\
& -\cos \omega \sin \phi\left(Z-Z_{L}\right) \\
\frac{\partial M_{3}}{\partial \kappa}= & 0 \tag{A1.12c}
\end{align*}
$$

A1.3 Derivation of $A_{2}^{\prime}$ (partial derivatives with respect to camera interior parameters)

The modified functional model when camera interior parameters are considered are expressed as

$$
\left\{\begin{array}{l}
f_{x}=\left(x-x_{p}\right)+\Delta x_{r}+\Delta x_{d}+c_{x} \frac{M_{1}}{M_{3}}  \tag{A1.12}\\
f_{y}=\left(y-y_{p}\right)+\Delta y_{r}+\Delta y_{d}+c_{y} \frac{M_{2}}{M_{3}}
\end{array}\right.
$$

where

$$
\begin{align*}
\Delta x_{r} & =\left(x-x_{p}\right) \Delta r / r  \tag{A1.13}\\
& =\left(x-x_{p}\right)\left(k_{l} r^{2}+k_{2} r^{4}+k_{3} r^{6}\right) \\
\Delta y_{r} & =\left(y-y_{p}\right) \Delta r / r  \tag{A1.14}\\
& =\left(y-y_{p}\right)\left(k_{I} r^{2}+k_{2} r^{4}+k_{3} r^{6}\right) \\
\Delta x_{d} & =p_{I}\left(r^{2}+2\left(x-x_{p}\right)^{2}\right)+2 p_{2}\left(x-x_{p}\right)\left(y-y_{p}\right)  \tag{A1.15}\\
& =2\left(x-x_{p}\right)\left(p_{I}\left(x-x_{p}\right)+p_{2}\left(y-y_{p}\right)\right)+p_{l} r^{2} \\
\Delta y_{d} & =p_{2}\left(r^{2}+2\left(y-y_{p}\right)^{2}\right)+2 p_{I}\left(x-x_{p}\right)\left(y-y_{p}\right)  \tag{A1.16}\\
& =2\left(y-y_{p}\right)\left(p_{l}\left(x-x_{p}\right)+p_{2}\left(y-y_{p}\right)\right)+p_{2} r^{2}
\end{align*}
$$

in which
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$$
\begin{equation*}
r^{2}=\left(x-x_{p}\right)^{2}+\left(y-y_{p}\right)^{2} \tag{A1.17}
\end{equation*}
$$

Replacing $\Delta x_{r}, \Delta y_{r}, \Delta x_{d}, \Delta y_{d}$ in (A1.12) from (A1.13) to (A1.16) gives

$$
\left\{\begin{array}{l}
f_{x}=\left(x-x_{p}\right) H+p_{1} r^{2}+c_{x} \frac{M_{I}}{M_{3}}  \tag{A.1.18}\\
f_{y}=\left(y-y_{p}\right) H+p_{2} r^{2}+c_{y} \frac{M_{2}}{M_{3}}
\end{array}\right.
$$

in which

$$
\begin{equation*}
H=1+k_{1} r^{2}+k_{2} r^{4}+k_{3} r^{6}+2 p_{1}\left(x-x_{p}\right)+2 p_{2}\left(y-y_{p}\right) \tag{A1.19}
\end{equation*}
$$

The elements of $A_{2}^{\prime}$ are given by
where

$$
\begin{align*}
& \frac{\partial f_{x}}{\partial c_{x}}=\frac{M_{I}}{M_{3}}  \tag{A1.21a}\\
& \frac{\partial f_{x}}{\partial c_{y}}=0  \tag{A1.21b}\\
& \frac{\partial f_{x}}{\partial x_{p}}=-H+\left(x-x_{p}\right)\left(\frac{\partial H}{\partial x_{p}}-2 p_{1}\right)  \tag{A1.21c}\\
& \frac{\partial_{x}}{\partial y_{p}}=\left(x-x_{p}\right) \frac{\partial H}{\partial y_{p}}-2 p_{1}\left(y-y_{p}\right)  \tag{A1.21d}\\
& \frac{\partial f_{x}}{\partial x_{1}}=\left(x-x_{p}\right) r^{2}  \tag{A1.21e}\\
& \frac{\partial f_{x}}{\partial x_{2}}=\left(x-x_{p}\right) r^{4}  \tag{A1.21f}\\
& \frac{\partial f_{x}}{\partial x_{3}}=\left(x-x_{p}\right) r^{6} \tag{A1.21g}
\end{align*}
$$

$$
\begin{align*}
& \frac{\partial \partial_{x}}{\partial p_{1}}=2\left(x-x_{p}\right)^{2}+r^{2}  \tag{A1.21h}\\
& \frac{\partial_{x}}{\partial p_{2}}=2\left(x-x_{p}\right)\left(y-y_{p}\right)  \tag{A1.21i}\\
& \frac{\partial_{y}}{\partial x_{x}}=0  \tag{A1.22a}\\
& \frac{\partial_{y}}{\partial x_{y}}=\frac{M_{2}}{M_{3}}  \tag{A1.22b}\\
& \frac{\partial_{y}}{\partial x_{p}}=\left(y-y_{p}\right) \frac{\partial H}{\partial x_{p}}-2 p_{2}\left(x-x_{p}\right)  \tag{A1.22c}\\
& \frac{\partial_{y}}{\partial y_{p}}=-H+\left(y-y_{p}\right)\left(\frac{\partial H}{\partial y_{p}}-2 p_{2}\right)  \tag{A1.22d}\\
& \frac{\partial f_{y}}{\partial x_{1}}=\left(y-y_{p}\right) r^{2}  \tag{A1.22e}\\
& \frac{\partial \partial_{y}}{\partial x_{2}}=\left(y-y_{p}\right) r^{4}  \tag{A1.22f}\\
& \frac{\partial \partial_{y}}{\partial x_{3}}=\left(y-y_{p}\right) r^{6}  \tag{Al.22~g}\\
& \frac{\partial f_{y}}{\partial \partial_{1}}=2\left(x-x_{p}\right)\left(y-y_{p}\right)  \tag{A1.22h}\\
& \frac{\partial_{y}}{\partial p_{2}}=2\left(y-y_{p}\right)^{2}+r^{2} \tag{A1.22i}
\end{align*}
$$

in which

$$
\begin{align*}
& \frac{\partial H}{\partial x_{p}}=-2\left(x-x_{p}\right)\left(k_{1}+2 k_{2} r^{2}+3 k_{3} r^{4}\right)-2 p_{l}  \tag{A1.23}\\
& \frac{\partial H}{\partial y_{p}}=-2\left(y-y_{p}\right)\left(k_{1}+2 k_{2} r^{2}+3 k_{3} r^{4}\right)-2 p_{2} \tag{A1.24}
\end{align*}
$$

## A1.4 Derivation of partial derivatives when estimatimg seven transformation parameters from the twelve

The relationship between the seven parameters ( $s, \alpha, \beta, \gamma, x_{0}, y_{0}, z_{0}$ ) and the twelve parameters $\left(\boldsymbol{t}_{1}, \boldsymbol{t}_{2}, \ldots, \boldsymbol{t}_{12}\right)$ is expressed as

$$
\begin{cases}s(\cos \beta \cos \gamma) & =t_{1} \\ s(\sin \alpha \sin \beta \cos \gamma+\cos \alpha \sin \gamma) & =t_{2} \\ s(-\cos \alpha \sin \beta \cos \gamma+\sin \alpha \sin \gamma) & =t_{3} \\ s(-\cos \beta \sin \gamma) & =t_{4} \\ s(-\sin \alpha \sin \beta \sin \gamma+\cos \alpha \cos \gamma) & =t_{5} \\ s(\cos \alpha \sin \beta \sin \gamma+\sin \alpha \cos \gamma) & =t_{6} \\ s(\sin \beta) & =t_{7} \\ s(-\sin \alpha \cos \beta) & =t_{8} \\ s(\cos \alpha \cos \beta) & =t_{9} \\ x_{0} & =t_{10} \\ y_{0} & =t_{11} \\ z_{0} & =t_{12}\end{cases}
$$

With $\boldsymbol{x}=\left(\boldsymbol{s}, \alpha, \beta, \gamma, \boldsymbol{x}_{0}, \boldsymbol{y}_{0}, z_{0}\right)$ as the unknown parameters and $\boldsymbol{t}=\left(\boldsymbol{t}_{l}, \boldsymbol{t}_{2}, \ldots, \boldsymbol{t}_{12}\right)$ as the observations, the functional model can be expressed as

$$
f(x, t)=0
$$

The Jacobian matrix is obtained by

## Appendix I

$$
=\left[\begin{array}{cccccccc}
m_{11} & \frac{\partial_{1}}{\partial \alpha} & \frac{\partial_{1}}{\partial \beta} & \frac{\partial_{1}}{\partial r} & 0 & 0 & 0 \\
m_{12} & \frac{\partial_{2}}{\partial \alpha} & \frac{\partial_{2}}{\partial \beta} & \frac{\partial_{2}}{\partial r} & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
m_{33} & \frac{\partial_{9}}{\partial \alpha} & \frac{\partial_{g}}{\partial \beta} & \frac{\partial g}{\partial \gamma} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

in which

$$
\begin{aligned}
& \frac{\partial f_{1}}{\partial \alpha}=0, \frac{\partial f_{1}}{\partial \beta}=s(-\sin \beta \cos \gamma), \frac{\partial f_{1}}{\partial \gamma}=s(-\cos \beta \sin \gamma) \\
& \frac{\partial_{2}}{\partial \alpha}=s(\cos \alpha \sin \beta \cos \gamma-\sin \alpha \sin \gamma), \frac{\partial_{2}}{\partial \beta}=s(\sin \alpha \cos \beta \cos \gamma), \frac{\partial f_{2}}{\partial \gamma}=s(-\sin \alpha \sin \beta \sin \gamma+\cos \alpha \cos \gamma)
\end{aligned}
$$

$\frac{\partial f_{3}}{\partial \alpha}=s(\sin \alpha \sin \beta \cos \gamma+\cos \alpha \sin \gamma), \frac{\partial_{3}}{\partial \beta}=s(-\cos \alpha \cos \beta \cos \gamma), \frac{\partial f_{3}}{\partial \gamma}=s(\cos \alpha \sin \beta \sin \gamma+\sin \alpha \cos \gamma)$
$\frac{\partial f_{4}}{\partial \alpha}=0, \frac{\partial f_{4}}{\partial \beta}=s(\sin \beta \sin \gamma), \frac{\partial f_{4}}{\partial \gamma}=s(-\cos \beta \cos \gamma)$
$\frac{\partial_{5}}{\partial \alpha}=s(-\cos \alpha \sin \beta \sin \gamma-\sin \alpha \cos \gamma), \frac{\partial f_{5}}{\partial \beta}=s(-\sin \alpha \cos \beta \sin \gamma), \frac{\partial f_{5}}{\partial \gamma}=s(-\sin \alpha \sin \beta \cos \gamma-\cos \alpha \sin \gamma)$
$\frac{\partial f_{6}}{\partial \alpha}=s(-\sin \alpha \sin \beta \sin \gamma+\cos \alpha \cos \gamma), \frac{\partial_{6}}{\partial \beta}=s(\cos \alpha \cos \beta \sin \gamma), \frac{\partial f_{6}}{\partial \gamma}=s(\cos \alpha \sin \beta \cos \gamma-\sin \alpha \sin \gamma)$
$\frac{\partial \gamma_{7}}{\partial \alpha}=0, \frac{\partial f_{7}}{\partial \beta}=\boldsymbol{s}(\cos \beta), \frac{\partial f_{7}}{\partial \gamma}=0$
$\frac{\partial f_{8}}{\partial \alpha}=s(-\cos \alpha \cos \beta), \frac{\partial f_{8}}{\partial \beta}=s(\sin \alpha \sin \beta), \frac{\partial f_{8}}{\partial \gamma}=0$
$\frac{\partial f_{9}}{\partial \alpha}=s(-\sin \alpha \cos \beta), \frac{\partial f_{9}}{\partial \beta}=s(-\cos \alpha \sin \beta), \frac{\partial \partial_{9}}{\partial \gamma}=0$

## Appendix II

## Some Results From The Simulation Tests

## A2.1 The 3D coordinates of $\mathbf{1 0 0}$ generated object points

(the first 8 are control points)

| Point No. | $\boldsymbol{X}(\mathrm{mm})$ | $\boldsymbol{Y}(\mathrm{mm})$ | $\boldsymbol{Z}(\mathrm{mm})$ |
| ---: | :---: | :---: | :---: |
|  |  |  |  |
| 1000 | 200.0000 | 200.0000 | 100.0000 |
| 1001 | -200.0000 | 200.0000 | 100.0000 |
| 1002 | -200.0000 | -200.0000 | 100.0000 |
| 1003 | 200.0000 | -200.0000 | 100.0000 |
| 1004 | 200.0000 | 200.0000 | -100.0000 |
| 1005 | -200.0000 | 200.0000 | -100.0000 |
| 1006 | -200.0000 | -200.0000 | -100.0000 |
| 1007 | 200.0000 | -200.0000 | -100.0000 |
| 1008 | 10.4750 | -128.0250 | -36.7937 |
| 1009 | 18.9375 | 188.1375 | -64.8313 |
| 1010 | 87.6250 | -107.2625 | 1.3249 |
| 1011 | -148.9250 | -165.6375 | -20.2063 |
| 1012 | -86.4500 | -49.2500 | 101.4062 |
| 1013 | 19.2875 | 113.6125 | 32.3937 |
| 1014 | 114.2125 | 119.5750 | 68.5376 |
| 1015 | -137.7750 | 56.1875 | -35.5562 |
| 1016 | -57.9125 | 175.6750 | 6.4437 |
| 1017 | -35.6875 | 48.5250 | 60.8500 |
| 1018 | 181.5500 | 156.3125 | 77.4625 |
| 1019 | 76.2750 | 110.6375 | 19.1688 |
| 1020 | -40.5750 | -54.3375 | -58.9937 |
| 1021 | 138.7000 | -29.6500 | -5.0750 |
| 1022 | 201.0625 | -148.2125 | -56.4562 |
| 1023 | 192.5750 | 102.0625 | -16.2312 |
| 1024 | 119.5251 | 110.4250 | 95.9562 |
| 1025 | -188.5000 | -69.4500 | 55.0188 |
| 1026 | -100.4750 | 41.4750 | -91.1125 |
| 1027 | 191.5875 | -69.2875 | -87.8437 |
| 1028 | -19.0125 | 174.7875 | 17.1937 |
| 1029 | -151.3250 | 33.3750 | -48.3812 |
| 1030 | 3.1000 | -103.0375 | -2.3187 |
| 1031 | -33.6750 | 157.5750 | -12.5625 |
| 1032 | -53.2750 | -43.5500 | -91.1626 |
| 1033 | -134.2250 | 13.9500 | 42.6561 |
| 1034 | -160.2375 | -35.8250 | 58.3937 |
| 1035 | -99.7250 | -59.5875 | -52.8999 |
| 1036 | -78.0000 | -75.2625 | 81.6937 |
|  |  |  |  |


| 1037 | -184.9875 | 66.7000 | -18.3687 |
| :---: | :---: | :---: | :---: |
| 1038 | 77.0000 | 100.0625 | 92.0562 |
| 1039 | -104.4500 | 143.4375 | 98.0813 |
| 1040 | 118.9250 | -23.2626 | 38.0500 |
| 1041 | 131.5125 | -134.9750 | -42.6811 |
| 1042 | -144.5750 | 153.9625 | 53.6375 |
| 1043 | -114.8125 | -142.6750 | -39.6688 |
| 1044 | 128.8250 | -110.3250 | 15.3188 |
| 1045 | 93.1000 | -119.0875 | 102.7125 |
| 1046 | -97.5875 | -23.6250 | 54.6750 |
| 1047 | 152.6250 | 166.5000 | 100.3062 |
| 1048 | -38.0500 | -22.9750 | -73.9625 |
| 1049 | -12.5374 | -102.5875 | 101.9375 |
| 1050 | 67.3875 | 47.4875 | -50.4625 |
| 1051 | -13.6875 | 123.5625 | -83.8625 |
| 1052 | -4.8750 | -137.5000 | -49.6750 |
| 1053 | 187.0625 | 51.5000 | 102.3750 |
| 1054 | -4.5125 | 127.5500 | 52.4062 |
| 1055 | -44.0625 | -3.4375 | 7.9061 |
| 1056 | -159.8250 | 43.3875 | -28.9000 |
| 1057 | -141.2875 | 119.2875 | 45.6062 |
| 1058 | -17.2625 | 88.5876 | -80.4813 |
| 1059 | 194.3625 | 25.8125 | 51.5999 |
| 1060 | 37.1625 | 61.2625 | 60.0812 |
| 1061 | -123.0375 | -76.2625 | -42.0812 |
| 1062 | 80.1625 | -80.0250 | 15.7875 |
| 1063 | -28.6124 | -74.4250 | -8.9625 |
| 1064 | 31.7000 | -0.1500 | 24.2375 |
| 1065 | -29.6750 | -146.5875 | -47.5813 |
| 1066 | -185.3625 | 200.2125 | -76.5500 |
| 1067 | -45.1500 | 64.8875 | -28.2312 |
| 1068 | 26.5250 | -53.2000 | 15.8000 |
| 1069 | -5.1875 | -132.9625 | 25.9937 |
| 1070 | -129.4875 | 27.2000 | -40.1562 |
| 1071 | 157.2250 | 142.0375 | 73.0312 |
| 1072 | 166.8000 | 43.6125 | 10.7062 |
| 1073 | -131.1125 | 68.2625 | 41.4125 |
| 1074 | -91.9375 | -156.3000 | 66.8937 |
| 1075 | -121.6250 | -26.6250 | -27.9438 |
| 1076 | 143.7375 | -143.7500 | -46.2063 |
| 1077 | -127.4000 | -3.4375 | -22.1438 |
| 1078 | 6.7750 | 5.9250 | -27.9313 |
| 1079 | 15.2750 | -150.6000 | 6.4000 |
| 1080 | 48.6750 | 100.1875 | 14.0436 |
| 1081 | -59.0500 | 128.4750 | 21.0312 |
| 1082 | -90.6750 | 74.7000 | 13.0750 |
| 1083 | 123.1375 | 163.6000 | 82.2687 |
| 1084 | -172.1125 | 127.9125 | 85.8250 |
|  |  |  |  |


| 1085 | 63.8250 | -132.3625 | -38.2875 |
| :---: | :---: | :---: | :---: |
| 1086 | -131.9000 | -83.2000 | 72.4313 |
| 1087 | 19.6750 | -185.1125 | -57.5687 |
| 1088 | -191.3125 | -53.3125 | 27.2750 |
| 1089 | 13.0000 | 23.6500 | -68.5311 |
| 1090 | 137.2375 | -186.3500 | -94.6875 |
| 1091 | -45.1250 | 52.4375 | -95.8249 |
| 1092 | 56.6375 | 174.8625 | -23.2437 |
| 1093 | 98.7750 | -37.8750 | 101.1625 |
| 1094 | 44.6375 | -154.0000 | -54.6188 |
| 1095 | 127.3375 | 156.6125 | 51.1875 |
| 1096 | -194.4250 | 102.9125 | -14.3250 |
| 1097 | -51.7125 | -116.4875 | -62.4938 |
| 1098 | -168.7625 | -152.6750 | -67.4124 |
| 1099 | 122.8625 | -183.4750 | 61.9188 |

A2.2 The starting values of the 3D coordinates obtained by resection followed by intersection

| Point No. | $\boldsymbol{X}(\mathrm{mm})$ | $\boldsymbol{Y}(\mathrm{mm})$ | $\boldsymbol{Z}(\mathrm{mm})$ |
| :---: | :---: | :---: | :---: |
|  |  |  |  |
| 1000 | 204.0991 | 202.8445 | 101.3254 |
| 1001 | -195.7463 | 203.5645 | 99.9212 |
| 1002 | -202.9014 | -195.9590 | 98.8392 |
| 1003 | 197.5738 | -196.3199 | 99.2827 |
| 1004 | 204.4320 | 203.5470 | -98.5635 |
| 1005 | -195.6471 | 204.0223 | -99.9517 |
| 1006 | -202.9323 | -195.2381 | -101.1813 |
| 1007 | 197.5523 | -195.5598 | -100.7851 |
| 1008 | 9.1848 | -123.7341 | -37.4500 |
| 1009 | 23.0507 | 191.8472 | -64.0883 |
| 1010 | 86.7006 | -103.2835 | 0.8933 |
| 1011 | -151.1659 | -161.2033 | -21.1604 |
| 1012 | -86.6341 | -45.4829 | 100.9858 |
| 1013 | 22.0725 | 117.1718 | 32.7698 |
| 1014 | 116.9780 | 122.8961 | 69.1767 |
| 1015 | -135.9672 | 60.3426 | -35.7355 |
| 1016 | -54.0473 | 179.2963 | 6.8963 |
| 1017 | -34.0673 | 52.2298 | 60.8905 |
| 1018 | 184.9936 | 159.3657 | 78.4042 |
| 1019 | 78.9944 | 114.1775 | 19.6713 |
| 1020 | -40.7581 | -50.0964 | -59.5420 |
| 1021 | 139.1070 | -25.8114 | -5.0922 |
| 1022 | 199.4811 | -144.0395 | -56.9108 |
| 1023 | 195.1809 | 105.5788 | -15.4445 |
| 1024 | 122.1336 | 113.7038 | 96.5812 |


| 1025 | -189.0345 | -65.4361 | 54.3002 |
| :---: | :---: | :---: | :---: |
| 1026 | -98.9030 | 45.6426 | -91.2261 |
| 1027 | 191.4048 | -65.1115 | -87.9582 |
| 1028 | -15.1373 | 178.4032 | 17.6566 |
| 1029 | -150.0284 | 37.6018 | -48.7510 |
| 1030 | 2.2491 | -98.8895 | -2.9133 |
| 1031 | -30.1314 | 161.3032 | -12.1605 |
| 1032 | -53.2355 | -39.1467 | -91.6071 |
| 1033 | -133.2600 | 17.9095 | 42.2754 |
| 1034 | -160.1532 | -31.8207 | 57.8318 |
| 1035 | -100.0333 | -55.3068 | -53.4316 |
| 1036 | -78.5861 | -71.4218 | 81.0678 |
| 1037 | -183.0650 | 70.7337 | -18.7715 |
| 1038 | 79.5207 | 103.4122 | 92.5740 |
| 1039 | -101.2999 | 146.9601 | 98.1934 |
| 1040 | 119.2849 | -19.4927 | 38.0660 |
| 1041 | 130.2073 | -130.7629 | -43.1879 |
| 1042 | -141.1327 | 157.6737 | 53.6692 |
| 1043 | -116.6439 | -138.3284 | -40.5037 |
| 1044 | 127.8069 | -106.3662 | 14.9202 |
| 1045 | 91.9169 | -115.3536 | 102.1905 |
| 1046 | -97.2928 | -19.6783 | 54.3050 |
| 1047 | 156.1353 | 169.5352 | 101.3288 |
| 1048 | -37.6008 | -18.7076 | -74.2632 |
| 1049 | -13.4860 | -98.7774 | 101.3472 |
| 1050 | 69.1171 | 51.4240 | -50.2576 |
| 1051 | -10.6293 | 127.5928 | -83.4706 |
| 1052 | -6.5004 | -133.1850 | -50.3109 |
| 1053 | 188.7227 | 54.7205 | 102.8860 |
| 1054 | -1.5293 | 131.1244 | 52.8481 |
| 1055 | -43.3448 | 0.6142 | 7.6273 |
| 1056 | -158.3547 | 47.4860 | -29.2725 |
| 1057 | -138.4731 | 122.9991 | 45.5005 |
| 1058 | -14.8599 | 92.7303 | -80.1959 |
| 1059 | 195.6350 | 29.3054 | 51.9998 |
| 1060 | 39.0271 | 64.8707 | 60.2775 |
| 1061 | -123.5790 | -71.9439 | -42.7579 |
| 1062 | 79.6424 | -76.0927 | 15.4543 |
| 1063 | -29.0845 | -70.2796 | -9.5397 |
| 1064 | 32.5031 | 3.7743 | 24.1942 |
| 1065 | -31.3923 | -142.1206 | -48.3227 |
| 1066 | -180.9713 | 204.1812 | -76.5208 |
| 1067 | -43.2086 | 68.8875 | -28.2871 |
| 1068 | 26.4420 | -49.2169 | 15.4569 |
| 1069 | -6.7417 | -128.8931 | 25.3292 |
| 1070 | -128.2456 | 31.3839 | -40.4642 |
| 1071 | 160.4604 | 145.2030 | 73.8742 |
| 1072 | 168.4512 | 47.2022 | 11.1524 |
| 10 |  |  |  |
| 103 |  |  |  |


| 1073 | -129.1818 | 72.1484 | 41.2768 |
| :---: | :---: | :---: | :---: |
| 1074 | -93.9119 | -152.1794 | 66.0531 |
| 1075 | -121.3916 | -22.4589 | -28.3744 |
| 1076 | 142.2212 | -139.5319 | -46.7230 |
| 1077 | -126.6849 | 0.6171 | -22.4969 |
| 1078 | 7.7315 | 10.0180 | -28.0473 |
| 1079 | 13.4950 | -146.3886 | 5.5994 |
| 1080 | 51.1645 | 103.8358 | 14.3794 |
| 1081 | -56.0214 | 132.1354 | 21.3050 |
| 1082 | -88.6195 | 78.6205 | 13.0258 |
| 1083 | 126.6481 | 166.7444 | 83.0630 |
| 1084 | -169.1147 | 131.5787 | 85.7104 |
| 1085 | 62.3477 | -128.1883 | -38.8876 |
| 1086 | -132.5914 | -79.2530 | 71.8099 |
| 1087 | 17.3698 | -180.6644 | -58.4102 |
| 1088 | -191.5632 | -49.2211 | 26.6195 |
| 1089 | 14.3013 | 27.8147 | -68.6050 |
| 1090 | 134.9642 | -181.9145 | -95.4153 |
| 1091 | -43.2937 | 56.7168 | -95.7609 |
| 1092 | 60.4460 | 178.4791 | -22.4585 |
| 1093 | 98.9605 | -34.2996 | 101.0677 |
| 1094 | 42.8543 | -149.5887 | -55.3675 |
| 1095 | 130.8430 | 159.8594 | 52.0430 |
| 1096 | -191.8785 | 106.8421 | -14.5530 |
| 1097 | -52.8993 | -111.9516 | -63.2272 |
| 1098 | -170.7538 | -148.1710 | -68.3220 |
| 1099 | 120.6113 | -179.6011 | 61.1751 |

A2.3 Adjusted 3D coordinates by the bundle adjustment (inner constraints)

| Point No. $X(\mathrm{~mm})$ | $\boldsymbol{Y}(\mathrm{mm})$ | $\boldsymbol{Z}(\mathrm{mm})$ | $\sigma_{x}(\mathrm{~mm})$ | $\sigma_{y}(\mathrm{~mm})$ | $\sigma_{z}(\mathrm{~mm})$ |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1000 | 202.4055 | 201.5421 | 100.8341 | 0.0389 | 0.0390 | 0.0459 |
| 1001 | -197.3337 | 205.2520 | 100.2438 | 0.0390 | 0.0390 | 0.0459 |
| 1002 | -200.9916 | -194.5849 | 98.7392 | 0.0389 | 0.0390 | 0.0459 |
| 1003 | 198.7972 | -198.1705 | 99.3667 | 0.0390 | 0.0389 | 0.0459 |
| 1004 | 202.6618 | 202.2861 | -99.0185 | 0.0418 | 0.0419 | 0.0562 |
| 1005 | -197.0859 | 205.8989 | -99.5467 | 0.0418 | 0.0418 | 0.0562 |
| 1006 | -200.7506 | -193.7900 | -101.0548 | 0.0418 | 0.0418 | 0.0562 |
| 1007 | 198.9787 | -197.4314 | -100.6247 | 0.0419 | 0.0418 | 0.0562 |
| 1008 | 10.2574 | -124.0462 | -37.3909 | 0.0419 | 0.0418 | 0.0528 |
| 1009 | 21.5219 | 191.9196 | -64.2142 | 0.0420 | 0.0419 | 0.0543 |
| 1010 | 87.4639 | -104.1980 | 0.8996 | 0.0413 | 0.0413 | 0.0509 |
| 1011 | -149.5059 | -160.2092 | -21.0940 | 0.0411 | 0.0411 | 0.0520 |
| 1012 | -86.1997 | -44.9795 | 100.9795 | 0.0400 | 0.0400 | 0.0459 |
| 1013 | 21.1204 | 117.0609 | 32.6602 | 0.0410 | 0.0409 | 0.0493 |
| 1014 | 115.9128 | 122.0631 | 68.9149 | 0.0402 | 0.0402 | 0.0475 |


|  | -136.2578 |  | -35.5631 |  |  | 0.0528 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 16 | -55.4418 | 179.8977 | 6.9086 | 0.0 | 0.0409 | 6 |
| 1017 | -34.4648 | 52.4449 | 60.8668 | 0.0407 | 0.0407 | 0.0479 |
| 1018 | 183.6135 | 158.1090 | 77.9987 | 0.0396 | 0.0397 | 0.0470 |
| 1019 | 78.0276 | 113.6335 | 19.4843 | 0.0 | 0.0411 | 0 |
| 1020 | -40.2001 | -49.9039 | -59.4728 | 0.0424 | 0.042 | 0.0540 |
| 21 | 139.2028 | -27.0283 | -5.1892 | 0.0413 | 0.04 | 0.0512 |
| 22 | 200.4717 | -145.8612 | -56 | 0.0 | 0.0415 | 9 |
| 1023 | 194.1898 | 104.1619 | -15.7677 | 0.041 | . 412 | 0.0518 |
| 24 | 121.1320 | 112.8056 | 96.3161 | 0.0398 | 0.0399 | 0.0462 |
| 25 | -188.2247 | -64.0429 | 54. | 0.04 | 0.0403 | 0.0482 |
| 26 | -99.0660 | 46.4647 | -91.0792 | 0.0427 | 0.0427 | 0.0557 |
| 27 | 191.8019 | -66.7726 | -87.9920 | 0.042 | 0.0423 | 0.0555 |
| 28 | -16.5461 | 178.6942 | 17.5886 | 0.0 | 0.0408 | 0.0501 |
| 29 | -150.0872 | 38.8214 | -48.5576 | 0.0419 | 0.0420 | 0.0535 |
| 1030 | 3.0965 | -99.1275 | -2.8856 | 0.0415 | 0.0415 | 0.0511 |
| , | -31.3889 | 161.6996 | -12.1845 | 0.041 | . 0413 | 0.0516 |
| 32 | -52.7229 | -38.8236 | -91.5100 | 0.0428 | 0.0428 | 57 |
| 1033 | -133.2515 | 18.9099 | 42.3730 | 0.0407 | 0.0408 | 0.0488 |
|  | -159.6894 | -30.6505 | 57.9109 | 0.0403 | 0.0404 | 0.0480 |
| 35 | -99.3444 | -54.6259 | -53.3238 | 0.042 | 0.0422 | 37 |
| 1036 | -77.9300 | -71.0027 | 81.0660 | 0.0403 | 0.0403 | 0.0469 |
| 1037 | -183.4067 | 72.2588 | -18.5240 | 0.0412 | 0.0413 | 0.0519 |
| 38 | 78.6248 | 102.8129 | 92.3754 | 0.04 | 0.0 | 0.0464 |
| 1039 | -102.4450 | 147.8174 | 98.2694 | 0.0398 | 0.0397 | 0.0461 |
| 1040 | 119.3271 | -20.5623 | 37.9567 | 0.040 | 0.0409 | 0.0490 |
| 1041 | 131.1698 | -132.0393 | -43.1398 | 0.041 | 0.0417 | 0.0532 |
| 1042 | -142.3261 | 158.9014 | 53.8452 | 0.0402 | 0.0402 | 0.0482 |
| , 043 | -115.2259 | -137.6045 | -40.4138 | 0.0417 | 0.0416 | 0.0530 |
| 44 | 128.5323 | -107.6042 | 14.9140 | 0.040 | 0.0410 | 0.0502 |
| 45 | 92.6701 | -116.3499 | 102.1602 | 0.03 | 0.0398 | . 0458 |
| 046 | -97.0171 | -19.0319 | 54.3437 | 0.0407 | 0.0407 | 0.0482 |
| 1047 | 154.7071 | 168.4982 | 100.9550 | 0.0394 | 0.0394 | 0.0459 |
| 48 | -37.3024 | -18.4934 | -74.1948 | 0.0426 | . 0426 | 0.0548 |
| 1049 | -12.7231 | -98.9312 | 101.3182 | 0.0400 | 0.0400 | 0.0459 |
| 1050 | 68.6848 | 50.8777 | -50.3533 | 0.042 | 0.0422 | 0.0536 |
| 1051 | -11.5999 | 127.8197 | -83.4893 | 0.042 | 0.0425 | 0.0553 |
| 1052 | -5.3131 | -133.3783 | -50.2365 | 0.0420 | 0.0420 | 0.0535 |
| 1053 | 188.1106 | 53.2317 | 102.6054 | 0.0395 | 0.039 | 0.0458 |
| 1054 | -2.5809 | 131.2065 | 52.7621 | 0.0406 | 0.0406 | 0.0483 |
| 1055 | -43.2678 | 0.8634 | 7.6477 | 0.0415 | 0.0415 | 0.0506 |
| 1056 | -158.5093 | 48.7772 | -29.0752 | 0.0415 | 0.0416 | 0.0524 |
| 1057 | -139.3704 | 124.1669 | 45.6596 | 0.0404 | 0.0404 | 0.0486 |
| 1058 | -15.5343 | 92.9290 | -80.1922 | 0.0426 | 0.0426 | 0.0551 |
| 1059 | 195.2238 | 27.7361 | 51.7638 | 0.0402 | 0.0403 | 0.0483 |
| 1060 | 38.4675 | 64.5314 | 60.1641 | 0.0407 | 0.0407 | 0.0479 |
| 1061 | -122.7163 | -71.0850 | -42.6452 | 0.0418 | 0.0419 | 0.0531 |
| 1062 | 80.1879 | -76.9242 | 15.4311 | 0.04 | 04 | 0.05 |


| 1063 | -28.4198 | -70.2275 | -9.5049 | 0.0416 | 0.0416 | 0.0514 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1064 | 32.4583 | 3.4124 | 24.1367 | 0.0413 | 0.0413 | 0.0497 |
| 1065 | -30.0906 | -142.1187 | -48.2411 | 0.0420 | 0.0419 | 0.0534 |
| 1066 | -182.4443 | 205.9153 | -76.1691 | 0.0416 | 0.0416 | 0.0549 |
| 1067 | -43.6823 | 69.2497 | -28.2590 | 0.0419 | 0.0419 | 0.0524 |
| 1068 | 26.8382 | -49.5969 | 15.4392 | 0.0413 | 0.0413 | 0.0502 |
| 1069 | -5.6707 | -129.1028 | 25.3562 | 0.0410 | 0.0409 | 0.0496 |
| 1070 | -128.2867 | 32.4056 | -40.3116 | 0.0419 | 0.0419 | 0.0530 |
| 1071 | 159.1998 | 144.0951 | 73.5253 | 0.0399 | 0.0399 | 0.0473 |
| 1072 | 167.9364 | 45.8733 | 10.9321 | 0.0409 | 0.0410 | 0.0504 |
| 1073 | -129.6463 | 73.1785 | 41.3972 | 0.0407 | 0.0407 | 0.0489 |
| 1074 | -92.5530 | -151.7066 | 66.0530 | 0.0402 | 0.0401 | 0.0476 |
| 1075 | -120.9806 | -21.5687 | -28.2576 | 0.0417 | 0.0418 | 0.0524 |
| 1076 | 143.2394 | -140.9113 | -46.6633 | 0.0416 | 0.0416 | 0.0533 |
| 1077 | -126.4746 | 1.5777 | -22.3701 | 0.0416 | 0.0417 | 0.0521 |
| 1078 | 7.6960 | 9.8841 | -28.0601 | 0.0420 | 0.0420 | 0.0524 |
| 1079 | 14.6952 | -146.7734 | 5.6447 | 0.0412 | 0.0411 | 0.0506 |
| 1080 | 50.3021 | 103.4875 | 14.2408 | 0.0412 | 0.0412 | 0.0502 |
| 1081 | -57.0369 | 132.6660 | 21.3225 | 0.0410 | 0.0410 | 0.0499 |
| 1082 | -89.1575 | 79.3412 | 13.1014 | 0.0412 | 0.0412 | 0.0503 |
| 1083 | 125.2538 | 165.9202 | 82.7440 | 0.0398 | 0.0398 | 0.0468 |
| 1084 | -170.0934 | 132.9806 | 85.9174 | 0.0397 | 0.0397 | 0.0466 |
| 1085 | 63.3769 | -128.9327 | -38.8352 | 0.0418 | 0.0418 | 0.0529 |
| 1086 | -131.7758 | -78.3778 | 71.8313 | 0.0402 | 0.0402 | 0.0473 |
| 1087 | 18.9074 | -181.1013 | -58.3059 | 0.0420 | 0.0418 | 0.0539 |
| 1088 | -190.8613 | -47.7763 | 26.7343 | 0.0405 | 0.0407 | 0.0496 |
| 1089 | 14.1350 | 27.6716 | -68.6137 | 0.0425 | 0.0425 | 0.0545 |
| 1090 | 136.3669 | -183.2866 | -95.2841 | 0.0422 | 0.0421 | 0.0559 |
| 1091 | -43.6195 | 57.0971 | -95.6939 | 0.0429 | 0.0429 | 0.0559 |
| 1092 | 58.9949 | 178.2157 | -22.6554 | 0.0415 | 0.0414 | 0.0521 |
| 1093 | 99.0970 | -35.2552 | 100.9605 | 0.0400 | 0.0400 | 0.0459 |
| 1094 | 44.1009 | -150.1985 | -55.2872 | 0.0420 | 0.0419 | 0.0538 |
| 1095 | 129.4918 | 159.0032 | 51.7273 | 0.0403 | 0.0403 | 0.0484 |
| 1096 | -192.5376 | 108.4820 | -14.2639 | 0.0410 | 0.0411 | 0.0517 |
| 1097 | -51.7935 | -111.7318 | -63.1372 | 0.0422 | 0.0422 | 0.0542 |
| 1098 | -169.1027 | -146.9727 | -68.2012 | 0.0418 | 0.0418 | 0.0544 |
| 1099 | 121.8458 | -180.8656 | 61.2308 | 0.0400 | 0.0399 | 0.0478 |

a posteriori: $\quad \hat{\sigma}_{o}=0.000433(\mathrm{~mm})$
RMS standard deviations: $\quad \bar{\sigma}_{x}=0.0411(\mathrm{~mm})$

$$
\begin{aligned}
& \bar{\sigma}_{y}=0.0411(\mathrm{~mm}) \\
& \bar{\sigma}_{z}=0.0509(\mathrm{~mm})
\end{aligned}
$$

## A2.4 Adjusted camera parameters by the bundle adjustment

Camera No. $\mathrm{X}_{\mathrm{L}}(\mathrm{mm}) \mathrm{X}_{\mathrm{L}}(\mathrm{mm}) \quad \mathrm{X}_{\mathrm{L}}(\mathrm{mm}) \quad \omega(\mathrm{deg}) \quad \phi(\mathrm{deg}) \quad \kappa(\mathrm{deg})$

| 1001 | 999.0877 | -8.9771 | 1000.3989 | 0.7355 | 44.9328 | -8.2762 |
| :--- | :--- | ---: | ---: | ---: | ---: | ---: |
| 1002 | 8.7136 | 999.5503 | 1002.8703 | -44.7895 | 0.3194 | 91.7613 |
| 1003 | -999.8688 | 9.0991 | 998.0143 | -0.3007 | -45.0727 | 52.2496 |
| 1004 | -9.6634 | -999.2358 | 995.4040 | 45.2165 | -0.4251 | -13.9555 |

## A2.5 Adjusted 3D coordinates by the separate adjustment (free network)

| Point No. $\boldsymbol{X}(\mathrm{mm})$ | $\boldsymbol{Y}(\mathrm{mm})$ | $\boldsymbol{Z}(\mathrm{mm})$ | $\sigma_{x}(\mathrm{~mm})$ | $\sigma_{y}(\mathrm{~mm})$ | $\sigma_{z}(\mathrm{~mm})$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1000 | 202.4422 | 201.5940 | 100.7536 | 0.0390 | 0.0390 | 0.0459 |
| 1001 | -197.3347 | 205.2795 | 100.2830 | 0.0390 | 0.0390 | 0.0459 |
| 1002 | -200.9693 | -194.5951 | 98.8504 | 0.0390 | 0.0390 | 0.0459 |
| 1003 | 198.8572 | -198.1563 | 99.3579 | 0.0390 | 0.0390 | 0.0459 |
| 1004 | 202.6382 | 202.3026 | -99.1179 | 0.0418 | 0.0419 | 0.0562 |
| 1005 | -197.1473 | 205.8911 | -99.5263 | 0.0419 | 0.0418 | 0.0562 |
| 1006 | -200.7885 | -193.8356 | -100.9624 | 0.0418 | 0.0419 | 0.0562 |
| 1007 | 198.9784 | -197.4526 | -100.6523 | 0.0419 | 0.0418 | 0.0562 |
| 1008 | 10.2541 | -124.0610 | -37.3686 | 0.0419 | 0.0418 | 0.0529 |
| 1009 | 21.4925 | 191.9302 | -64.2538 | 0.0420 | 0.0419 | 0.0543 |
| 1010 | 87.4782 | -104.1994 | 0.8986 | 0.0413 | 0.0413 | 0.0509 |
| 1011 | -149.5170 | -160.2343 | -21.0156 | 0.0411 | 0.0411 | 0.0520 |
| 1012 | -86.1751 | -44.9684 | 101.0297 | 0.0400 | 0.0400 | 0.0459 |
| 1013 | 21.1247 | 117.0816 | 32.6429 | 0.0410 | 0.0409 | 0.0493 |
| 1014 | 115.9366 | 122.0966 | 68.8716 | 0.0402 | 0.0402 | 0.0475 |
| 1015 | -136.2854 | 61.4580 | -35.5294 | 0.0417 | 0.0418 | 0.0528 |
| 1016 | -55.4562 | 179.9151 | 6.9009 | 0.0410 | 0.0409 | 0.0506 |
| 1017 | -34.4533 | 52.4613 | 60.8804 | 0.0407 | 0.0407 | 0.0479 |
| 1018 | 183.6442 | 158.1517 | 77.9294 | 0.0396 | 0.0397 | 0.0470 |
| 1019 | 78.0334 | 113.6552 | 19.4492 | 0.0411 | 0.0411 | 0.0500 |
| 1020 | -40.2193 | -49.9188 | -59.4506 | 0.0424 | 0.0424 | 0.0540 |
| 1021 | 139.2154 | -27.0204 | -5.2200 | 0.0413 | 0.0414 | 0.0512 |
| 1022 | 200.4816 | -145.8698 | -56.8743 | 0.0414 | 0.0415 | 0.0539 |
| 1023 | 194.1964 | 104.1835 | -15.8393 | 0.0410 | 0.0412 | 0.0518 |
| 1024 | 121.1651 | 112.8435 | 96.2754 | 0.0398 | 0.0399 | 0.0462 |
| 1025 | -188.2224 | -64.0481 | 54.4516 | 0.0402 | 0.0403 | 0.0482 |
| 1026 | -99.1060 | 46.4496 | -91.0592 | 0.0427 | 0.0427 | 0.0557 |
| 1027 | 191.7968 | -66.7798 | -88.0394 | 0.0421 | 0.0423 | 0.0556 |
| 1028 | -16.5536 | 178.7157 | 17.5704 | 0.0409 | 0.0408 | 0.0501 |
| 1029 | -150.1186 | 38.8100 | -48.5170 | 0.0419 | 0.0420 | 0.0535 |
| 1030 | 3.1014 | -99.1343 | -2.8624 | 0.0415 | 0.0415 | 0.0511 |
| 1031 | -31.4057 | 161.7133 | -12.1980 | 0.0414 | 0.0413 | 0.0516 |


| 1032 | -52.7535 | -38.8439 | -91.4889 | 0.0428 | 0. |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1033 | -133.2527 | 18.9138 | 42.4206 | 0.0407 | 0.0408 | 0.0488 |
| 1034 | -159.6855 | -30.6502 | 57.9767 | 0.0403 | 0.0404 | 0.0480 |
| 1035 | -99.3669 | -54.6438 | -53.2823 | 0.0421 | 0.0422 | 0.0537 |
| 1036 | -77.9090 | -70.9969 | 81.1164 | 0.0403 | 0.0403 | 0.0469 |
| 1037 | -183.4342 | 72.2538 | -18.4764 | 0.0412 | 0.0413 | 0.0519 |
| 1038 | 78.6533 | 102.8465 | 92.3489 | 0.0401 | 0.0401 | 0.0464 |
| 1039 | -102.4343 | 147.8450 | 98.2900 | 0.0398 | 0.0397 | 0.0461 |
| 1040 | 119.3505 | -20.5473 | 37.9348 | 0.0408 | 0.0409 | 0.0490 |
| 1041 | 131.1766 | -132.0484 | -43.1531 | 0.0417 | 0.0417 | 0.0532 |
| 1042 | -142.3332 | 158.9198 | 53.8717 | 0.0402 | 0.0402 | 0.0482 |
| 1043 | -115.2410 | -137.6288 | -40.3516 | 0.0417 | 0.0416 | 0.0530 |
| 1044 | 128.5549 | -107.6009 | 14.9026 | 0.0409 | 0.0410 | 0.0502 |
| 1045 | 92.7161 | -116.3341 | 102.1692 | 0.0398 | 0.0398 | 0.0458 |
| 1046 | -97.0091 | -19.0272 | 54.3882 | 0.0407 | 0.0407 | 0.0482 |
| 1047 | 154.7413 | 168.5441 | 100.8947 | 0.0394 | 0.0394 | 0.0459 |
| 1048 | -37.3276 | -18.5078 | -74.1803 | 0.0426 | 0.0426 | 0.0548 |
| 1049 | -12.6882 | -98.9205 | 101.3558 | 0.0400 | 0.0400 | 0.0459 |
| 1050 | 68.6725 | 50.8805 | -50.3809 | 0.0422 | 0.0422 | 0.0536 |
| 1051 | -11.6343 | 127.8189 | -83.5095 | 0.0426 | 0.0425 | 0.0553 |
| 1052 | -5.3211 | -133.3972 | -50.2091 | 0.0420 | 0.0420 | 0.0535 |
| 1053 | 188.1554 | 53.2692 | 102.5557 | 0.0395 | 0.0396 | 0.0458 |
| 1054 | -2.5737 | 131.2307 | 52.7514 | 0.0406 | 0.0406 | 0.0483 |
| 1055 | -43.2700 | 0.8649 | 7.6681 | 0.0415 | 0.0415 | 0.0506 |
| 1056 | -158.5363 | 48.7696 | -29.0319 | 0.0415 | 0.0416 | 0.0524 |
| 1057 | -139.3776 | 124.1808 | 45.6907 | 0.0404 | 0.0404 | 0.0486 |
| 1058 | -15.5660 | 92.9253 | -80.2046 | 0.0426 | 0.0426 | 0.0551 |
| 1059 | 195.2555 | 27.7627 | 51.7116 | 0.0402 | 0.0403 | 0.0484 |
| 1060 | 38.4848 | 64.5532 | 60.1535 | 0.0407 | 0.0407 | 0.0479 |
| 1061 | -122.7367 | -71.1040 | -42.5928 | 0.0419 | 0.0419 | 0.0531 |
| 1062 | 80.2042 | -76.9209 | 15.4289 | 0.0412 | 0.0412 | 0.0502 |
| 1063 | -28.4215 | -70.2347 | -9.4779 | 0.0416 | 0.0416 | 0.0514 |
| 1064 | 32.4680 | 3.4218 | 24.1354 | 0.0413 | 0.0413 | 0.0497 |
| 1065 | -30.0998 | -142.1396 | -48.2045 | 0.0420 | 0.0419 | 0.0534 |
| 1066 | -182.4972 | 205.9126 | -76.1509 | 0.0416 | 0.0416 | 0.0549 |
| 1067 | -43.6996 | 69.2512 | -28.2540 | 0.0419 | 0.0419 | 0.0524 |
| 1068 | 26.8479 | -49.5943 | 15.4482 | 0.0413 | 0.0413 | 0.0502 |
| 1069 | -5.6563 | -129.1079 | 25.3900 | 0.0410 | 0.0409 | 0.0496 |
| 1070 | -128.3132 | 32.3963 | -40.2756 | 0.0419 | 0.0419 | 0.0530 |
| 1071 | 159.2277 | 144.1342 | 73.4655 | 0.0399 | 0.0399 | 0.0473 |
| 1072 | 167.9521 | 45.8926 | 10.8812 | 0.0409 | 0.0410 | 0.0504 |
| 1073 | -129.6508 | 73.1874 | 41.4340 | 0.0407 | 0.0407 | 0.0489 |
| 1074 | -92.5331 | -151.7120 | 66.1208 | 0.0402 | 0.0401 | 0.0476 |
| 1075 | -120.9996 | -21.5804 | -28.2131 | 0.0417 | 0.0418 | 0.0524 |
| 1076 | 143.2468 | -140.9212 | -46.6790 | 0.0416 | 0.0416 | 0.0533 |
| 1077 | -126.4937 | 1.5689 | -22.3275 | 0.0416 | 0.0417 | 0.0521 |
| 1078 | 7.6872 | 9.8833 | -28.0600 | 0.0420 | 0.0420 | 0.0524 |
| 1079 | 14.7067 | -146.7824 | 5.6736 | 0.0412 | 0.0411 | 0.0506 |


| 1080 | 50.3043 | 103.5056 | 14.2154 | 0.0412 | 0.0412 | 0.0502 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 1081 | -57.0443 | 132.6814 | 21.3250 | 0.0410 | 0.0410 | 0.0499 |
| 1082 | -89.1671 | 79.3482 | 13.1223 | 0.0412 | 0.0412 | 0.0503 |
| 1083 | 125.2799 | 165.9609 | 82.6913 | 0.0398 | 0.0398 | 0.0468 |
| 1084 | -170.0919 | 133.0005 | 85.9599 | 0.0397 | 0.0397 | 0.0466 |
| 1085 | 63.3785 | -128.9449 | -38.8283 | 0.0418 | 0.0418 | 0.0529 |
| 1086 | -131.7622 | -78.3777 | 71.8984 | 0.0402 | 0.0402 | 0.0473 |
| 1087 | 18.9020 | -181.1246 | -58.2781 | 0.0420 | 0.0418 | 0.0539 |
| 1088 | -190.8686 | -47.7849 | 26.8096 | 0.0405 | 0.0407 | 0.0496 |
| 1089 | 14.1135 | 27.6656 | -68.6224 | 0.0426 | 0.0426 | 0.0545 |
| 1090 | 136.3615 | -183.3095 | -95.2948 | 0.0422 | 0.0421 | 0.0559 |
| 1091 | -43.6564 | 57.0856 | -95.6930 | 0.0429 | 0.0429 | 0.0560 |
| 1092 | 58.9824 | 178.2347 | -22.7001 | 0.0415 | 0.0414 | 0.0522 |
| 1093 | 99.1383 | -35.2317 | 100.9531 | 0.0400 | 0.0400 | 0.0459 |
| 1094 | 44.0970 | -150.2168 | -55.2722 | 0.0420 | 0.0419 | 0.0538 |
| 1095 | 129.5094 | 159.0379 | 51.6717 | 0.0403 | 0.0403 | 0.0484 |
| 1096 | -192.5669 | 108.4805 | -14.2196 | 0.0410 | 0.0411 | 0.0517 |
| 1097 | -51.8111 | -111.7538 | -63.1008 | 0.0423 | 0.0422 | 0.0542 |
| 1098 | -169.1306 | -147.0061 | -68.1237 | 0.0418 | 0.0418 | 0.0545 |
| 1099 | 121.8861 | -180.8613 | 61.2387 | 0.0400 | 0.0399 | 0.0478 |

a posteriori: $\quad \hat{\sigma}_{0}=0.000433(\mathrm{~mm})$
RMS standard deviations: $\quad \bar{\sigma}_{x}=0.0411$ (mm)

$$
\bar{\sigma}_{y}=0.0411(\mathrm{~mm})
$$

$$
\bar{\sigma}_{z}=0.0509(\mathrm{~mm})
$$

## A2.6 Adjusted camera parameters by the separate adjustment

Camera No. $\mathrm{X}_{\mathrm{L}}(\mathrm{mm}) \mathrm{X}_{\mathrm{L}}(\mathrm{mm}) \quad \mathrm{X}_{\mathrm{L}}(\mathrm{mm}) \quad \omega(\mathrm{deg}) \quad \phi(\mathrm{deg}) \quad \kappa(\operatorname{deg})$

| 1001 | 999.4827 | -8.7356 | 1000.1991 | 0.7220 | 44.9501 | -8.2715 |
| ---: | :---: | ---: | ---: | :---: | ---: | ---: |
| 1002 | 8.9565 | 999.8248 | 1002.7908 | -44.7998 | 0.3293 | 91.7760 |
| 1003 | -999.6622 | 9.2176 | 998.4140 | -0.3072 | -45.0554 | 52.2547 |
| 1004 | -9.3049 | -999.1503 | 995.6839 | 45.2063 | -0.4105 | -13.9653 |

A2.7 Transformation parameters from the 3D coordinates of BA to SA

$$
\left[\begin{array}{llll}
t_{1} & t_{2} & t_{3} & t_{10} \\
t_{4} & t_{5} & t_{6} & t_{11} \\
t_{7} & t_{8} & t_{9} & t_{12}
\end{array}\right]=\left[\begin{array}{cccc}
0.9999 & 0.0001 & -0.0003 & 0.0005 \\
-0.0001 & 0.9999 & -0.0002 & -0.0028 \\
0.0003 & 0.0002 & 0.9999 & -0.0068
\end{array}\right]
$$

## A2.8 Comparison between the 3D coordinates of BA and SA after transformation

| $\sigma_{x}(\mathrm{~mm})$ | $\sigma_{y}(\mathrm{~mm})$ | $\sigma_{z}(\mathrm{~mm})$ |
| :--- | :--- | :--- |
| 0.0000 | 0.0000 | 0.0000 |

## A2.8 Adjusted 3D coordinates by BA and SA with 8 control points fixed

Point No. $\boldsymbol{X}(\mathrm{mm}) \quad \boldsymbol{Y}(\mathrm{mm}) \quad \boldsymbol{Z}(\mathrm{mm}) \quad \sigma_{x}(\mathrm{~mm}) \sigma_{y}(\mathrm{~mm}) \sigma_{z}(\mathrm{~mm})$

| 1000 | 200.0000 | 200.0000 | 100.0000 | 0.0000 | 0.0000 | 0.0000 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1001 | -200.0000 | 200.0000 | 100.0000 | 0.0000 | 0.0000 | 0.0000 |
| 1002 | -200.0000 | -200.0000 | 100.0000 | 0.0000 | 0.0000 | 0.0000 |
| 1003 | 200.0000 | -200.0000 | 100.0000 | 0.0000 | 0.0000 | 0.0000 |
| 1004 | 200.0000 | 200.0000 | -100.0000 | 0.0000 | 0.0000 | 0.0000 |
| 1005 | -200.0000 | 200.0000 | -100.0000 | 0.0000 | 0.0000 | 0.0000 |
| 1006 | -200.0000 | -200.0000 | -100.0000 | 0.0000 | 0.0000 | 0.0000 |
| 1007 | 200.0000 | -200.0000 | -100.0000 | 0.0000 | 0.0000 | 0.0000 |
| 1008 | 10.5453 | -128.0458 | -36.8120 | 0.0425 | 0.0425 | 0.0536 |
| 1009 | 18.8964 | 188.0949 | -64.8515 | 0.0427 | 0.0425 | 0.0551 |
| 1010 | 87.6633 | -107.3393 | 1.3223 | 0.0419 | 0.0419 | 0.0516 |
| 1011 | -148.9540 | -165.6238 | -20.1528 | 0.0418 | 0.0417 | 0.0528 |
| 1012 | -86.5052 | -49.2960 | 101.4765 | 0.0406 | 0.0406 | 0.0466 |
| 1013 | 19.3047 | 113.5548 | 32.3628 | 0.0416 | 0.0415 | 0.0501 |
| 1014 | 114.1512 | 119.5601 | 68.4918 | 0.0408 | 0.0408 | 0.0482 |
| 1015 | -137.7415 | 56.2367 | -35.4793 | 0.0424 | 0.0424 | 0.0536 |
| 1016 | -57.9069 | 175.6312 | 6.4643 | 0.0416 | 0.0415 | 0.0514 |
| 1017 | -35.6841 | 48.5026 | 60.9043 | 0.0413 | 0.0413 | 0.0486 |
| 1018 | 181.5723 | 156.2773 | 77.3539 | 0.0402 | 0.0402 | 0.0477 |
| 1019 | 76.2574 | 110.5951 | 19.1143 | 0.0417 | 0.0417 | 0.0507 |
| 1020 | -40.6457 | -54.4061 | -59.1167 | 0.0430 | 0.0430 | 0.0548 |
| 1021 | 138.7184 | -29.6786 | -5.1298 | 0.0420 | 0.0420 | 0.0520 |
| 1022 | 201.0385 | -148.2119 | -56.4508 | 0.0420 | 0.0421 | 0.0547 |
| 1023 | 192.5246 | 102.0453 | -16.2815 | 0.0417 | 0.0418 | 0.0526 |
| 1024 | 119.4935 | 110.4479 | 95.9372 | 0.0404 | 0.0405 | 0.0469 |
| 1025 | -188.4727 | -69.4748 | 55.0505 | 0.0408 | 0.0409 | 0.0489 |
| 1026 | -100.4651 | 41.3599 | -91.0235 | 0.0433 | 0.0434 | 0.0565 |
| 1027 | 191.6013 | -69.2758 | -87.9055 | 0.0428 | 0.0429 | 0.0564 |
| 1028 | -18.9650 | 174.8218 | 17.1024 | 0.0415 | 0.0414 | 0.0508 |
| 1029 | -151.3887 | 33.4067 | -48.3781 | 0.0425 | 0.0426 | 0.0543 |
| 1030 | 3.1982 | -103.0493 | -2.3696 | 0.0421 | 0.0421 | 0.0518 |
| 1031 | -33.6996 | 157.5709 | -12.6048 | 0.0420 | 0.0420 | 0.0524 |
| 1032 | -53.3184 | -43.5542 | -91.1979 | 0.0434 | 0.0434 | 0.0565 |
| 1033 | -134.2428 | 13.9793 | 42.6593 | 0.0413 | 0.0414 | 0.0495 |
| 1034 | -160.2222 | -35.7909 | 58.4282 | 0.0409 | 0.0410 | 0.0487 |


|  | -99.7712 | -59.6468 | -52.8659 | 0.0428 | 8 | 0.0545 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1036 | -78.0195 | -75.3326 | 81.6373 | 0.0409 | 0. | 0.0476 |
| 1037 | -184.9923 | 6.6713 | -18.4063 | 0.04 | 0.0 | 0.0527 |
| 1038 | 77.0489 | 100.0473 | 92.0893 | 0.0407 | 0.0 | 0.0471 |
| 1039 | -104.5234 | 143.4475 | 98.0645 | 0.0403 | 0.0403 | 0.0467 |
| 1040 | 118.8290 | -23.2284 | 38.0450 | 0.0414 | 0.0415 | 0.0498 |
| 1041 | 131.5899 | -134.9627 | -42.6987 | 0.0423 | 0.0 | 0.0539 |
| 2 | -144.5857 | 154.0073 | 53.6262 | 0.0408 | 0.0408 | 0.0490 |
| 1043 | -114.8870 | -142.7668 | -39.6155 | 0.0423 | 0.04 | 0.0538 |
| 104 | 128.8038 | -110.3204 | 15 | 0.0416 | 0.0416 | 9 |
| 1045 | 93.1156 | -119.0702 | 102.6826 | 0.04 | 0.0 | 0.0465 |
| 1046 | -97.6265 | -23.6079 | 54.7302 | 0.0 | 0.0 | 0.0489 |
| 1047 | 152.5848 | 166.4946 | 100 | 0.0400 | 0.0400 | 0.0466 |
| 1048 | -38.0524 | -23.0073 | -73.9693 | 0.0432 | 0.04 | 0.0556 |
| 9 | -12.4954 | -102.6059 | 10 | 0.0406 | 6 | 6 |
| 10 | 67.3911 | 47.4576 | -50.5176 | 0.0428 | 0.0428 | 0.0544 |
| 1051 | -13.6837 | 123.5854 | -83.8530 | 2 | 0.0 | 0.0562 |
| 10 | -4.9653 | -137.5732 | -49.6093 | 0.0427 | 0.0426 | 0.0543 |
| 1053 | 187.0613 | 51.4756 | 102.3626 | 0.0401 | 0.0402 | 0.0465 |
| 10 | -4.5125 | 127.5675 | 52.4562 | 0. | 0.0412 | 0 |
| 1055 | -44.0906 | -3.3871 | 7.8583 | 0.0 | 0.04 | 0.0513 |
| 1056 | -159.8808 | 43.36 | -28.9097 | 0.04 | 0.0423 | 0.0532 |
| 1057 | -141.3219 | 119.2500 | 45.5618 | 0.0 | 0.0411 | 0.0494 |
| 1058 | -17.2974 | 88.6521 | -80.4177 | 0.043 | 0.0432 | 0.0560 |
| 1059 | 194.3448 | 25.8402 | 51.5761 | 0.0408 | 0.0409 | 0.0491 |
| 1060 | 37.1769 | 61.2579 | 60.0567 | 0.0413 | 0.0413 | 0.0487 |
| 1061 | -122.9916 | -76.2879 | -42.0874 | 0.0425 | 0.0425 | 39 |
| 1062 | 80.1533 | -80.0624 | 15.7703 | 0.0418 | 0.0418 | 0.0509 |
| 1063 | -28.6079 | -74.4457 | -9.0584 | 0.0423 | 0.0422 | 0.0522 |
| 1064 | 31.6754 | -0.0844 | 24.2448 | 0.0419 | 0.0419 | 0.0505 |
| 5 | -29.6740 | -146.5367 | -47.5463 | 0.0426 | 0.0425 | 0.0542 |
| 1066 | -185.3255 | 200.1932 | -76.5884 | 0.0422 | 0.0422 | 0.0558 |
| 1067 | -45.1768 | 64.8980 | -28.3259 | 0.0425 | 0.0425 | 32 |
| 1068 | 26.5247 | -53.2064 | 15.7484 | 0.0420 | 0.0419 | 0.0509 |
| 1069 | -5.2632 | -133.0148 | 26.0136 | 0.0416 | 0.0416 | 504 |
| 1070 | -129.5069 | 27.2171 | -40.1326 | 0.0425 | 0.0426 | 0.0538 |
| 1071 | 157.2671 | 142.0162 | 72.9635 | 0.0405 | 0.0405 | 0.0480 |
| 1072 | 166.8235 | 43.5854 | 10.6888 | 0.0416 | 0.0417 | 0.0512 |
| 1073 | -131.1325 | 68.3065 | 41.4746 | 0.0413 | 0.0413 | 0.0496 |
| 1074 | -91.9334 | -156.2700 | 66.9376 | 0.0408 | 0.0407 | 0.0483 |
| 1075 | -121.6882 | -26.6747 | -27.8790 | 0.0424 | 0.0424 | 0.0532 |
| 1076 | 143.7425 | -143.7428 | -46.2075 | 0.0423 | 0.0423 | 0.0541 |
| 1077 | -127.3888 | -3.5437 | -22.0672 | 0.0423 | 0.0423 | 0.0529 |
| 1078 | 6.7721 | 5.9692 | -27.9743 | 0.0426 | 0.0426 | 0.0532 |
| 1079 | 15.2494 | -150.5833 | 6.3287 | 0.0418 | 0.0417 | 0.0514 |
| 1080 | 48.6024 | 100.1710 | 13.9435 | 0.041 | 0.0418 | 0.0510 |
| 1081 | -59.0528 | 128.4132 | 21.0661 | 0.0416 | 0.0416 | 0.0506 |
| 1082 | -90.7149 | 74.7356 | 13.0836 | 0.0418 | 0.04 | 0.0510 |


| 1083 | 123.1150 | 163.5783 | 82.1521 | 0.0404 | 0.0404 | 0.0475 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 1084 | -172.0894 | 127.9394 | 85.8527 | 0.0403 | 0.0403 | 0.0473 |
| 1085 | 63.7368 | -132.4561 | -38.3111 | 0.0425 | 0.0424 | 0.0537 |
| 1086 | -131.8394 | -83.2373 | 72.4978 | 0.0408 | 0.0408 | 0.0480 |
| 1087 | 19.6935 | -185.1317 | -57.5375 | 0.0426 | 0.0424 | 0.0548 |
| 1088 | -191.2956 | -53.3272 | 27.3392 | 0.0412 | 0.0413 | 0.0503 |
| 1089 | 12.9992 | 23.6729 | -68.6279 | 0.0432 | 0.0432 | 0.0553 |
| 1090 | 137.1894 | -186.3864 | -94.6896 | 0.0428 | 0.0427 | 0.0567 |
| 1091 | -45.0913 | 52.4863 | -95.7563 | 0.0435 | 0.0435 | 0.0568 |
| 1092 | 56.5696 | 174.8810 | -23.2671 | 0.0421 | 0.0420 | 0.0529 |
| 1093 | 98.8041 | -37.8773 | 101.1694 | 0.0406 | 0.0406 | 0.0466 |
| 1094 | 44.6227 | -153.9711 | -54.6671 | 0.0427 | 0.0426 | 0.0546 |
| 1095 | 127.3780 | 156.5798 | 51.1368 | 0.0409 | 0.0408 | 0.0491 |
| 1096 | -194.4534 | 102.8469 | -14.2668 | 0.0416 | 0.0417 | 0.0525 |
| 1097 | -51.6858 | -116.3871 | -62.5358 | 0.0429 | 0.0428 | 0.0550 |
| 1098 | -168.7442 | -152.7357 | -67.3115 | 0.0424 | 0.0424 | 0.0553 |
| 1099 | 122.8429 | -183.5088 | 61.9308 | 0.0406 | 0.0406 | 0.0485 |

a posteriori: $\quad \hat{\sigma}_{\theta}=0.000440(\mathrm{~mm})$
RMS standard deviations: $\quad \bar{\sigma}_{x}=0.0418(\mathrm{~mm})$
$\bar{\sigma}_{y}=0.0418(\mathrm{~mm})$
$\bar{\sigma}_{z}=0.0516(\mathrm{~mm})$
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