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Modelling the Tumour Microenvironment, but What Exactly Do
We Mean by “Model”?
Constantino Carlos Reyes-Aldasoro

Department of Computer Science, City, University of London, London EC1V 0HB, UK; reyes@city.ac.uk

Simple Summary: The word “model” can be used with different meanings and different contexts, like
a model student, clay models or a model railway. In some cases, the context can clarify exactly what is
meant by “model”, but sometimes several meanings of model can be present in one area. For instance,
with reference to cancer research, there can be ambiguity for what is meant by model. This paper
reviews the use of the word model as related to cancer research and within the specific area of the
microenvironment that surrounds a cancer tumour. The review grouped different definitions of model
into four categories (model organisms, in vitro models, mathematical models and computational
models) and explored what is meant in each case, mentioning the advantages and disadvantages
of the different models Next, a quantitative investigation of the scientific publications listed in
the database of the United States National Library of Medicine was performed by counting the
frequencies of use of these terms, as well as the components of the microenvironments and the organs
modelled with these techniques.

Abstract: The Oxford English Dictionary includes 17 definitions for the word “model” as a noun and
another 11 as a verb. Therefore, context is necessary to understand the meaning of the word model.
For instance, “model railways” refer to replicas of railways and trains at a smaller scale and a “model
student” refers to an exemplary individual. In some cases, a specific context, like cancer research,
may not be sufficient to provide one specific meaning for model. Even if the context is narrowed,
specifically, to research related to the tumour microenvironment, “model” can be understood in a
wide variety of ways, from an animal model to a mathematical expression. This paper presents a
review of different “models” of the tumour microenvironment, as grouped by different definitions
of the word into four categories: model organisms, in vitro models, mathematical models and
computational models. Then, the frequencies of different meanings of the word “model” related to
the tumour microenvironment are measured from numbers of entries in the MEDLINE database of
the United States National Library of Medicine at the National Institutes of Health. The frequencies
of the main components of the microenvironment and the organ-related cancers modelled are also
assessed quantitatively with specific keywords. Whilst animal models, particularly xenografts and
mouse models, are the most commonly used “models”, the number of these entries has been slowly
decreasing. Mathematical models, as well as prognostic and risk models, follow in frequency, and
these have been growing in use.

Keywords: tumour microenvironment; model organism; in vivo model; in vitro model; mathematical
model; computational model

1. Introduction

It is now widely accepted that cancer research cannot solely rely on the study of
individual cancer cells or a tumour in isolation [1] but rather on the collection of many
different cells and their interactions in what is known as the tumour microenvironment [2].
The complex relationships of cancerous cells with healthy cells, immune cells, vasculature,
the extracellular matrix, molecules, and other elements that surround and interact with
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cancer cells are crucial in the development of a tumour and response to treatments [3,4].
The idea of this interaction has been traced back to Stephen Paget who, in 1889, proposed a
“seed and soil” theory [5], where cancer cells are the seeds that interact with the organism,
the soil, in the spread of tumour cells [6]. Research into the tumour microenvironment,
thus, tries to elucidate the mechanisms by which elements such as infiltrating cells [7–9],
soluble factors [10–12], the extracellular matrix [13–15] or tumour vasculature [16,17]
interact with one another [18]. At the time of writing (July 2023), PubMed, the search
engine of the United States National Library of Medicine (NLM) database MEDLINE,
returned more than 85,000 entries for the keywords “tumour microenvironment” (https:
//pubmed.ncbi.nlm.nih.gov/?term=tumour+microenvironment, accessed on 27 June 2023)
and slightly fewer, at 82,713, for the same query with tumor instead of tumour (https:
//pubmed.ncbi.nlm.nih.gov/?term=tumor+microenvironment, accessed on 27 June 2023).
Most of these entries have been indexed after 2000.

The direct study of the tumour microenvironment in patients is restricted by the num-
ber of patients that are willing to participate in trials; repeated observations are limited, and
the uses of new drugs are constrained, needing to have gone through a series of preclinical
studies. Histopathology is a useful tool for the study of the tumour microenvironment, but
it still has some technical limitations, i.e., it is not possible to visualise blood flow. Therefore,
a plethora of indirect methods that overcome these limitations have been developed.

These methods rely on a “model” that, on one hand, simplifies the study of the
microenvironment and, on the other hand, resembles it closely, so that any findings can be
successfully translated to a patient in a clinical environment. Unfortunately, the concept
of “model” is not universally understood. Different disciplines refer to models in distinct
ways, which are related to the many definitions of the word itself. The Oxford English
Dictionary [19] (https://www.oed.com/search?searchType=dictionary&q=model, accessed
on 27 June 2023) includes 17 definitions for the word “model” as a noun and another 11 as
a verb, varying from “Something which accurately resembles or represents something else”
to “A three-dimensional representation”.

It is, therefore, not surprising that there are many different “models” of the tumour
microenvironment. The rest of this work explores some of these definitions as they are
understood and used by those who research the tumour microenvironment from different
perspectives and assesses the frequencies of use of several keywords related to the tumour
microenvironment.

2. Different Concepts of Model
2.1. Model: “An Animal or Plant to Which Another Bears a Mimetic Resemblance”

Perhaps the most widely used concept of “model” is that related to a model organism: a
nonhuman species used for performing experiments that can reveal some understanding of
a biological phenomenon [19]. From simple organisms, like the bacteria Escherichia coli [20]
or yeast like Saccharomyces cerevisiae [21], to zebrafish [22], rodents [23] or drosophila [24],
model organisms have been extensively used to elucidate anything from aging [25] to
Zika [26]. Part of the success of model organisms has been the fact that the operating
principles of some cellular processes, like the cell cycle or signalling pathways, are similar
in humans and other species that branched out from earlier common ancestors [27]. Rodents
have taken a predominant place as a model organism in cancer and other conditions due to
several factors: ease of maintenance and transport, high fertility rates, relative low costs
and ease of genetic modifications [19]. Specific mouse models can now be used to study
perimenopausal depression [28], tuberculosis [29] and myocardial infarction [30], and the
genetically engineered mouse is considered by some to be the preferred organism used in
cancer studies [31,32]. Cancer can be induced in these models through the administration
of a carcinogen [33,34], the diet [35,36] or the transplantation of tissue or cells from patients
or cell lines into the model, i.e., xenografts [37,38]. Alternatively, in transgenic animals
that have been genetically modified, cancer can occur spontaneously [23,39]. As this type
of model is a whole living organism, it is expected that they intrinsically “capture the
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intricacies of the tumor immune response and microenvironment” [40]. This on its own
is one the most important advantages of model organisms, which do not need the design
of an environment to model the tumour microenvironment. The organism itself provide
the microenvironment from which aspects like therapeutic implications or side effects can
be observed [41]. However, there are important shortcomings, as the host organism is a
different species than the donor, and there may be a species mismatch between the tumour
and the host microenvironments [32,42]. The reliability of the translation from animal
models to human diseases, therefore, remains controversial [43,44]. The model then bears a
resemblance to the microenvironment of human cancer, but it is not exactly the same.

The tumour microenvironment of a model can be observed through histopathol-
ogy [45–47] and immunohistochemistry [45,48,49], in which tissue is extracted, thinly
sliced, and stained with different techniques highlighting important components of the tu-
mour microenvironment, such as macrophages and lymphocytes. An important limitation
of histopathology is that there is only one time point of observation. When techniques such
as dorsal skin fold window chambers [50] are used, the development of a tumour and its
microenvironment can be directly observed through intravital imaging techniques [32,51],
which allow repeated observation and the possible effect of treatments [52,53] for a period
of time. Alternatively, tissue can be observed using magnetic resonance imaging [54,55]
or positron emission tomography [56,57], which are less invasive but have much lower
resolution than microscopical techniques.

2.2. Model: To Serve or Behave as the Analogue of (A Phenomenon, System, etc.); Or a
Three-Dimensional Representation esp. One Showing the Component Parts in Accurate Proportion
and Relative Disposition; Or to Produce (a Figure, Likeness, etc.) by Moulding, Carving, etc., esp.
in Clay, Wax, or Some Other Malleable Material

Another popular concept of model related to cancer is that of “in vitro” or “in glass”
experiments. These models refer to investigations performed with cells, organisms or parts
of organisms in Petri dishes or similar equipment and have been used for a long time
in cancer-related experiments, such as cell growth [58] and the screening of antitumour
substances [59]. These experiments imply artificial conditions and a significant simplifi-
cation of the microenvironment of a tumour. Conversely, these models offer a number
of advantages over in vivo experiments with model organisms, not least the avoidance
of animal testing. Advantages of in vitro experiments include lower costs and higher
throughput, and they can be considered more amenable to mechanistic analysis [40]. Also,
despite the considerable simplification of the environment, these models can have higher
human relevance since cancer cells derived from primary patient material can be directly
used [60,61]. In vitro models have been considered to have fewer problems with how valid
the results for one species are when applied to another species [62]. On the other hand,
in vitro models are limited as compared with animal models in the complexity they can
offer. There is no physiological response, and it is more difficult to observe side effects.

A simple setting to mimic the tumour microenvironment is to co-culture cancer cells
with cells of the tumour microenvironment, like myofibroblasts [63], cancer-associated
fibroblasts [64], endothelial cells [65] or stromal cell types and/or the extracellular ma-
trix [66]. These co-cultures can then be used to perform a wide variety of experiments
related to cell proliferation [67], migration [68,69], invasion [70] or treatment and drug
combinations [71,72]. Despite the simplicity of these experiments, the inherent 2D nature of
the cultures is a major limitation, as the interactions between cells and the environment do
not resemble the 3D nature of a tumour and its microenvironment [73,74]. Accordingly, 3D
in vitro models of the tumour microenvironment have evolved significantly, for instance,
in breast cancer [75] and now include multicellular aggregates, like spheroids [76,77] or
organoids [78,79], which are maintained in different settings, such as purified extracellular
matrix gels, hanging drop cultures, and 3D gels or 3D scaffolds [80] of meshes or sponges,
which offer a greater number of conditions, such as porosity, biodegradability, chemical
composition, transparency, etc. [74]. A further complexity can be introduced to in vitro
models by allowing external interaction, thus simulating metabolic processes [81], or pro-



Cancers 2023, 15, 3796 4 of 20

viding complex geometries, such as branching structures, that mimic the vasculature of
a tumour [82]. These models are known by different names: 3D bioprinted, microfluidic,
tumour-on-a-chip or organ-on-a-chip [83–88]. One of the major advantages of these models
over animal models is the observation, as the settings themselves are easy to examine with
microscopes or in other settings.

2.3. Model: A Simplified or Idealised Description or Conception of a Particular System, Situation,
or Process, Often in Mathematical Terms

A mathematical model can be understood as the simplification and abstraction of a
complex phenomenon and its subsequent description in mathematical equations. A model
should tackle one or more biological or clinical hypotheses and analyse experimental data
together with the formulation of a mathematical description, i.e., the model itself, and
undergoes a cycle of refinements until it can be validated [89,90].

A classic example of a mathematical model is the Malthusian growth model [91]
that assumes that a population (P0) grows in time (t) in an exponential way depending
on the growth rate (r) following the equation P(t) = P0 ert. This model is similar to the
cancer initiation model proposed by Armitage and Doll [92] describing the incidence rate
(I) of a cancer at age t as I(t) = k tn, where k is a constant, and n is the number of stages
(or mutations) that must be passed for a cell to become malignant. These two models
are descriptive models, i.e., they describe the broad characteristics of a phenomenon or
can be used to predict or prognosticate a future state. When the description refers to the
time of occurrence of an event being modelled, the process is sometimes called a survival
analysis [93]. If the model takes into account one factor (time) but ignores other factors
(such as ethnic group, age or lifestyle), the model is considered univariate [94]. Multivariate
statistical models [95], on the other hand, consider several variables at the same time,
for instance, the correlation between the overall survival of patients with non-small-cell
lung cancer and the concentrations of amino acids and metabolites measured from blood
samples [96].

Alternative to descriptive models are those considered mechanistic or conceptual [97],
which attempt to explain the processes that drive phenomena [98] and from which it is
possible to derive biologically important characteristics of a tumour, for instance, that distal
recurrence of glioblastoma depends on a hypoxic microenvironment and the migration and
proliferation rates of tumour cells [99].

Models that provide the same results every time are considered deterministic, and
those which include a certain randomness in the process are considered stochastic [97].
Stochastic models of the tumour microenvironment [100–102] are more common than
deterministic ones [103] by an approximate ratio of 10 to 1, which is probably a reflection of
the many factors related to cancer, like somatic evolution, which are not deterministic [104].

The scale, or point of view, of a model, provides different resolutions at which the
model operates: at an organ scale, they are considered macroscale models [105] and,
at the cell level, they are considered microscale models [106]. Intermediate scales are
sometimes referred as mesoscale models [107] and are related to mesoscale imaging [108],
which aims to link the information of cells, organs and tissues. Some authors consider
that there is a gap at the mesoscale, for instance, to relate interactions of cells that are
far away from each other [109]. The term mesoscale itself originated in meteorology as
an intermediate scale between large- and small-scale systems. The nature of the tumour
microenvironment can be studied at different scales at the same time; thus, many models
are considered “multiscale” [110–115], as they consider, from molecules to cells to tissue-
level phenomena [116,117], how the extracellular matrix is altered [118,119], or an avascular
tumour growth and cell model [120]. It is important to consider that any model should be
able to reproduce data that have been observed through experiments [121] and, as such,
models at different scales require validation at different scales as well [122]. Some authors
stress the importance of incorporating cellular models into whole-organ models [123]. This
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can be an advantage of mathematical models over in vitro models, and it is one that in vivo
models provide intrinsically.

An interesting perspective to formulate models is to consider the cell as a basic unit,
i.e., a virtual cell [124,125], with a set of rules for behaviour. The unit is sometimes called an
“agent”, with rules to proliferate, reproduce or transform depending on interactions with
its external microenvironment [111] and probabilistic rules [126]. Different types of cells
(tumour, immune or dendritic) constitute different agents [127]. Since these approaches
build a study up from single cells, they are considered “bottom-up” [128]. “Top-down”
approaches, on the other hand, zoom out and focus on whole organs or consider cells
as a group or population. The behaviour is considered as a mean of all the cells and not
as individuals [122]. It is possible, of course, to start not at the top or the bottom, but
rather somewhere in between with “middle-out” models [129–131]. A middle-out model is
useful in cases where there are rich levels of biological data than can be used as a starting
point from which to reach up and down [123], or when the phenomena to be modelled are
themselves in the mesoscale, like microcirculation [132].

In an alternative approach, these cells, whether cancerous or healthy, can be con-
sidered as species that strive for survival, treating cancer as a problem of ecology and
evolution [133–135] and considering subpopulations within a single cancer [136]. The
ecological and evolutionary perspectives can themselves be intrinsically related to cancer,
as has been proposed by several authors [137–139]. An example of this approach is the
branching process [140,141] in which, as time passes, a cell may divide, die or mutate at
certain rates. After a number of cycles, mutations may accumulate in the population of
cells. From a simple formulation like this one, it is possible then to significantly increase
complexity by adding different types of cells, i.e., cells of the immune system [142]. As such,
models have now been proposed for migration [143], tumour growth [144], invasion [145],
angiogenesis [146,147], treatment and recurrence [148], cancer cell intravasation [149], fluid
transport in vascularised tumours [150], macrophage infiltration [151], response to ra-
diotherapy [152] and optimisation of chemotherapy [153]. For reviews of mathematical
modelling of cancer, the reader is referred to [89,90,98].

As many of the previously mentioned approaches require computer simulations, these
models are sometimes called in silico models or computational models. Some mathematical
models are purely mathematical, like that of Armitage and Doll, which does not require
simulations or computations but merely applies an equation. However, many mathemat-
ical models apply numerical methods and are intrinsically computational [154]. Some
authors [155] distinguish mathematical models when they use a continuous model using
mathematical equations from computational models, which are discrete and based on a
series of steps or instructions. Still, in many cases, distinctions between mathematical
and computational are not considered, and some authors use the terms “mathematical
model” and “computational model” interchangeably [156], and others consider a model
itself to be both mathematical and computational [97,157–161]. For more information about
mathematical and computational models of the tumour microenvironment and cancer, the
reader is referred to [97,112,122,162,163].

Mathematical and computational models include numerous advantages: no need of
animals or tissues, lower costs and the rapidity at which simulations can be generated.
However, the limitations are numerous, and not the least is the inherent simplicity of any
mathematical model as compared with a living organism, a complex disease like cancer
and a complex setting like the tumour microenvironment.

2.4. Model: To Devise a (Usually Mathematical) Model or Simplified Description of (a Phenomenon,
System, etc.)

Despite the close relationship between the mathematical and computational ap-
proaches, there are different methodologies that are fundamentally computational. In
these cases, computational methods are applied to process, analyse and extract information
from datasets. As opposed to a “model” that describes the growth of a tumour, these
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methods can, for instance, count something [164] or measure colour [165]. What is mod-
elled is not the cells or the cancer itself, but rather derived features, like the shape of a
cell or a vessel [72], the movement of cells or fluorescent intensity. There does not need
to exist an underlying mathematical abstraction of cancer or a biological process in these
methodologies, but the information extracted relates to conditions of the cancer, like the
cellularity [166].

Computational methods that belong to areas of computer vision, image processing,
machine learning and, more recently, deep learning can be applied. Features related to
important characteristics, like the number of nuclei identification [167] or microvessel
density [168], can be extracted. Surely, these computational methods can extract features
or quantities that can be then used to inform mathematical models. For instance, to
estimate vascular permeability [53] in tumours, the fluorescence intensity can be acquired,
and then, through image-processing techniques, the vasculature can be segmented, the
intensity inside and outside the vessels calculated, and these quantities fed to the Patlak
Model [169] to model blood extravasation. The effect of vascular disrupting agents on
tumours can be assessed using the velocity of red blood cells travelling inside a tumour,
and a model of movement can be applied to measure the velocity of the cells [170]. The
spatial heterogeneity in a tumour microenvironment [171] can be assessed by identifying
and mapping cells from histological samples, and then ecological models can be used for
the information extracted.

To complicate matters, another quite different computational type of model has been
gaining popularity. Namely, those are models associated with the areas of artificial in-
telligence, artificial neural networks and deep learning. These models are inspired by
neurobiology and the simplification of a neurone as a unit with many input signals, which
are weighted, i.e., multiplied by individual values, and then combined (i.e., summed) to
produce a single or multiple output value. This model is known as the McCulloch–Pitts
model of a neuron [172,173]. Many neurones, sometimes also called nodes or units, with
this and many other functions, are then combined into layers with a specific structure,
sometimes called an architecture. With time and increase in computer power, these models
of artificial neural networks increase in complexity, adding more and more layers with
millions of neurones to their architectures and, thus, gaining the name “deep”. One key
difference is that, unlike other mathematical or computational models in which fine-tuning
of the parameters is performed manually by a person (hand-crafted), these have huge
numbers of parameters that self-tune when presented with a large amount of training
data, i.e., raw data, like an image coupled with class labels that indicate what is where.
This process through which the parameters of the architecture adapt is called “learning”,
and the area in general is known as machine learning and, in particular, deep learning
for larger architectures. Thus, a specific model can be equally used to analyse images of
cats and dogs or images of the tumour microenvironment depending on the training data
that are provided. Sometimes the arrangement of the basic blocks or structure is called
architecture and, once it is specifically trained for a task, it is called a model, but as in other
cases, architecture and model are used interchangeably. These models are normally known
by short acronyms, like CNN (for convolutional neural network) of VGG [174] (after the
Visual Geometry Group at Oxford University), sometimes followed by numbers associated
with the number of layers of the architecture like VGG16, as well as AlexNet [175] (after
the name of the designer of the architecture Alex Krizhevsky), U-Net [176] (after the shape
of the architecture, like a letter U), or GoogLeNet [177] (after the affiliation of some of the
authors where the architecture was introduced). For introductory reviews to deep learning,
the reader is referred to [178] and, for neural networks and deep learning for biologists,
to [179]. For more specific reviews on deep learning applied to cancer and histopathology,
the reader is referred to [180–185]. The following paragraph illustrates with a few examples
how deep-learning models are applied.

The differences between a breast stromal microenvironment and benign biopsies
in haematoxylin and eosin (H&E) slides were distinguished using a VGG model [186].
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The model was then used with a different dataset to detect a higher amount of tumour-
associated stroma in ductal carcinoma in situ for grade 3 compared with grade 1. Cancer
grading was calculated from prostate cancer H&E slides with a combination of several
CNNs that performed detection and classification and, for tissue, with a posterior slide-
level analysis, which provided a Gleason grade [187]. Patient survival was predicted
from colorectal histology slides [188] by applying a VGG19 model for the classification
of the slides into a series of classes (adipose, background, debris, lymphocytes, mucus,
smooth, etc.) from which a combination of values was used to create a “deep stromal
score” with considerable prognostic power, especially for advanced cancer stages. In
another study [189], patient survival was predicted from a score (tumour-associated stroma-
infiltrating lymphocytes (TASIL) score), which was calculated from spatial co-occurrence
statistics (stroma–stroma, stroma–lymphocyte, etc.) that were extracted using a DenseNet
model [190] to segment each class in head and neck squamous cell carcinoma H&E slides.

3. Quantitative Evaluation of the Presence of Different Models in Medline

To assess the distribution of the different definitions of the word model as related to
the tumour microenvironment, a quantitative and unbiased analysis was performed. The
analysis mined the MEDLINE database of the United States National Library of Medicine at
the National Institutes of Health. Mining was performed using the PubMed search engine
through a series of queries with combinations of keywords and basic terms as previously de-
scribed [191] with custom scripts written in Matlab® (The MathworksTM, Natick, MA, USA)
and available at https://github.com/reyesaldasoro/TumourMicroenvironmentModels,
accessed on 27 June 2023. The basic terms were the search URL of PubMed (https:
//www.ncbi.nlm.nih.gov/pubmed/?term=, accessed on 27 June 2023) and tumour microen-
vironment in British and American spellings ((“tumor microenvironment”) OR (“tumour
microenvironment”)), and “cancer microenvironment” was also included with an OR.
Dates were restricted to 2000–2023 (2000:2023[dp]). The keywords were manually curated
based on the previously described definitions of the word model and are shown in Table 1.
The concatenation was performed sequentially with one keyword at a time.

Table 1. Keywords used to create queries to mine PubMed grouped according to the four definitions
of model.

Definition Keywords

Model organism Animal model. Mouse model. Mice model. Rat model. Zebrafish
model. Xenograft model. In vivo model.

In vitro model
In vitro model. Tumor on a chip. Microfluidic model. 3D

Bioprinting. 3D model. Organoid model. Spheroid model. Organ
on a chip.

Mathematical model Mechanistic Model. Scoring model. Prediction model. Risk model.
Integrative model. Mathematical model. Prognostic model.

Computational model
In silico model. Computational model. Deep Learning model.

Machine Learning model. Convolutional Neural Network.
Agent-based model.

The following caveats should be considered when observing the results. A single
entry could be retrieved more than once, e.g., “Imaging interactions between macrophages
and tumour cells that are involved in metastasis in vivo and in vitro” was counted for
both in vivo and in vitro. Similarly, the same type of model could be referred to with
two different keywords, like mouse and mice. The entries were mined if the keyword
appeared in the PubMed record, which included title, abstract and Mesh terms. That is, if
the keywords only appeared in the main text of a paper, it was not retrieved. Furthermore,
it is very important to note that the term tumour/tumor could include benign tumours
and, thus, the results were not restricted to cancer.

https://github.com/reyesaldasoro/TumourMicroenvironmentModels
https://www.ncbi.nlm.nih.gov/pubmed/?term=
https://www.ncbi.nlm.nih.gov/pubmed/?term=
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The total number of entries in PubMed for each of the keywords is shown in Figure 1
as a bar chart. Colours are used to group each keyword according to the definitions of
model. In Figure 2, the entries are aggregated into four groups and are shown per year as
ribbons with the same colours as in Figure 1.
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Figure 1. Numbers of entries indexed in PubMed for individual queries. Each query concatenated
the individual keyword with the date range of (2000:2023[dp]) and restrictions corresponding to
tumour microenvironment (((“tumor microenvironment”) OR (“tumour microenvironment”)) OR
(“cancer microenvironment”)). Colours are allocated for organism (red), mathematical (blue), in vitro
(green) and computational (brown) models for visualisation purposes. The legend in the top right
indicates the aggregates per group.
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Figure 2. Numbers of entries indexed in PubMed for individual queries per year of publication
aggregated by the four groups. Each coloured ribbon corresponds to the sum of the keywords of each
group, and the year increases as indicated by the axes on the right. It should be noticed how some
techniques are more established (i.e., organism model) whilst others are more recent (computational
model).
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The first observation is that the most frequent entries for the tumour microenvironment
were those related to animal models, far more than the in vitro models. Since the scale of the
vertical axis was logarithmic, xenograft and mouse were an order of magnitude above most
other keywords. These were followed by the mathematical keywords of prognostic and
risk. Despite the simplicity of in vitro models and the perceived lack of human relevance of
animal models, these latter ones dominated the research on the tumour microenvironment.
However, the temporal trends shown in Figure 2 show that there was a slight decrease in
the number of entries related to animal models in the last 3–4 years. Furthermore, whilst
the term mathematical model appeared much more recently than the organism or in vitro
models, the growth was faster and overtook both, especially in the past 5 years. The
term computational model appeared later but also showed an increasing trend, although
not as high as for mathematical model. It will be interesting to observe these trends in
future years.

Next, to identify important components of the microenvironment and their frequen-
cies of appearance in PubMed, 39 keywords related to the microenvironment (e.g., T cells,
endothelial cells, B cells, invasion, metastasis, inflammation, cytokine, pathways, etc.) were
added to the queries (e.g., (“cytokine”) AND ((“tumor microenvironment”) OR (“tumour
microenvironment”) OR (“cancer microenvironment”) AND (model) AND (2000:2023[dp])).
Figure 3 shows the frequencies of appearance of the keywords in decreasing order, starting
with metabolism, therapeutic and survival and decreasing towards pre-metastatic niche,
extracellular vesicle, anti-vascular and macroenvironment. Again, in addition to the caveats
previously mentioned, it should be taken into consideration that this figure indicates only
how frequently the terms appeared in the query. For instance, the frequency of the term
neutrophils was one order of magnitude lower than the term macrophages. Still, the most
common term and possibly the related research question was to investigate the metabolism
of the tumour microenvironment. To investigate the trends of these terms with time, a
relative count of the keywords per year was performed. The number of entries of each
keyword was divided by the total number of entries of all the keywords per year. As could
be expected, the uses of certain keywords increased, others decreased and some remained
relatively constant. Figure 4 shows some selected keywords, showing these trends, e.g.,
whilst T-cells increased (Figure 4a), angiogenesis decreased (Figure 4c) and extracellu-
lar matrix remained stable (Figure 4d). Some keywords, like B-cells, transcriptomics or
chemoresistance, also grew, but the numbers of entries were much smaller than others, so
these were shown separately (Figure 4b).
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Figure 4. Relative numbers of entries indexed in PubMed for individual queries. Each ratio represents
the entries of one keyword to the total number of entries of all the keywords per year. (a) Keywords
that showed the largest increases. (b) Keywords that showed increases but at a smaller scale (notice
the differences in the vertical axes). (c) Keywords that showed decreased. (d) Keywords that remained
relatively stable.

Organ-specific keywords were used to investigate the most frequently modelled
microenvironments, and the results are shown in Figure 5. Breast and lung were the
most common terms, followed by liver, melanoma and bone, with very similar numbers
of entries. These numbers partially correlated with the incidence and mortality rates of
cancer. Worldwide, the most common cancers by incidence are breast, lung, colorectal,
prostate and stomach and, by mortality, are lung, colorectal, liver, stomach and breast [192].
Proportionally, melanoma, bone and brain were more common in research entries in
PubMed than their corresponding incidence and mortality rates. At the bottom of the
list were bowel, leukaemia, pituitary, testicular and uterus. It is interesting that some
related terms, like colorectal/colon, could have similar numbers of entries whilst others,
like uterine/uterus, could be orders of magnitude different.

A combination of keywords for the models and the organs as pairs (e.g., “(xenograft)
AND (brain)” added to the query) is displayed in Figure 6, and a magnified view the
terms with most results is shown in Figure 7. These figures show that the most common
combination was xenograft with breast with 479 entries, followed closely by mouse model-
breast (398), mouse model-lung (392) and xenograft-lung (388). The most frequent entries
when using prognostic or risk models were lung, liver, breast, cervical and colorectal. For
in vitro, the most frequent entries were breast, brain, lung and bone.
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4. Conclusions

Whilst the most common setting to investigate the tumour microenvironment is model
organisms, recent years have shown a slight decrease in the number of entries in PubMed.
In vitro models also showed growth with a slowdown in the last 2 years of the analysis
here presented. On the other hand, the number of entries using mathematical models grew
steadily and are now as common as the number of entries for in vivo models. The use of
computational models also grew, especially agent-based models and convolutional neural
networks. It will be interesting to see how these trends continue in the near future.

The basic idea behind the models here described is that these constitute a simplified,
idealised and more accessible representation of something more complex and hard to
observe, in this case the tumour microenvironment. Whilst it should always be well under-
stood that no model is a perfect representation of reality, a good model should capture some
essential characteristics of the microenvironment and permit successful experimentation
from which observations can be translated to patient treatment or care. It should always be
considered that not everyone understands models in the same way; thus, it is important to
make an effort to use these terms in ways that avoid confusion, if possible. For instance,
when talking about deep learning, the term “architecture” could be used instead of model.
Adding the word “organism” in cases of animal models could also help, e.g., “the mouse
has become the favorite mammalian model organism”. Similarly, in mathematical cases, the
specification of a risk model or a mechanistic-model and not just a model would improve
clarity. Biologically and clinically, there are still many unanswered questions related to the
tumour microenvironment and all its components. Interdisciplinary research related to
the microenvironment is growing, and as such, a single study may include, say, in vitro
models that are then processed with deep-learning models or histopathology slides that
are analysed with machine-learning models that then feed a prognostic model of survival.
Therefore, a clear understanding of what is meant each time that the word “model” appears
in a paper is necessary, and researchers from all sides of the spectrum should bear in mind
that not everyone understands the same meaning from “model”.
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Lamperska, K. 2D and 3D Cell Cultures—A Comparison of Different Types of Cancer Cell Cultures. Arch. Med. Sci. 2018, 14,
910–919. [CrossRef] [PubMed]

74. Ellem, S.J.; De-Juan-Pardo, E.M.; Risbridger, G.P. In Vitro Modeling of the Prostate Cancer Microenvironment. Adv. Drug Deliv.
Rev. 2014, 79–80, 214–221. [CrossRef]

75. Huerta-Reyes, M.; Aguilar-Rojas, A. Three-dimensional Models to Study Breast Cancer (Review). Int. J. Oncol. 2021, 58, 331–343.
[CrossRef]

76. Bär, S.I.; Biersack, B.; Schobert, R. 3D Cell Cultures, as a Surrogate for Animal Models, Enhance the Diagnostic Value of Preclinical
in Vitro Investigations by Adding Information on the Tumour Microenvironment: A Comparative Study of New Dual-Mode
HDAC Inhibitors. Invest. New Drugs 2022, 40, 953–961. [CrossRef]

77. Kunz-Schughart, L.A.; Kreutz, M.; Knuechel, R. Multicellular Spheroids: A Three-Dimensional in Vitro Culture System to Study
Tumour Biology. Int. J. Exp. Pathol. 1998, 79, 1–23. [CrossRef]

78. Gunti, S.; Hoke, A.T.K.; Vu, K.P.; London, N.R. Organoid and Spheroid Tumor Models: Techniques and Applications. Cancers
2021, 13, 874. [CrossRef]

79. Xia, T.; Du, W.-L.; Chen, X.-Y.; Zhang, Y.-N. Organoid Models of the Tumor Microenvironment and Their Applications. J. Cell Mol.
Med. 2021, 25, 5829–5841. [CrossRef]

https://doi.org/10.1007/s00259-021-05276-5
https://www.ncbi.nlm.nih.gov/pubmed/33721063
https://doi.org/10.1016/j.crad.2021.08.004
https://doi.org/10.1084/jem.17.5.499
https://doi.org/10.1111/j.1749-6632.1954.tb45899.x
https://doi.org/10.1126/science.aaw6985
https://doi.org/10.1021/mp500065m
https://doi.org/10.1186/s12967-018-1678-1
https://doi.org/10.21873/anticanres.14627
https://doi.org/10.3390/cancers14153586
https://www.ncbi.nlm.nih.gov/pubmed/35892845
https://doi.org/10.1111/j.1365-2141.2012.09191.x
https://doi.org/10.2174/1386207320666170202093538
https://www.ncbi.nlm.nih.gov/pubmed/28155598
https://doi.org/10.1016/j.cmet.2018.08.007
https://www.ncbi.nlm.nih.gov/pubmed/30174305
https://doi.org/10.1083/jcb.201704053
https://www.ncbi.nlm.nih.gov/pubmed/29021221
https://doi.org/10.1371/journal.pone.0104015
https://doi.org/10.1016/j.canlet.2018.10.015
https://doi.org/10.1007/s12185-014-1573-3
https://www.ncbi.nlm.nih.gov/pubmed/24706190
https://doi.org/10.1002/ijc.25848
https://www.ncbi.nlm.nih.gov/pubmed/21154772
https://doi.org/10.5114/aoms.2016.63743
https://www.ncbi.nlm.nih.gov/pubmed/30002710
https://doi.org/10.1016/j.addr.2014.04.008
https://doi.org/10.3892/ijo.2021.5176
https://doi.org/10.1007/s10637-022-01280-0
https://doi.org/10.1046/j.1365-2613.1998.00051.x
https://doi.org/10.3390/cancers13040874
https://doi.org/10.1111/jcmm.16578


Cancers 2023, 15, 3796 16 of 20

80. Rizzo, R.; Onesto, V.; Forciniti, S.; Chandra, A.; Prasad, S.; Iuele, H.; Colella, F.; Gigli, G.; Del Mercato, L.L. A PH-Sensor Scaffold
for Mapping Spatiotemporal Gradients in Three-Dimensional in Vitro Tumour Models. Biosens. Bioelectron. 2022, 212, 114401.
[CrossRef]

81. Mazzoleni, G.; Di Lorenzo, D.; Steimberg, N. Modelling Tissues in 3D: The next Future of Pharmaco-Toxicology and Food
Research? Genes Nutr. 2009, 4, 13–22. [CrossRef] [PubMed]

82. Neufeld, L.; Yeini, E.; Pozzi, S.; Satchi-Fainaro, R. 3D Bioprinted Cancer Models: From Basic Biology to Drug Development. Nat.
Rev. Cancer 2022, 22, 679–692. [CrossRef] [PubMed]

83. Leek, R.; Grimes, D.R.; Harris, A.L.; McIntyre, A. Methods: Using Three-Dimensional Culture (Spheroids) as an In Vitro Model of
Tumour Hypoxia. Adv. Exp. Med. Biol. 2016, 899, 167–196. [CrossRef] [PubMed]

84. Manini, I.; Caponnetto, F.; Bartolini, A.; Ius, T.; Mariuzzi, L.; Di Loreto, C.; Beltrami, A.P.; Cesselli, D. Role of Microenvironment
in Glioma Invasion: What We Learned from In Vitro Models. Int. J. Mol. Sci. 2018, 19, 147. [CrossRef]

85. Tsai, H.-F.; Trubelja, A.; Shen, A.Q.; Bao, G. Tumour-on-a-Chip: Microfluidic Models of Tumour Morphology, Growth and
Microenvironment. J. R. Soc. Interface 2017, 14, 20170137. [CrossRef]

86. Nolan, J.; Pearce, O.M.T.; Screen, H.R.C.; Knight, M.M.; Verbruggen, S.W. Organ-on-a-Chip and Microfluidic Platforms for
Oncology in the UK. Cancers 2023, 15, 635. [CrossRef]

87. Ozcelikkale, A.; Moon, H.-R.; Linnes, M.; Han, B. In Vitro Microfluidic Models of Tumor Microenvironment to Screen Transport
of Drugs and Nanoparticles. Wiley Interdiscip. Rev. Nanomed. Nanobiotechnol. 2017, 9, e1460. [CrossRef]

88. Kundu, B.; Caballero, D.; Abreu, C.M.; Reis, R.L.; Kundu, S.C. The Tumor Microenvironment: An Introduction to the Development
of Microfluidic Devices. Adv. Exp. Med. Biol. 2022, 1379, 115–138. [CrossRef]

89. Byrne, H.M. Dissecting Cancer through Mathematics: From the Cell to the Animal Model. Nat. Rev. Cancer 2010, 10, 221–230.
[CrossRef]

90. Altrock, P.M.; Liu, L.L.; Michor, F. The Mathematics of Cancer: Integrating Quantitative Models. Nat. Rev. Cancer 2015, 15,
730–745. [CrossRef]

91. Malthus, T.R. An Essay on the Principle of Population: Or, a View of Its Past and Present Effects on Human Happiness; Johnson, J., Ed.;
Yale University Press: London, UK, 1807.

92. Armitage, P.; Doll, R. The Age Distribution of Cancer and a Multi-Stage Theory of Carcinogenesis. Br. J. Cancer 1954, 8, 1983–1989.
[CrossRef]

93. Clark, T.G.; Bradburn, M.J.; Love, S.B.; Altman, D.G. Survival Analysis Part I: Basic Concepts and First Analyses. Br. J. Cancer
2003, 89, 232–238. [CrossRef] [PubMed]

94. Fan, J.; Yu, Z. A Univariate Model of Calcium Release in the Dyadic Cleft of Cardiac Myocytes. Annu. Int. Conf. IEEE Eng. Med.
Biol. Soc. 2009, 2009, 4499–4503. [CrossRef] [PubMed]

95. Bradburn, M.J.; Clark, T.G.; Love, S.B.; Altman, D.G. Survival Analysis Part II: Multivariate Data Analysis—An Introduction to
Concepts and Methods. Br. J. Cancer 2003, 89, 431–436. [CrossRef]

96. Azuma, K.; Xiang, H.; Tagami, T.; Kasajima, R.; Kato, Y.; Karakawa, S.; Kikuchi, S.; Imaizumi, A.; Matsuo, N.; Ishii, H.; et al.
Clinical Significance of Plasma-Free Amino Acids and Tryptophan Metabolites in Patients with Non-Small Cell Lung Cancer
Receiving PD-1 Inhibitor: A Pilot Cohort Study for Developing a Prognostic Multivariate Model. J. Immunother. Cancer 2022, 10,
e004420. [CrossRef]

97. Beckman, R.A.; Kareva, I.; Adler, F.R. How Should Cancer Models Be Constructed? Cancer Control 2020, 27, 1073274820962008.
[CrossRef] [PubMed]

98. Anderson, A.R.A.; Quaranta, V. Integrative Mathematical Oncology. Nat. Rev. Cancer 2008, 8, 227–234. [CrossRef] [PubMed]
99. Curtin, L.; Hawkins-Daarud, A.; Porter, A.B.; van der Zee, K.G.; Owen, M.R.; Swanson, K.R. A Mechanistic Investigation into

Ischemia-Driven Distal Recurrence of Glioblastoma. Bull. Math. Biol. 2020, 82, 143. [CrossRef]
100. Menon, D.R.; Fujita, M. A State of Stochastic Cancer Stemness through the CDK1-SOX2 Axis. Oncotarget 2019, 10, 2583–2585.

[CrossRef]
101. Kumar, N.; Cramer, G.M.; Dahaj, S.A.Z.; Sundaram, B.; Celli, J.P.; Kulkarni, R.V. Stochastic Modeling of Phenotypic Switching and

Chemoresistance in Cancer Cell Populations. Sci. Rep. 2019, 9, 10845. [CrossRef]
102. Gommes, C.J.; Louis, T.; Bourgot, I.; Noël, A.; Blacher, S.; Maquoi, E. Remodelling of the Fibre-Aggregate Structure of Collagen

Gels by Cancer-Associated Fibroblasts: A Time-Resolved Grey-Tone Image Analysis Based on Stochastic Modelling. Front.
Immunol. 2022, 13, 988502. [CrossRef] [PubMed]

103. Morales, V.; Soto-Ortiz, L. Modeling Macrophage Polarization and Its Effect on Cancer Treatment Success. Open J. Immunol. 2018,
8, 36–80. [CrossRef] [PubMed]

104. Blaszczak, W.; Swietach, P. What Do Cellular Responses to Acidity Tell Us about Cancer? Cancer Metastasis Rev. 2021, 40,
1159–1176. [CrossRef] [PubMed]

105. Belfatto, A.; Vidal Urbinati, A.M.; Ciardo, D.; Franchi, D.; Cattani, F.; Lazzari, R.; Jereczek-Fossa, B.A.; Orecchia, R.; Baroni, G.;
Cerveri, P. Comparison between Model-Predicted Tumor Oxygenation Dynamics and Vascular-/Flow-Related Doppler Indices.
Med. Phys. 2017, 44, 2011–2019. [CrossRef]

106. Zhang, A.; Xu, L.X.; Sandison, G.A.; Zhang, J. A Microscale Model for Prediction of Breast Cancer Cell Damage during
Cryosurgery. Cryobiology 2003, 47, 143–154. [CrossRef]

https://doi.org/10.1016/j.bios.2022.114401
https://doi.org/10.1007/s12263-008-0107-0
https://www.ncbi.nlm.nih.gov/pubmed/19104883
https://doi.org/10.1038/s41568-022-00514-w
https://www.ncbi.nlm.nih.gov/pubmed/36280768
https://doi.org/10.1007/978-3-319-26666-4_10
https://www.ncbi.nlm.nih.gov/pubmed/27325267
https://doi.org/10.3390/ijms19010147
https://doi.org/10.1098/rsif.2017.0137
https://doi.org/10.3390/cancers15030635
https://doi.org/10.1002/wnan.1460
https://doi.org/10.1007/978-3-031-04039-9_5
https://doi.org/10.1038/nrc2808
https://doi.org/10.1038/nrc4029
https://doi.org/10.1038/bjc.1954.1
https://doi.org/10.1038/sj.bjc.6601118
https://www.ncbi.nlm.nih.gov/pubmed/12865907
https://doi.org/10.1109/IEMBS.2009.5333685
https://www.ncbi.nlm.nih.gov/pubmed/19964372
https://doi.org/10.1038/sj.bjc.6601119
https://doi.org/10.1136/jitc-2021-004420
https://doi.org/10.1177/1073274820962008
https://www.ncbi.nlm.nih.gov/pubmed/32991214
https://doi.org/10.1038/nrc2329
https://www.ncbi.nlm.nih.gov/pubmed/18273038
https://doi.org/10.1007/s11538-020-00814-y
https://doi.org/10.18632/oncotarget.26819
https://doi.org/10.1038/s41598-019-46926-x
https://doi.org/10.3389/fimmu.2022.988502
https://www.ncbi.nlm.nih.gov/pubmed/36818478
https://doi.org/10.4236/oji.2018.82004
https://www.ncbi.nlm.nih.gov/pubmed/35847834
https://doi.org/10.1007/s10555-021-10005-3
https://www.ncbi.nlm.nih.gov/pubmed/34850320
https://doi.org/10.1002/mp.12192
https://doi.org/10.1016/j.cryobiol.2003.08.002


Cancers 2023, 15, 3796 17 of 20

107. Possenti, L.; Cicchetti, A.; Rosati, R.; Cerroni, D.; Costantino, M.L.; Rancati, T.; Zunino, P. A Mesoscale Computational Model for
Microvascular Oxygen Transfer. Ann. Biomed. Eng. 2021, 49, 3356–3373. [CrossRef]

108. Munck, S.; Cawthorne, C.; Escamilla-Ayala, A.; Kerstens, A.; Gabarre, S.; Wesencraft, K.; Battistella, E.; Craig, R.; Reynaud, E.G.;
Swoger, J.; et al. Challenges and Advances in Optical 3D Mesoscale Imaging. J. Microsc. 2022, 286, 201–219. [CrossRef]

109. Li, X.; Zhang, Y.; Wu, J.; Dai, Q. Challenges and Opportunities in Bioimage Analysis. Nat. Methods 2023, 20, 958–961. [CrossRef]
110. Chen, H.; Cai, Y.; Chen, Q.; Li, Z. Multiscale Modeling of Solid Stress and Tumor Cell Invasion in Response to Dynamic Mechanical

Microenvironment. Biomech. Model. Mechanobiol. 2020, 19, 577–590. [CrossRef]
111. Sadhukhan, S.; Mishra, P.K.; Basu, S.K.; Mandal, J.K. A Multi-Scale Agent-Based Model for Avascular Tumour Growth. Biosystems

2021, 206, 104450. [CrossRef]
112. Wang, Z.; Butner, J.D.; Kerketta, R.; Cristini, V.; Deisboeck, T.S. Simulating Cancer Growth with Multiscale Agent-Based Modeling.

Semin. Cancer Biol. 2015, 30, 70–78. [CrossRef]
113. Gerlee, P.; Kim, E.; Anderson, A.R.A. Bridging Scales in Cancer Progression: Mapping Genotype to Phenotype Using Neural

Networks. Semin. Cancer Biol. 2015, 30, 30–41. [CrossRef] [PubMed]
114. Wijeratne, P.A.; Vavourakis, V.; Hipwell, J.H.; Voutouri, C.; Papageorgis, P.; Stylianopoulos, T.; Evans, A.; Hawkes, D.J. Multiscale

Modelling of Solid Tumour Growth: The Effect of Collagen Micromechanics. Biomech. Model. Mechanobiol. 2016, 15, 1079–1090.
[CrossRef] [PubMed]

115. Kumar, P.; Li, J.; Surulescu, C. Multiscale Modeling of Glioma Pseudopalisades: Contributions from the Tumor Microenvironment.
J. Math. Biol. 2021, 82, 49. [CrossRef]

116. Powathil, G.G.; Swat, M.; Chaplain, M.A.J. Systems Oncology: Towards Patient-Specific Treatment Regimes Informed by
Multiscale Mathematical Modelling. Semin. Cancer Biol. 2015, 30, 13–20. [CrossRef]

117. Nikmaneshi, M.R.; Firoozabadi, B. Investigation of Cancer Response to Chemotherapy: A Hybrid Multi-Scale Mathematical and
Computational Model of the Tumor Microenvironment. Biomech. Model. Mechanobiol. 2022, 21, 1233–1249. [CrossRef]

118. Peng, L.; Trucu, D.; Lin, P.; Thompson, A.; Chaplain, M.A.J. A Multiscale Mathematical Model of Tumour Invasive Growth. Bull.
Math. Biol. 2017, 79, 389–429. [CrossRef]

119. Chowkwale, M.; Mahler, G.J.; Huang, P.; Murray, B.T. A Multiscale in Silico Model of Endothelial to Mesenchymal Transformation
in a Tumor Microenvironment. J. Theor. Biol. 2019, 480, 229–240. [CrossRef]

120. Pourhasanzade, F.; Sabzpoushan, S.H. A New Mathematical Model for Controlling Tumor Growth Based on Microenvironment
Acidity and Oxygen Concentration. BioMed Res. Int. 2021, 2021, 8886050. [CrossRef]

121. Tusscher, t.K.H.W.J.; Noble, D.; Noble, P.J.; Panfilov, A.V. A Model for Human Ventricular Tissue. Am. J. Physiol. Heart Circ.
Physiol. 2004, 286, H1573–H1589. [CrossRef] [PubMed]

122. Norton, K.-A.; Gong, C.; Jamalian, S.; Popel, A.S. Multiscale Agent-Based and Hybrid Modeling of the Tumor Immune Microenvi-
ronment. Processes 2019, 7, 37. [CrossRef] [PubMed]

123. Noble, D. Modeling the Heart—From Genes to Cells to the Whole Organ. Science 2002, 295, 1678–1682. [CrossRef] [PubMed]
124. Walker, D.C.; Southgate, J. The Virtual Cell—A Candidate Co-Ordinator for “middle-out” Modelling of Biological Systems. Brief.

Bioinform. 2009, 10, 450–461. [CrossRef] [PubMed]
125. Walker, D.; Wood, S.; Southgate, J.; Holcombe, M.; Smallwood, R. An Integrated Agent-Mathematical Model of the Effect

of Intercellular Signalling via the Epidermal Growth Factor Receptor on Cell Proliferation. J. Theor. Biol. 2006, 242, 774–789.
[CrossRef]

126. Rojas-Domínguez, A.; Arroyo-Duarte, R.; Rincón-Vieyra, F.; Alvarado-Mentado, M. Modeling Cancer Immunoediting in Tumor
Microenvironment with System Characterization through the Ising-Model Hamiltonian. BMC Bioinform. 2022, 23, 200. [CrossRef]

127. Rahbar, S.; Shafiekhani, S.; Allahverdi, A.; Jamali, A.; Kheshtchin, N.; Ajami, M.; Mirsanei, Z.; Habibi, S.; Makkiabadi, B.;
Hadjati, J.; et al. Agent-Based Modeling of Tumor and Immune System Interactions in Combinational Therapy with Low-Dose
5-Fluorouracil and Dendritic Cell Vaccine in Melanoma B16F10. Iran J. Allergy Asthma Immunol. 2022, 21, 151–166. [CrossRef]

128. Cesaro, G.; Milia, M.; Baruzzo, G.; Finco, G.; Morandini, F.; Lazzarini, A.; Alotto, P.; da Cunha Carvalho de Miranda, N.F.;
Trajanoski, Z.; Finotello, F.; et al. MAST: A Hybrid Multi-Agent Spatio-Temporal Model of Tumor Microenvironment Informed
Using a Data-Driven Approach. Bioinform. Adv. 2022, 2, vbac092. [CrossRef]
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