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Abstract

Research on event-based processing and analysis of media is receiving an increasing attention from the sci-
entific community due to its relevance for an abundance of applications, from consumer video management
and video surveillance to lifelogging and social media. Events have the ability to semantically encode rela-
tionships of different informational modalities, such as visual-audio-text, time, involved agents and objects,
with the spatio-temporal component of events being a key feature for contextual analysis. This unveils an
enormous potential for exploiting new information sources and opening new research directions. In this
paper, we survey the existing literature in this field. We extensively review the employed conceptualization
of the notion of event in multimedia, the techniques for event representation and modeling, the feature rep-
resentation and event inference approaches for the problems of event detection in audio, visual, and textual
content. Furthermore, we review some key event-based multimedia applications, and various benchmarking
activities that provide solid frameworks for measuring the performance of different event processing and
analysis systems. We provide an in-depth discussion of the insights obtained from reviewing the literature
and identify future directions and challenges.

Keywords: Event-based media processing and analysis, event conceptualization, event representation and
modeling, multimedia event detection, event-based applications and benchmarking, survey of the literature

1. Introduction

In these times, people tend to collect dozens of
photos and video clips every day using their smart-
phones, tablets, cameras, and such information is
exchanged ceaselessly in a number of different ways
(e.g., via social networks). The growing number of
various types of sensors for capturing environmental
conditions, in the moment of content creation, has
led to multimedia content enriched with context-
awareness that allows capturing experiences and
events of interest from a very rich personal perspec-
tive. This unveils a growing demand, but also an
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enormous potential for event-centred data analysis.
The core idea consists in using events as primary
means for understanding, organizing and indexing
content (e.g., audio, videos, news, social streams).
Events have the distinctive ability to semantically
encode relationships that come from different in-
formational modalities. These modalities can in-
clude, but are not limited to: time, space, involved
agents and objects, with the spatio-temporal com-
ponent of events being a key feature for contextual
analysis. A plethora of techniques have recently
been presented to leverage contextual information
for event-based analysis, covering audio-, visual-,
and textual-based approaches.

Event-based media processing and analysis is cur-
rently a hot topic being used in a broad range of
scientific and consumer domains, a sample of which
include: (a) multimedia organization and consumer
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video management for digital preservation [46, 165,
228, 42, 34], (b) lifelogging [80, 200, 201, 153], (c)
video surveillance [169, 39, 85, 101], (d) Journalism
(News- and sport-related applications for commu-
nity awareness) [203, 170, 146, 113, 166, 204, 51],
(e) social media [151, 161, 174, 86], and (f) event
visualization [48, 160, 38]. In this paper we pro-
vide an extensive overview of the literature in this
growing domain.

1.1. Previous surveys and other resources

Event-based media processing and analysis is a
vast research area to which the research commu-
nity has contributed with many survey studies.
Each of the existing studies focuses on a specific
aspect of the problem. For instance, Scherp and
Mezaris [173] surveyed existing event models along
with commonly identified aspects of events, pro-
viding a detailed review focused on event represen-
tation approaches. Most of the existing surveys in
this domain study the problem of event detection in
video content. For instance, Jiang et al. [98] studied
the problem particularly for unconstrained videos,
such as those found in the Web. In [180], Snoek
and Worring surveyed approaches to multimodal
video indexing, focusing on methods for detecting
various semantic concepts consisting of mainly ob-
jects and scenes. They also discussed video re-
trieval techniques exploring concept-based index-
ing, where the main application data domains were
broadcast news and documentary videos. Brezeale
and Cook [20] surveyed text, video, and audio fea-
tures for classifying videos into a predefined set
of genres, e.g., “sports” or “comedy”, while Mor-
sillo et al. [138] presented a brief review that fo-
cused on efficient and scalable methods for annotat-
ing Web videos at various levels including objects,
scenes, actions, and high-level events. Further sim-
ilar surveys on video event processing and analy-
sis, covering topics such as visual feature extrac-
tion, event classification, and ontologies for knowl-
edge representation and reasoning can be found
in [11, 79, 215].

1.2. Taxonomy and scope of present survey

Different from the existing surveys, in this paper
we have conducted a broader comprehensive analy-
sis of the event-based media processing and analysis
domain. Starting with the conceptualization of the
notion of event for processing, where we reviewed
several definitions depending on the complexity of

events that are desired to be detected in multimedia
content, going through the problem of event repre-
sentation, where we surveyed approaches that as-
pire to model events in meaningful ways, we reached
the issue of event detection in different media types,
i.e., audio-, video-, and textual-based, and treated
them individually in terms of feature representation
and event inference. For the former, we discussed
in detail various state-of-the-art feature represen-
tation schemes, such low-, intermediate-, and high-
level ones, static- or motion-based, as well as audio
and textual ones, in order to exploit every piece of
information that is available for the specific detec-
tion problem in hand. We also looked into social
event detection in multiple media collections. The
study concludes by overviewing the current main
applications of this particular field.

The remainder of the paper is organized as fol-
lowing. Section 2 presents a review on the different
definitions of the notion of event in the multimedia
field, while Section 3 gives the corresponding event
models that attempt to represent such events. Sec-
tion 4 surveys audio-visual event detection, i.e, the
annotation of isolated audio-visual content items
(e.g., a video with audio, or an audio-only file) with
event labels, one content item at a time, while in
Section 5 we discuss social event detection, which
focuses on the processing of collections of media
items, such as collections of images, videos, and/or
text, and finding the associations between differ-
ent content items. In Section 6, we present event-
based applications and discuss various benchmark-
ing activities for video annotation, surveillance, so-
cial event detection, as well as synchronization of
multi-user event media. We conclude this survey in
Section 7 with a discussion of promising directions
for future research.

2. The notion of event in multimedia

The notion of event is ubiquitous in multimedia
and shares different definitions in many different
problem domains. In literature, the definition of an
event can be heterogeneous even though it shares
a common characteristic; events are in general said
to occur, or happen, meaning that they are entities
that unfold over time and/or space [203, 172]. As
they can be seen as natural abstractions of happen-
ings, or observable occurrences [173, 123], the re-
search community adopts simple or more complex
definitions of the event, depending on the specific
problem under consideration.
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Event Definition
An event is defined as:

Example(s) Key References

I a change of state in a multimedia entity
“ship stopping/moving”

Francois et al. [63]
Ballan et al. [11]I a concept with a dynamic component

I a collection of actions performed between agents
“person stops moving
left-hand”

Hakeem et al. [84]
SanMiguel [169]
Jiang et al. [94]

I a list of interactions between objects using any prior
information concerning the context of a scene
I a number of human actions, processes, and activities
(loosely or tightly organized) having temporal and semantic
relationships to the overarching activity

“changing a vehicle tire”,
“making a cake”,
“attempting a bike trick”

Tong et al. [188]
Jiang et al. [97]
Over et al. [145]

I a complex activity occurring at a specific place and time
involving people interacting with other people or object(s)
I being any event (something happening at a specific time
and place) of interest to the (news) media

“demonstration”,
“speech”,
“concert”

Sayyadi et al. [170]
Pahal et al. [146]
Papadopoulos et al. [148]

I a story related to some news topic comprising of patterns
that occurred at some specific time and space
I being planned and attended by people describing a social
activity or a phenomenon that happened in real life

Table 1: Overview of the event conceptualization scenarios (from simple definitions to complex formalization).

The less complex definition of an event intro-
duces the notion of a change of state in a multi-
media entity, such as an audio or visual stream; an
event is typically triggered by a change of state cap-
tured [63]. Ballan et al. [11] refer to events as con-
cepts with a dynamic component. This definition
of the event includes simple movement events (such
as “ship stopping” and “ship moving”), while these
are used for defining more complex event patters
(such as “trips”, as a series of consecutive move-
ments) [194].

Another common definition of an event, yet still
simple, is that of a collection of actions performed
between one or more agents [84]. In this case,
agents are typically animates (people or machines)
performing actions independently or dependently
(for instance, “person stops moving left-hand”).
In [169], SanMiguel et al. define event as a list
of interactions between objects, which, along with
any other prior information concerning the con-
text of a scene (where the event evolves), are used
for the problem of video surveillance. Similarly,
in [94], an event is an activity-centered happening
that involves people engaged in process-driven ac-
tions with other people and/or objects at a specific
place and time. Consequently, the above definitions
pose the notion of the event at the boundaries be-
tween video event detection and vision-based action
recognition [154] problems.

Concerning the video understanding domain, the
most dominant definition of an event introduces the
notion of a complex activity occurring at a specific
place and time which involves people interacting
with other people and/or object(s) [188, 97]. Such

events may include “changing a vehicle tire”, “mak-
ing a cake”, or “attempting a bike trick”, to name
a few. In general, an event consists of a number
of human actions, processes, and activities that are
loosely or tightly organized and that have temporal
and semantic relationships to the overarching activ-
ity. This is also the definition of a (complex) event
in the Multimedia Event Detection problem for the
TRECVID benchmarking activity [145].

There are also higher-level definitions of events;
for instance, a news event [170] is defined as be-
ing any event (something happening at a specific
time and place) of interest to the (news) media.
In [146], any news event encodes a story related to
some news topic within itself. These event stories
comprise of sequence of events or patterns that oc-
curred at some specific time and space. Finally,
one can also define social events [148], where the
events are meant to be planned and attended by
people, and the multimedia content immortalizing
the event is also captured by people. A more spe-
cific definition of a social event describes a social
activity or a phenomenon that happened in real life
at some point in time and in specific place, either
planned or abrupt.

In this section, we explored different definitions
of the notion of an event in the field of multime-
dia. Despite their differences, multimedia events
are fundamentally meant to unfold over space and
time. They admit various definitions, simple or
more complex, depending on the specific problem
under consideration. These definitions predomi-
nantly determine both the model with which each
category of events is modeled, and the approaches
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followed for processing and analyzing multimedia
content in order to build effective event processing
and analysis tools. Table 1 summarizes the sur-
veyed studies and gives indicative examples and key
references for each class of approaches discussed in
this section.

3. Event representation and modeling

Representing events with meaningful models de-
pends heavily on their complexity. Simple events
admit simple models, while more sophisticated ones
demand more complex event models. Proposing
and applying a meaningful event model is a tough
process, to which the research community has con-
tributed with several studies.

Simple event models have been proposed for
representing elementary events. To this end,
Event Calculus [104, 195, 25] has been consid-
ered for knowledge representation (without pro-
viding any spatial information) and the Situation
Calculus [116] for representing changes in the real
world. Moreover, Raimond and Abdallahas pro-
posed Event Ontology [158] as a part of a mu-
sic ontology framework, while Shaw et al. pro-
posed the ontology on Linking Open Descriptions
of Events (LODE) [175], which captures a mini-
mal model of events. LODE permits modeling time
and space using an absolute reference, but a rela-
tional reference is not allowed. The Simple Event
Model (SEM) [194] supports absolute spatial infor-
mation using the WGS8411 vocabulary. Further-
more, Chen et al. proposed the Standard Ontology
for Ubiquitous and Pervasive Computing (SOUPA)
[31], which is the core of the Context Broker Ar-
chitecture (CoBrA) [32]. Wang et al. presented
the Context Ontology (CONON) [202] for model-
ing context in pervasive computing environments,
while Yau et al. proposed the Situation Ontol-
ogy [218] for an hierarchical modeling and sharing
of situation knowledge. Matheus et al. proposed
the Situation Awareness Assistant (SAWA) appli-
cation [127, 126, 128], an event model that supports
spatio-temporal composition.

Concerning some more complex event models,
the following approaches permit the modeling of rel-
ative relations in space. The ISO-standard of the
International Committee for Documentation on a
Conceptual Reference Model (CIDOC/CRM) has

1
http:www.w3.org/2003/01/geo/, last visited: October 18, 2015

been presented in [50, 178] for cultural heritage ap-
plications and supports hierarchical part-whole re-
lationships. However, no further axiomatizations
are provided for refining the mereological relation-
ship by different criteria such as temporal and spa-
tial constraints [178, 173]. Moreover, the XML-
based OASIS standard of the Common Alerting
Protocol (CAP), proposed in [182] for describing
events in the domain of hazard emergency alerts
and public warnings, allows for providing absolute
information about space, but relative relations in
space can only be provided by a textual description
of the location. It does not provide support for
modeling participants (objects and/or humans) in
events due to the specific domain’s restrictions; i.e.,
messages about upcoming hazardous events. Fi-
nally, IPTC defined for News events an XML-based
event markup language called EventsML-G2 [88].
XML-based descriptions of events using EventsML-
G2 can be embedded into a news item described in
NewsML [87].

A more sophisticated set of event models pro-
posed in literature, in an attempt to cover the de-
sign gaps in the above studies (such as the the
capability for modeling sub-events), includes the
Semantic-syntactic Video Model (SsVM) [56], the
Networked multimedia event exploration (NMEE)
model [5] by Appan and Sundaram, CASEˆE [84]
providing an hierarchical event model for the anal-
ysis of videos, and the Video Event Representation
Language (VERL) [56, 141] for video data. Events
represented in VERL can be annotated using a com-
panion mark-up language called the Video Event
Markup Language (VEML) [141]. VEML is basi-
cally used to encode events described with VERL
into video stream data [141]. CASEˆE allows for
modeling temporal relations between events based
on the Allen’s time calculus [1] as well as sub-
event relationships along the temporal dimension.
NMEE presents the idea of different viewpoints to
the same event. However, it is limited due to the
fact that the definition of what is a viewpoint is un-
derspecified. NMEE can just represent how many
viewpoints an event has. Gkalelis et al. [74] pro-
posed a graph model to represent events, where the
nodes are events and the edges are relations be-
tween events. This model supports the notion mere-
ology [173] by defining sub-events along the tempo-
ral dimension. Regarding interpretation of events,
the authors used the properties isInstantiatedBy
and hasInstantiationTime, while different interpre-
tations of events are linked using a sameAs relation
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Time
absolute 3 7 3 7 3 3 7 3 7 3 7 3 3 3 3 3 3 3 3 3
relative 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3

Space
absolute 7 3 7 7 7 3 - 7 3 3 3 3 3 3 3 3 3 3 3 3
relative 7 7 3 3 3 3 3 3 7 3 - 3 3 3 7 3 3 3 3 3

Relations
mereologic 3 3 - 7 - - 7 - 3 - 7 3 3 7 - - - - - 3

causal 3 3 - 7 7 - 7 7 - - 7 7 - 7 3 - 3 - - 3
correlation 3 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 3

Table 2: Overview of event modeling approaches and their main characteristics, inspired from [173].

like in the Web Ontology Language (OWL)3 [3],
which combines the different points of view and,
thus, it is not possible to distinguish different inter-
pretations from the same agent or person in differ-
ent contextual situations.

Finally, in the direction of modeling a complex
event using a sufficiently comprehensive represen-
tation, which differs from the above works in the
number of event’s aspects covered, we consider
the event model E [91, 171, 206, 207] for event-
based multimedia applications, its graph-based suc-
cessor E* [79] with extended features such as for
modeling time and space, and the Event-Model-F
[171], which is an extension and formalization of
the event model E. E* provides for elaborate fea-
tures regarding expressing spatial relationships be-
tween events. Event-Model-F allows for describing
complex mereological relationships (like the SsVM
does), as well as supports spatio-temporal compo-
sition (similarly to the situation-awareness model
of SAWA) [12, 173]. Only a limited number of
event models allow for providing different inter-
pretations of the same event. Inspired by the
event model E, the Event-Model-F provides sup-
port for the event interpretation aspect [173], im-
plemented in the form of so-called ontology design
patterns [69]. Event-Model-F provides well formed,
i.e., formally defined support for causal relation-
ships between events [195]. Support for represent-
ing correlation relations between events can only be
found with a specific extension of the event calcu-
lus [25] and the Event-Model-F.

As it is obvious, there is not a single, univer-
sal event representation that can model every event
that can appear in a multimedia event processing
problem. In the literature, there have been pro-
posed several different models that mainly differ in

their complexity and, thus, the categories of events
that are capable of modeling, varying from elemen-
tary actions to complex high-level events where peo-
ple interact with other people and/or objects in spe-
cific time and space. Table 2 illustrates the differ-
ences between many of event models presented in
this paper.

4. Audio-visual event detection

We define as audio-visual event detection the
problem of processing isolated audio-visual content
items (e.g., a video with audio, or an audio-only
file), one at a time, so as to understand if this
content item relates to one or more events from
a specified event set. The resulting content-event
associations are typically used for event-based re-
trieval of media items, within a large content col-
lection. For solving this problem, features play a
critical role: the way that the multimedia infor-
mation is represented has been proven to be of ut-
most importance. The major categories of multi-
media information exploited in an event detection
system are audio-, visual-, and textual-based. De-
pending on the specific event detection problem in
hand (audio-only, or video), different features are
extracted, processed, and combined using various
different approaches. Fig. 1a gives an outline of
major research directions in audio-visual event de-
tection.

4.1. Audio event detection

Audio event detection (AED), whose target is to
recognize specific events in audio streams, has re-
ceived considerable interest in recent years. Typ-
ically, audio events are less complex than the vi-
sual ones, while they are usually highly dependent
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Figure 1: Outline of major media (a) audio-visual event detection and (b) social event detection directions in the literature
and a few indicative references.

on the specific event detection application in hand.
There exists a wide variety of audio events that
could be of interest to detect in an audio stream.
For instance, extracting audio highlights in a soccer
game (e.g., cheering) could be advantageous to the
consumer, who could automatically access indexed
games recordings [211, 210]. On the other hand,
detecting gunshots in noisy environments could be
of particular value in a surveillance system [39, 85].

A typical AED framework includes a feature ex-
traction and an audio event inference stage. The
latter may make use of Hidden Markov Models
(HMMs) for exploring the time structure of the
event and/or model interconnections between key
audio effects (e.g., an explosion being caused by
a car accident), as well as classifiers, such as
SVMs [196] for learning the audio event detector.

4.1.1. Features

The most frequently used audio representa-
tion is the Mel-Frequency Cepstral Coefficients
(MFCCs) [156], which is widely used in the field
of speech recognition and is designed to be robust
to noise. MFCCs are used in many AED sys-
tems [10, 59, 39, 211, 210, 149]. Other audio fea-
tures used in AED frameworks, both in the time
and the frequency domain, include Zero-Crossing
Rate (ZCR) [156], which was used in [8, 59, 211],
Linear Prediction Coefficients (LPCs) and Lin-
ear Predictive Cepstral Coefficients (LPCCs) in [8,
211], Log-Frequency Cepstral Coefficients (LFCCs)

in [8, 120] and Perceptual Linear Prediction (PLP)
in [59, 120]. A number of other audio features
that are less frequently used in this problem include
Spectral power [59, 211], pitch frequency, sub-band
power, brightness/bandwidth [59, 120], and short-
time energy [39, 120]. In [24, 210], the well-studied
MPEG-7 audio features are also used for the prob-
lem of audio event detection.

Many of the above audio features are usu-
ally combined for building an effective audio
event detection system. This can lead to high-
dimensional feature representations, which often re-
sult in lengthy training processes. In this case,
it is common practice to use dimensionality re-
duction techniques, such as Principal Component
Analysis (PCA) and/or Linear Discriminant Anal-
ysis (LDA) [59, 39], in order to transform high-
dimensional audio features into lower-dimensional
ones, leading to lower training times and possibly
also to better detection results due to the potential
denoising of the training data.

4.1.2. Event inference

Event inference is the stage of an audio event de-
tection system responsible for deciding on whether
an audio stream belongs to a specific audio
event class or not. To this end, a frequently
used approach is using Hidden Markov Model
(HMM) [156], which is an effective tool for model-
ing time-evolving processes, widely used in speech
recognition. Using HMMs raises two crucial issues
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that have to be handled: a) the model selection
process and b) the selection of both the optimal
model size and number of (Gaussian) mixtures per
state, where model size corresponds to the number
of states. In [10], the authors use a continuous den-
sity HMM for modeling audio-based pattern classes.
They tackle the above issues by carrying out a
cross-validation process in order to identify a suit-
able number of states and mixtures per state. Sim-
ilarly, Xiong et al. [210] used Entropic Prior HMM
(EP-HMM) [19] for learning audio event detectors,
following a preprocessing stage where background
noise was detected based on energy and magnitude
and removed.

Another popular classification technique used for
building audio event detectors is the Gaussian Mix-
ture Model (GMM) [35, 37]. For instance, Atrey et
al. [8] proposed a multilevel classification approach
for learning audio event detectors; i.e., a hierarchi-
cal classification approach to assign a label to an
audio event in a given “audio frame” (a fixed-size
audio segment which is extracted from the continu-
ous audio stream). A GMM classifier was employed
to classify an input, at the top level - into fore-
ground or background, at second level - into vocal
or nonvocal, and at third level - into excited events
(e.g., shout/cry, door knock, running footsteps) or
normal events (talk, walking footsteps). The au-
thors considered four audio events (“talk”, “shout”,
“knock”, and “footsteps”) and adopted a hierarchi-
cal (top-down) approach to model these events us-
ing a mixture of Gaussians (GMM). The top-down
event modeling approach worked better compared
to the single-level multi-class modeling approach.

Besides the above learning methods, there
are also a few studies that use rule-based ap-
proaches [211], Bayesian Networks [22], standard
SVM classifiers, and their combinations for build-
ing more elaborate audio event detectors. In their
system’s inference stage, Elo et al. [59] used var-
ious machine learning methods to provide a final
classification of the audio events. These meth-
ods include rule-based approaches, GMMs, SVMs,
and Bayesian Networks [22]. HMMs and SVMs
were used for building one-against-all classifiers
for each audio event, though the authors reported
that better results could potentially be achieved
by multiple-class classification. Clavel et al. [39]
trained a GMM for each audio event class for
their surveillance system. The appropriate num-
ber of Gaussians for each audio class was estimated
based on the Bayesian Information Criterion [62].

The parameters of the models were estimated us-
ing the traditional Expectation-Maximization algo-
rithm [136], initialized by a basic binary splitting
vector quantization algorithm. Detection was made
using the Maximum A Posteriori (MAP) decision
rule: the mean a posteriori log-probability on a 0.5-
second decision window was computed for each class
model (by multiplying the probability obtained for
each short-time analysis frame). The decision win-
dow was then classified according to the class that
had the maximum a posteriori score. Xu et al. [211]
designed a hierarchical SVM classifier for detect-
ing three main audio event classes: “Whistling”,
“Commentator speech”, and “Audience sound”. Lu
et al. [120] employed a sliding-window SVM classi-
fication module for which five audio event classes
were defined: “speech”, “music”, “cheering”, “ap-
plause”, and others. In this work, a sliding window
with a fixed length was used to pre-segment the in-
put audio stream by moving from the beginning of
the stream to the end. SVM was used as the clas-
sification method for classifying each segment into
one of the five audio classes.

Another promising approach for building audio
event detectors includes dictionary learning tech-
niques together with Bayesian Networks. For in-
stance, in [149], Penet et al. used a dictionary
learning and segment quantization approach where
they replaced the low-level audio features extracted
for each segment with one or several symbols cor-
responding to audio words. The quantization dic-
tionary learning phase was implemented with a
k-means algorithm using product quantization [92].
After the quantization step, a classifier was learned
on audio words. Bayesian Networks were used to
define a probability distribution over the features.
The structure of the BNs is a sensitive issue, but
such a structure can be efficiently learned from the
data [77]. Moreover, the huge advantage of BNs
over the popular SVMs is to have a very low pa-
rameter learning cost, and no hyperparameters to
tune, this yielding better generalization capabili-
ties. Contrarily to SVMs, the number of parame-
ters in BN is only dependent on the structure of the
graph and, in the absence of latent variables, the
parameters are learned by counting in the learning
database. Nevertheless, the BN inference complex-
ity grows very fast with the number of variables
used.
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4.2. Video event detection

Video event detection (VED) aims at deciding
on the existence of complex (or high-level) events
in a given set of videos. Typically, video events are
usually more complex than audio ones, since the
visual channel of a video provides a richer amount
of information (appearance, motion, etc) than the
audio channel. As discussed in Sect. 2, such events
may include complex activities, occurring at spe-
cific places and times, which involve people inter-
acting with other people and/or object(s) [188, 97].
Indicative examples of such event classes include
“changing a vehicle tire”, “making a cake”, or “at-
tempting a bike trick”, etc.

A typical VED framework includes a feature ex-
traction stage, which usually generates a plethora of
low-, intermediate-, and high-level features from the
different available modalities (audio, visual, and/or
textual). Moreover, a classification stage is in most
cases included, where an event detector is learnt by
training one or more classifiers for each event class
using available features, while a fusion approach is
often followed in order to combine different modal-
ities.

4.2.1. Features

Features matter. Not only generally in many im-
age and video processing problems [71], but also
specifically in the problem of video event detection
(VED) [98]. Despite the fact that what makes a fea-
ture good is a set of multifactorial parameters, good
features are primarily meant to be robust against
variations, such that videos of the same event class
can still be correctly recognized under different con-
ditions.

Since videos typically consist in two main sources
of information, i.e., a visual and an audio channel,
the research community has provided an abundance
of studies for exploiting them efficiently. Both chan-
nels convey useful information for the problem of
event detection; that is, the visual channel depicts
appearance information related to objects, scene
settings, etc, and captures critical motion informa-
tion related to the movements of the constituent
objects. On the other hand, the audio channel may
contain acoustic cues that could be useful in detect-
ing specific complex events.

Static frame-based visual features

The majority of the video event detection sys-
tems use a set of static frame-based visual fea-

tures, that is, features that capture appearance-
based attributes and are computed from a sin-
gle frame. The most known of them include
Scale-Invariant Feature Transform (SIFT), pro-
posed by Lowe [119] and used in several stud-
ies [186, 140, 221, 217, 144, 187, 214, 216, 219, 109],
and their color extensions, e.g. colorSIFT [21] used
in [186, 140, 221, 212, 214, 216, 94, 109]. Bay
et al. [13] proposed Speeded Up Robust Features
(SURF), as a faster alternative descriptor using 2D
Haar wavelet responses. In [186, 140, 187], GIST2,
which is a very low-dimensional scene representa-
tion proposed by Oliva and Torralba [143] is also
used for the problem video event detection. In [187],
Tang et al. used the Local Binary Patterns (LBP)
descriptor [142].

Motion (spatio-temporal) visual features

Since detecting complex, time-evolving events re-
lies by definition heavily on the temporal dimen-
sion of the video, several spatio-temporal video fea-
tures have been proposed in the literature and used
in state-of-the-art event detection systems. First,
in [186, 212, 216, 109], Motion SIFT (MoSIFT) [33,
135], proposed by Chen and Hauptmann as a 3D
version of SIFT, is used, while spatio-temporal in-
terest points (STIP) [110] have been recently ap-
plied in VED systems [186, 217, 214, 216, 219, 109].
Dense trajectories [197, 44, 198] and improved
dense trajectories [199] use dense optical flow to
track feature points. The feature points used for
this are typically described by Histogram of Ori-
ented Gradients (HoG) [43, 187], Histogram of op-
tical Flow (HoF) [197], or Motion Boundary His-
togram (MBH) [197] descriptors, and are frequently
used as motion features [186, 212, 144, 214, 216,
109], due to their discriminative power concerning
time-evolving events. Finally, in [187], Tang et al.
experiments with 3D Histogram of Oriented Gradi-
ents (HoG3D) [43, 103] for complex event recogni-
tion.

High-level visual features

Besides the above low-level visual features for
video event detection, the research community
has extensively studied higher-level representation

2The “gist” is an abstract representation of the scene that
spontaneously activates memory representations of scene
categories (a city, a mountain, etc). See Friedman [64].
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schemes that aim to bridge the semantic gap be-
tween human and machine interpretation of mul-
timedia. Merler et al. [132] and others [139, 75]
proposed semantic model vectors, an intermediate-
level representation as a basis for modeling and de-
tecting complex events in Internet videos. The se-
mantic model vectors were extracted using a set
of discriminative semantic classifiers, each being an
ensemble of SVM models trained from thousands
of labeled web images, for a total of 280 generic
concepts. The authors reported that the proposed
representation approach outperforms -and is com-
plementary to- other low-level visual descriptors for
video event modeling.

In general, such intermediate- or high-level fea-
tures are represented by a set of confidence scores
estimating the probability of observing specific con-
cepts in a video. This is more consistent with
human’s understanding and reasoning about the
task, where an event is characterized by the pres-
ence/absence of certain concepts rather than in-
terest points [94, 181, 114]. For instance, a video
would be understood as belonging to the event class
“birthday party” if visual concepts such as “birth-
day cake”, “faces”, or “cheering” are present. There
are many studies dealing with video event detection
that use intermediate- or high-level video represen-
tations, frequently along with a set of low-level fea-
tures, e.g. [78, 40, 217, 224, 191, 117, 129, 109, 108,
83, 82, 179, 220, 118, 162].

Besides the above types of high-level features,
which are extracted from images (i.e., keyframes of
videos), there are also many studies that exploit
the time-evolving nature of videos for represent-
ing them meaningfully in order to detect complex
events. For instance, in [184], the authors proposed
ACTIVE, a video event detection framework for ex-
ploiting activity concept transitions in video events.
A video is treated as a sequence of short clips,
all of which are observations corresponding to la-
tent activity concept variables in a Hidden Markov
Model (HMM). Fisher Kernel techniques are ap-
plied so that the concept transitions over time can
be encoded into a compact and fixed length fea-
ture vector very efficiently. Moreover, Habibian et
al. [83] studied on how to create an effective vo-
cabulary of concepts for the problem of video event
detection by examining the roles of the number, the
type, the specificity, and the quality of the detectors
in the concept vocabulary. Furthermore, in [82],
Habibian et al. proposed VideoStory, a video rep-
resentation scheme particularly suitable for learn-

ing event detectors from few training video samples.
VideoStory, that achieves state-of-the-art results in
detecting events in videos, learns from Web data a
multimedia embedding, optimizing the visual pro-
jection for event recognition. Finally, in [125] Ma
et al. proposed to leverage attributes at video level
(video attributes), i.e., by using the semantic la-
bels of external videos. Compared to complex event
videos, these external videos contain simple con-
tents such as objects, scenes and actions which are
the basic elements of complex events. Specifically,
building upon a correlation vector which correlates
the attributes and the complex event, the authors
incorporated video attributes latently as extra in-
formative cues into the event detector learnt from
complex event videos.

Selecting meaningful concepts for building a vo-
cabulary for representing videos is an important
challenge, since irrelevant concepts in a video rep-
resentation scheme may introduce noise, resulting
in worse detection results. For this, there are stud-
ies that choose to prune specific concepts from the
concept vocabulary, depending on the coherence of
those concepts with the event class that is desired
to be detected. For instance, in [179], Singh et al.
proposed an event detection algorithm that con-
structs pairs of automatically discovered concepts
and then prunes those concepts that are unlikely
to be helpful for retrieval. Pruning depends both
on the query and on the specific video instance be-
ing evaluated. Similarly, Chang et al. [29] proposed
a framework for pruning irrelevant noisy concepts
towards improving event detection in Web videos.

Deep learning for video representation

In the last few years, the use of deep convolu-
tional neural networks (CNN) for feature extrac-
tion has shown excellent results in image and video
understanding and indexing problems [68]. Deep
learning tries to model a high-level abstraction of
data by using model architectures composed of
multiple nonlinear transformations. Specifically,
CNNs [111, 15] correspond to a biologically-inspired
class of deep learning models that have demon-
strated excellent abilities for high-level vision tasks,
such as image classification [105, 52], object de-
tection [71], and scene labeling [61]. Moreover,
the features learned by large networks trained on
the ImageNet dataset [49] show great generaliza-
tion ability that yields state-of-the-art performance
beyond standard image classification tasks, e.g., on
several action recognition datasets [102, 177]. Be-
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sides, the problem of understanding and visualiz-
ing deep CNNs [226, 60] has also attracted some
attention. Very recently, [176, 226] proposed to lo-
calize the objects in images in a weakly supervised
manner without relying on bounding box annota-
tions. Compared to still image data and shot action
videos, there is relatively little work on applying
CNNs to multimedia event detection and recount-
ing tasks.

In [213], Xu et al. chose to utilize the deep learn-
ing approach, especially Convolutional Neural Net-
works (CNNs), for the problem of video event de-
tection, given their overwhelming accuracy in im-
age analysis and high processing speed, which is
achieved by leveraging the massive parallel process-
ing power of GPUs [105]. They effectively leveraged
deep CNNs to advance event detection, where only
frame-level static descriptors can be extracted by
the existing CNN toolkits. In [213], the authors
make two contributions to the inference of CNN
video representation. First, while average pooling
and max pooling have long been the standard ap-
proaches to aggregating frame level static features,
they show that performance can be significantly im-
proved by taking advantage of an appropriate en-
coding method. Second, they proposed using a set
of latent concept descriptors as the frame descrip-
tor, which enriches visual information while keeping
it computationally affordable. The integration of
the two contributions results in state-of-the-art per-
formance in event detection over the largest video
datasets. Moreover, Zha et al. [227] conducted an
in-depth exploration of different strategies for doing
event detection in videos using CNNs trained for
image classification. They studied different ways
of performing spatial and temporal pooling, fea-
ture normalization, choice of CNN layers as well
as choice of classifiers. Making judicious choices
along these dimensions led to a significant increase
in performance over previous, simpler approaches.
Finally, Ye et al. [220] proposed EventNet, a large
scale event-specific concept library that covers as
many real-world events and their concepts as pos-
sible. This approach includes the training of a
Convolutional Neural Network (CNN) model on a
large set of videos over the 500 events, which subse-
quently is used to extract deep features from video
content. With the learned deep learning features, a
set of 4490 binary SVM classifiers are trained as the
event-specific concept library. The concepts and
events are further organized in a hierarchical struc-
ture (EventNet). The EventNet concept library is

used to generate a concept-based representation of
event videos.

Audio features

Acoustic information can be valuable for video
event detection, particularly in the case where
videos are captured under realistic conditions. Mel-
Frequency Cepstral Coefficients (MFCC) [156] is
one of the most popular audio features used to this
end [47, 209, 214, 219, 109]. Other frequently used
audio features are those discussed in Sect. 4.1.1.

Textual features

Textual information is often useful for detecting
complex events in videos. The most useful tech-
niques employed in event detection systems use Au-
tomatic Speech Recognition (ASR) [134] and Opti-
cal Character Recognition (OCR) [137]. ASR pro-
vides complementary information for events that
are characterized by acoustic evidence. It is es-
pecially effective for close-to-camera and narrative
events such as “town hall meeting” and “asking
for directions” [96]. OCR captures characters in
videos; the recognized characters are often not
meaningful words but sometimes can be a clue
for fine-grained detection, e.g., distinguishing be-
tween wording such as “baby shower” and “wedding
shower”. [96].

Feature encoding

Local features vary in number across different
frames of videos, due to the different complexity,
content, duration, etc. of the different pieces of
visual information. This causes difficulties in mea-
suring video/frame similarities, as most measure-
ments require fixed-dimensional vectors. To this
end, once the local low-level features are extracted,
encodings such as the Fisher Vector (FV) [168] or
VLAD [93, 163] representations, which were found
to be the most effective ones in a recent evalu-
ation study of feature pooling techniques for ob-
ject recognition [30], are used to construct a sig-
nature characterizing the video. The FV extends
the Bag-of-Words (BoW) representation [26, 100],
which until recently was widely used for video clas-
sification [216, 94, 89]. The BoW approach relies on
the quantization of the local descriptor space using
off-line k-means clustering on a large collection of
local descriptors.
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4.2.2. Learning from training video examples

Learning from training video samples is the dom-
inant approach in the video event detection com-
munity. The most common approach for build-
ing efficient video event detectors includes a) fea-
ture extraction from different modalities (i.e., static
and motion visual features, audio features, and
text-based attributes), b) learning of one classi-
fier for each feature that is extracted (a standard
kernel SVM is among the state-of-the-art ones),
and c) an appropriate fusion technique that com-
bines effectively the above. There are many video
event detection systems that roughly follow this ap-
proach [219, 94, 2, 83, 179, 78, 224, 129, 109, 6, 73].

Concerning the combination of feature modali-
ties, as discussed in Sect. 4.2.1, there are two pop-
ular fusion strategies [221] used in video event de-
tection systems; i.e. early and late. Early fusion,
also known as feature-level fusion has been widely
used in computer vision and multimedia applica-
tions [9, 70]. Late fusion, on the other hand, aims
at combining the confidence scores of the models
constructed using different feature modalities, in
which each confidence score measures the proba-
bility of classifying a test video sample into the
positive event class by one specific model. There
are also other, more sophisticated fusion methods
that employ additional learning stage(s) for opti-
mizing the weights with which each feature modal-
ity contributes to the final fused event detector.
Also, many works build event detectors by applying
combinations of early, late, and other fusion tech-
niques [78, 219, 94, 2, 129, 109, 186, 221, 140, 214,
187, 83, 179].

Several video analysis works explicitly study the
temporal structure of the video in order to effec-
tively detect time-evolving complex events. In [16],
the authors first propose a video representation that
captures the temporal dynamics of mid-level con-
cepts by expressing each video as an ordered vec-
tor time-series. Then, they plug their new fea-
tures into linear SVMs for building event detec-
tors. In [36], a video is represented by a sequence
of visual words learnt from the video, and the Se-
quence Memoizer [208] is applied in order to cap-
ture long-range dependencies in a temporal context
in the visual sequence. Then, an event detector is
learnt (e.g., using a standard SVM). In [107], Lai
et al. proposed an instance-based video event de-
tection approach where each video is represented
as multiple “instances”, defined as video segments

of different temporal intervals. Then, an instance-
level event detector based only on video-level labels
is learnt by applying a large-margin classifier that
treats the instance labels as hidden latent variables
and simultaneously infers the instance labels and
the instance-level classification model. In a sim-
ilar fashion, Vahdat et al. [193] proposed a com-
positional model for video event detection where a
video is modeled using a collection of both global
and segment-level features (which are treated as a
latent variable). Then, a multiple kernel learning
(MKL) latent SVM is defined and used to com-
bine and re-weight multiple feature types while si-
multaneously operating within the latent variable
framework (see also [185]). In [222], Ye et al. pro-
posed a learning-based hashing method for video
event detection, where a minimization problem over
a structure-regularized empirical loss is efficiently
solved by an Accelerated Proximal Gradient (APG)
method. In particular, the structure regularization
exploits the common local visual patterns occurring
in video frames that are associated with the same
semantic class, and simultaneously preserves the
temporal consistency over successive frames from
the same video. Assari et al. [7] proposed a con-
textual approach to video classification based on
Generalized Maximum Clique Problem (GMCP),
which uses the co-occurrence of concepts as the
context model. More specifically, an event class is
represented based on the co-occurrence of its con-
cepts and a video is classified based on matching its
semantic co-occurrence pattern to each class rep-
resentation. The authors argued that, in princi-
ple, the co-occurrence of concepts yields a richer
representation of a video compared to other ap-
proaches. Additionally, they proposed a novel opti-
mal solution to GMCP based on Mixed Binary In-
teger Programming (MBIP). Finally, Ramanathan
et al. [159] proposed to learn temporal embeddings
of video frames for complex video analysis. The au-
thors used unlabeled Web video data, which possess
the implicit weak label that they are sequences of
temporally and semantically coherent images. The
authors leveraged this information in order to learn
temporal embeddings for video frames by associ-
ating frames with the temporal context that they
appear in. To do this, they proposed a scheme
for incorporating temporal context based on past
and future frames in videos, and compared this
to other contextual representations. In addition,
they showed how data augmentation using multi-
resolution samples and hard negatives helps to sig-
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nificantly improve the quality of the learned embed-
dings.

Selecting pooling regions for video event detec-
tion problem is characteristic of another set of lit-
erature approaches. In [115], Li et al. defined a
dynamic pooling operator in order to enable a uni-
fied solution to the problems of event specific video
segmentation, temporal structure modeling, and
event detection. Video is first decomposed into seg-
ments, and the segments most informative for de-
tecting a given event are identified, so as to dynam-
ically determine the pooling operator most suited
for each sequence. This dynamic pooling is imple-
mented by treating the locations of characteristic
segments as hidden information, which is inferred,
on a sequence-by-sequence basis, via a large-margin
classification rule with latent variables. Moreover,
for the problem of video event retrieval, Douze et
al. [53] proposed various hyper-pooling strategies
that encode the frame descriptors into a represen-
tation of the video sequence in a stable manner and
introduced a query expansion technique to improve
the ranking in retrieval. In [23], Cao et al. proposed
a visual representation, namely scene aligned pool-
ing, for the task of event recognition in complex
videos. Based on the observation that a video clip
is often composed of shots corresponding to differ-
ent scenes, the key idea of scene aligned pooling
is to decompose any video features into concurrent
scene components, and to construct classification
models adaptive to different scenes.

While building an efficient and effective learn-
ing method for video event detection is a chal-
lenge in its own right, finding a sufficient number
of videos that depict the event so as to use them
as positive training samples for training any ma-
chine learning method is also not an easy feat. In
fact, video event detection is even more challeng-
ing when the available positive training samples are
limited. Ma et al. [121, 122] deal with the prob-
lem of learning from a few positive video samples
by employing knowledge adaptation [54, 99] to fa-
cilitate event detection. Another way of addressing
the scarcity of positive samples is to take advantage
of any available videos that do not exactly fulfill
the requirements to be characterized as true posi-
tive examples of an event class, but nevertheless are
closely related to it. In [191, 190], the authors pro-
posed Relevance Degree SVM (RD-SVM) in order
to take advantage of related videos by exploiting
them as weighted positives or weighted negatives
in conjunction with an automatic weighting selec-

tion scheme. Also, in [192], an extension of ker-
nel SVM that models and takes into consideration
the uncertainty of each video sample, called kernel
SVM with Isotropic Gaussian Sample Uncertainty
(KSVM-iGSU), along with RD-KSVM and its RD-
KSVM-iGSU extension are used for the problem of
learning event detectors from a few positive and
a few related video samples. Differently from the
above, in [212] Xu et al. dealt with problem of
utilizing related examples for complex event de-
tection only when multiple features are available
for training. The authors proposed an algorithm
which adaptively utilizes the related examples by
cross-feature learning. Ordinal labels were used to
represent the multiple relevance levels of the re-
lated videos. Label candidates of related examples
were generated by exploring the possible relevance
levels of each related example via a cross-feature
voting strategy. The maximum margin criterion
was then applied in order to discriminate the pos-
itive and negative examples, as well as the related
examples exhibiting different relevance levels. Fi-
nally, in [124], the authors proposed a framework
for treating negative video samples differently than
pure negatives; that is, they assigned fine-grained
labels to negative examples for more effective ex-
ploitation based on the assumption that many neg-
ative videos may resemble the positive videos in
different degrees. Since the resulting fine-grained
labels may not be accurate enough to characterize
the negative videos, the authors proposed to jointly
optimize the fine-grained labels with the knowledge
from the visual features and the attributes represen-
tations, which brings mutual reciprocality.

4.2.3. Learning from an event’s textual description

Learning video event detectors from zero positive
video examples draws motivation from the image
classification domain. That is, due to the rapidly
increasing number of images on the Web, extensive
research efforts have been devoted in multi-label,
zero-example (or few-example) classification in im-
ages [131, 147]. In [58], Elhoseiny et al. proposed a
method for predicting unseen image classes from a
textual description, using knowledge transfer from
textual to visual features.

In the video domain, learning from zero positive
examples is investigated primarily in the context
of video event detection or video activity recog-
nition [66]. In [82] this problem is addressed by
transforming both the event’s textual description
and the visual content of un-classified videos in a
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high-dimensional concept-based representation, us-
ing a large pool of concept detectors; then rele-
vant videos are retrieved by computing the similar-
ities between these representations. In [209], multi-
ple low-level representations using both the visual
and the audio content of the videos are extracted,
along with higher-level semantic features coming
from ASR transcripts, OCR, and off-the-shelf video
concept detectors. This way, both audio-visual and
textual features are expressed in a common high-
dimensional concept space, where the computation
of similarity is possible. In [81], logical operators
are used to discover different types of composite
concepts, which leads to better event detection per-
formance.

Employing user’s feedback on the detection re-
sults (relevance feedback) has shown to improve
detection performance in the absence of training
examples. Differently from the above works that
do not use any feedback approach, Jiang et al. [95]
proposed a relevance feedback approach in detect-
ing complex events in videos using zero positive
video examples achieving promising results. In this
study, the authors used a relevance feedback ap-
proach in order to improve event detection results
in the zero-example problem using features com-
puted from several modalities. The main idea is to
use the textual information that describes the event
class in order to create queries for each modality.
Then, the system results in ranked video lists, one
per each modality. The top videos from these lists
are used as a “pseudo label” video set on which a
joint model is trained, and a new ranked list is pro-
duced and used for creating a new “pseudo label”
set; this process is iterated a few times.

Moreover, using visual concepts in the zero-
example video event detection problem achieved
state-of-the-art results in [96], where the authors
proposed E-Lamp. E-Lamp is a zero-example event
detection system made of four subsystems. The
first one is an off-line indexing component, while
the rest of them compose the on-line event search
module. In the off-line module, each video is rep-
resented with 4043 visual concepts along with ASR
and OCR high-level features. Then, in the on-line
search module, the user-specified event description
is translated into a set of relevant concepts, called
system query. This system query is used to retrieve
the videos that are most relevant to the event. Fi-
nally, a pseudo-relevance feedback approach is ex-
ploited in order to improve the results.

In [90], differently from traditional zero-shot ap-

proaches, Jain et al. did not demand the design
and specification of attribute classifiers and class-
to-attribute mappings to allow for transfer from
seen classes to unseen classes. Instead, in their pro-
posed approach, called objects2action, they used
a semantic word embedding that is spanned by a
skip-gram model of thousands of object categories,
where action labels are assigned to an object encod-
ing of unseen video based on a convex combination
of action and object affinities. The proposed em-
bedding has three main characteristics to accommo-
date for the specifics of actions. First, the authors
proposed a mechanism in order to exploit multiple-
word descriptions of actions and objects. Second,
they incorporated the automated selection of the
most responsive objects per action. And finally,
they demonstrated how to extend our zero-shot ap-
proach to the spatio-temporal localization of ac-
tions in video. Moreover, Gan et al. [67] addressed
the problem of action recognition when no positive
exemplars of that class are provided. For this, the
authors, differently from other zero-shot learning
approaches, which exploit attributes as the interme-
diate layer for the knowledge transfer, proposed the
use of inter-class relationships (SIR), which directly
leverages the semantic inter-class relationships be-
tween the known and unknown actions followed by
label transfer learning. The inter-class semantic re-
lationships are automatically measured by contin-
uous word vectors, which learned by the skip-gram
model using the large-scale text corpus.

In [57], Elhoseiny et al. proposed a novel zero-
shot video event detection method by multi-modal
distributional semantic embedding of videos. The
proposed method embed object and action con-
cepts, as well as other available modalities from
videos, into a distributional semantic space. This
is the first zero-shot event detection model that is
built on top of distributional semantics and extends
it in the following directions: (a) semantic embed-
ding of multimodal information in videos (with fo-
cus on the visual modalities), (b) automatically de-
termining relevance of concepts/attributes to a free
text query, and (c) retrieving videos by free text
event query (e.g., changing a vehicle tire) based on
their content. The authors embedded videos into
a distributional semantic space and then measured
the similarity between videos and the event query
in a free text form.

In [28], Chang et al. dealt with the problem of
complex event detection in long Internet videos. A
major challenge in this setting is that only a few
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shots in a long video are relevant to the event of
interest while others are irrelevant or even mis-
leading. Instead of indifferently pooling the shots,
the authors first defined a novel notion of seman-
tic saliency that assesses the relevance of each shot
with the event of interest; then, they prioritized the
shots according to their saliency scores since shots
that are semantically more salient are expected to
contribute more to the final event detector. Next,
they proposed a new isotonic regularizer that is able
to exploit the semantic ordering information. The
resulting nearly-isotonic SVM classifier exhibited
higher discriminative power. In [27], Chang et al.
first pre-trained a bundle of concept classifiers us-
ing data from other sources. Then, they evaluated
the semantic correlation of each concept w.r.t. the
event of interest and picked up the relevant concept
classifiers, which were applied on all test videos to
get multiple prediction score vectors. While most
existing systems combine the predictions of the con-
cept classifiers with fixed weights, they proposed to
learn the optimal weights of the concept classifiers
for each testing video by exploring a set of online
available videos with free-form text descriptions of
their content. Moreover, Mazloom et al. [130] pro-
posed a new semantic video representation, called
TagBook, that is based on freely available social
tagged videos only, without the need for training
any intermediate concept detectors. They intro-
duced a simple algorithm that propagates tags from
a videos nearest neighbors, similar in spirit to the
ones used for image retrieval, but redesigned it for
video event detection by including video source set
refinement and varying the video tag assignment.

In an attempt to evaluate the impact of various
different design choices, some of which discussed
above, for building zero-example video event detec-
tors, Tzelepis et al. [190] first identified a general
learning framework from the textual information of
an event class and then studied the impact of differ-
ent design choices for various stages of this frame-
work. This study goes beyond the classic semantic
similarity comparison between a given event title
(or other user-specified event cues) and each con-
cept title from a concept pool, and tries to enrich
each concept by automatically searching in Google
or Wikipedia in order to find more information for
it; this enables finding semantic similarities between
events and concepts more effectively.

4.2.4. Video event recounting

Another challenging problem closely related to
video event detection is video event recounting,
which –given a video and its event-level annotation–
aims to describe in a human-comprehensible way
the key semantic entities that are depicted in this
video and support the premise that the video be-
longs to the said event class [76, 224, 133, 189]. In
other words, video event recounting refers to the
task of providing comprehensible evidences to jus-
tify a detection result, e.g., why is this video clas-
sified as a “birthday party” event? This problem is
a problem that was highlighted by the TRECVID
Multimedia Event Recounting tasks [145, 72] in
2012–2014.

Most works in the literature focus on the tempo-
ral localization of an event’s key evidences. In [155,
224, 183], the authors applied object and action
detectors or low-level visual features, in order to
localize temporal key evidences. They trained a
video-level classifier and then used it to rank the
keyframes or shots. These approaches are based
on the assumption that the video-level classifiers
that can distinguish positive and negative exem-
plars can also be used to distinguish the informative
shots. These approaches equally treat the shots or
key frames within the video, and thus the classifier
may be confused by the ubiquitous but noninforma-
tive shots in videos. To overcome these limitations,
in [106, 107], the authors formulated the problem
as a multiple instance learning problem, aiming at
learning an instance-level event detection and re-
counting model by selecting the informative shots
or keyfames during the training process. In [29],
Chang et al. proposed a joint framework to si-
multaneously classify high-level events and locate
semantic evidences for each complex event. After
extracting a semantic, albeit noisy, video represen-
tation, they introduced a recounting model that
can localize key evidences both concept-wise and
temporal-wise, and a detection model based on the
infinite push support vector machine [164] that sig-
nificantly enhanced the discriminative power.

In contrast to the above approaches that can
only localize temporal key evidences, in [68], the
authors proposed a flexible deep CNN infrastruc-
ture, namely Deep Event Network (DevNet), that
simultaneously detects pre-defined events and pro-
vides key spatial-temporal evidences. Taking key
frames of videos as input, they first detect the event
of interest at the video level by aggregating the
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CNN features of the key frames. The pieces of evi-
dences which recount the detection results are also
automatically localized, both temporally and spa-
tially. Based on the intrinsic property of CNNs, the
authors first generated a spatial-temporal saliency
map by back passing through DevNet, which then
could be used to find the key frames which are most
indicative to the event, as well as to localize the spe-
cific spatial position, usually an object, in the frame
of the highly indicative area.

5. Social event detection

Social Event Detection (SED) is about identify-
ing events organized and attended by people, and
captured in multiple media by them. Detecting
social events typically involves processing collec-
tions of media items, such as collections of images,
videos, and/or text, and finding the associations be-
tween different content items; this distinguishes the
problem of social event detection from audio-visual
event detection discussed in section 4, where pro-
cessing and detection is performed on isolated con-
tent items (e.g., a single video at each time). Fig. 1b
gives an outline of major research directions in so-
cial event detection. Social events are dominant in
the content available in on-line social networks like
Facebook3, Twitter4, Google plus5, etc. As dis-
cussed above, social events are meant to happen in
a certain point in time and at a specific place. In
the literature, a more specific definition of a social
event describes a social activity or a phenomenon
that happened in real life at some point in time and
in specific place, either planned or abrupt. For ex-
ample, users in social networks tend to post updates
about their daily activities and news that include
social events such as athletic events, concerts, and
exhibitions, but also disastrous natural phenomena
like earthquakes, floods, and fires. However, since
a vast amount of messages (e.g., tweets or Face-
book posts) appear in social streams every minute,
identifying interesting social events, free of irrele-
vant information, is a challenging task. Some of the
challenges arising in building a useful social event
detection system associate with the amount of data
in social streams, the heterogeneity of possible so-
cial events, and the presence of fake or misleading

3https://www.facebook.com/
4https://twitter.com/
5https://plus.google.com/

content in them. The latter emerges as a particu-
larly crucial parameter, especially when the events
that need to be detected include dangerous or crit-
ical situations (e.g., in the case of an earthquake or
a fire). Social event detection systems are designed
to overcome the above challenges and discover real-
time event instances separated from the rest of the
noisy and often dominant in the social streams con-
tent.

A fundamental categorization of SED systems re-
lies on the media type used for extracting features.
Social event detection methods belong to one or
more of the following: a) methods based solely on
the textual information of social streams, b) meth-
ods that rely on visual information, such as im-
ages or videos, and c) methods that use meta-data
information such as tags geo-location. Text-based
detection systems, in the majority of related works,
rely on Natural Language Processing (NLP) tech-
niques, followed by some learning stage in order to
generate features like Latent Dirichlet Allocation
(LDA) [17] or Latent Semantic Indexing (LSI) [55].
On the other hand, visual-based detection systems
apply state-of-the-art techniques derived from the
field of computer vision and machine learning (see
Sect. 4.2).

Another dimension along which SED systems can
be categorized has to do with whether they use clas-
sification or clustering techniques. This depends,
to some extent, on the range of social events that
need to be detected in social streams. That is,
clustering-based approaches aim to detect mean-
ingful sets of media items in the streams in order
to cluster all content into a (non-fixed) number of
classes. In contrast, classification-based event de-
tection approaches try to decide on whether or not
a social event takes place. Furthermore, when the
number of events is known a priori, these techniques
can be applied to classify media into pre-specified
social event classes.

Finally, another categorization criterion for SED
systems is the nature of social events whose de-
tection is desired. That is, planned and abrupt
social events admit different detection algorithms,
since planned events have been scheduled before the
time they occur (e.g., athletic events, elections, ex-
hibitions), while abrupt events are defined as non-
scheduled events with no prior knowledge about the
time or place they occur (e.g., earthquakes, acci-
dents, fires). Due to this fact, abrupt social event
detection systems typically use the temporal infor-
mation in social streams by monitoring for abnor-
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mal topics or sudden bursts of a topic in them. On
the contrary, planned social event detection systems
often use scheduling information and features of the
event that are known beforehand, such as the sched-
uled time and venue/place of an event, the descrip-
tion provided by the organizers and/or users about
the event, etc.

The majority of the studies dealing with social
event detection use the textual information of social
streams and employ text-based analysis for build-
ing event detectors. Weng and Lee in [205] pro-
posed EDCoW (Event Detection with Clustering
of Wavelet-based Signals), a social event detection
system that generates a signal for each word in
a Twitter stream corpus and then applies wavelet
analysis in order to detect the signal’s bursts. Af-
ter filtering recurring bursts (using their autocorre-
lation), the signals are cross-correlated and clus-
tered using a graph partitioning of the resulting
cross-correlation matrix. Finally, a measurement
of the importance of each event is computed in or-
der to distinguish between big events and trivial
ones. Becker et al. [14] proposed a clustering ap-
proach for detecting social events in Flickr. They
aim to identify documents that refer to a specific
event given an amount of social media data. For
this, they proposed a discriminative representation
scheme that applied document similarity metrics in
order to cluster and detect events. For every input
document, they used the name of the user that cre-
ated the document, the title and the name of the
document, a short textual description that summa-
rizes the document content, a set of tags describ-
ing the document content, and time and the loca-
tion of the document publication. Subsequently,
they transformed their textual features into a TF-
IDF [112] weight vector and used cosine similarity
as a similarity metric. As a typical additional step,
they removed stop-words and applied stemming to
their textual features. Yin et al. [223] developed a
system for extracting situation awareness informa-
tion based on Twitter data. The proposed frame-
work detects bursts of words in the textual data,
by modeling the number of tweets using a bino-
mial distribution in order to estimate the number
of tweets that contain a specific word. If the ac-
tual number of word occurrences becomes higher
than the estimated number, then the word is char-
acterized as burst. Events of interest include de-
structions in infrastructure, such as roads, bridges,
railways, etc. To detect such events, the authors
trained SVMs and Naive Bayesian classifiers [65].

In order to detect important and emerging topics,
an online incremental clustering algorithm [14] was
also applied. In contrast to [14], the authors in [223]
used solely the Term Frequency-Inverse Document
Frequency (TF-IDF) vector from the tweet (uni-
modal approach).

Finally, Sakaki et al. [167] considered Twitter
users as “sensors” and tweets as “sensor informa-
tion”. They assumed that a user (sensor) detects
a target event and reports it in Twitter. Events
of interest in this work include earthquakes and ty-
phoons. The proposed model is constructed in three
steps: i) an SVM classifier decides on whether a
tweet is related to a specific social event or not,
ii) a temporal analysis of the tweets is performed
to estimate a waiting time for raising an alarm,
and iii) the location information of each tweet is
used to calculate an estimate of the earthquake
center or the trajectory of the typhoon. From
the above studies, Becker et al. [14], Weng and
Lee [205] used clustering-based approaches, while
Sakaki et al. [167], Yin et al. [223] employed classi-
fication techniques. Additionally, in [14, 205, 167,
223], events of interest include solely abrupt social
events, while in [14] detection of planned events is
also supported.

Further studies additionally exploit the visual in-
formation extracted from social streams for build-
ing SED systems. In [167], Sakaki et al. used visual
cues (images and videos) for deciding on whether
a tweet belongs to a specific social event, while
Petkos et al. [150] proposed a framework for the
event-based clustering of multimedia content from
social networks such as Flickr. The authors used a
multimodal approach (metadata information along
with visual descriptors) and defined the “same clus-
ter” relationships between samples of the dataset
by computing the similarities between all available
modalities. A classification stage is then introduced
in order to determine if a pair of images belongs to
the same event. Thus, the matrix of pairwise dis-
tances between items is transformed to a pairwise
similarity indicator matrix. k-means clustering is
then applied on this indicator matrix in order to
assign every image to an event. Both Sakaki et
al. [167] and Petkos et al. [150] used classification
techniques, while in [150] additionally used clus-
tering methods in their system. The detection of
both planned and abrupt social events is addressed
in [150], in contrast to [167] that is designed for
detecting solely abrupt events (e.g. earthquakes).

Finally, there are many works that use metadata
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information, such as geo-location tags, for facilitat-
ing event detection in social streams. Becker et
al. [14] used the names of the users that created
documents in Flickr, a set of tags describing the
document content, etc. Sakaki et al. [167] used loca-
tion information in Twitter, while Petkos et al. [150]
combined metadata information along with visual
descriptors. Finally, Rafailidis et al. [157] presented
a data-driven technique for social event detection.
In the latter work, the collected social multimedia
contained noisy metadata, with missing and possi-
bly erroneous values. To counter these data imple-
mentations, they built initial clusters from content
that contains spatial metadata, and they created
singleton events for content with missing spatial in-
formation. Subsequently, a single-pass procedure
was followed for clustering based on temporal in-
formation, and the anchored clusters (i.e., sets of
data with fixed spatio-temporal information) were
created. Then, the inter-correlations between an-
chored and singletons, or among singleton clusters,
are computed to merge them into clusters. The
inter-correlation between clusters is computed as
the aggregated similarity from the various available
modalities.

6. Event applications and evaluation activi-
ties

Event-based processing and analysis finds nu-
merous applications in the domain of multime-
dia. Video surveillance, multimedia organization
and video management are a few application do-
mains where Event-based processing and analysis
have been extensively used heretofore. News and
sports applications rely significantly these days in
event detection techniques, while Lifelogging and
healthcare-related applications have also attempted
to support and facilitate everyday life. Event visu-
alization applications have also been implemented
in order to allow navigation to a complex event, or
just alleviate information overload in human anal-
ysis systems. Finally, as social media become more
pervasive in on-line everyday life, social event detec-
tion applications draw increasing attention in the
multimedia community. Thus, since Event-based
processing and analysis systems are ubiquitous in
multimedia, their performance needs to be evalu-
ated in an open and fair way. To this end, a few
well-known benchmarking activities have been or-
ganized in recent years.

6.1. Event applications

Video surveillance is a challenging and time-
critical problem since it typically involves subtleties
that are readily understood by humans, but dif-
ficult to encode for machine learning approaches,
and can be complicated due to clutter in the en-
vironment, lighting, camera placement, traffic, etc.
Research efforts on multimedia event detection ap-
proaches for surveillance applications have recently
shown a significant increase. SanMiguel et al. [169]
used video event detection techniques using a list
of interactions between objects, which, along with
any other prior information concerning the context
of a scene where the event evolves are used for the
problem of video surveillance. In [39], Clavel et
al. proposed a surveillance system that uses audio
event detection. In the same direction, surveillance
system in [39, 85] used audio event detection tech-
niques for detecting gunshots in noisy environments
in order to facilitate their surveillance system. Joo
and Chellappa [101] proposed an event detection
application in order to recognize atomic events in
parking lot surveillance.

Event detection has recently gained significant
attention in multimedia organization and consumer
multimedia management. Dao et al. [46] addressed
the problem of associating personal image collec-
tions with events by analyzing the photo collec-
tion of an event as a whole, rather than looking
at individual images. The proposed method aims
at detecting event types such as graduation, wed-
ding, or different types of vacations and sports
events, which describe the collection. Moreover,
in [165], Ruocco and Ramampiaro dealt with the
problem of event-based organization of images that
are available in online photo-sharing applications
such as Flickr. They proposed a clustering ap-
proach, which takes into account textual annota-
tions as well time and geo-location metadata of
the images. Finally, Zigkolis et al. [228] presented
CrEve, a semi-automatic collaborative event anno-
tation framework for the event-based organization
of online images, which facilitates the annotation
process and increases the coverage of the generated
ground truth.

In the video domain, event-based techniques have
also been proposed for consumer video manage-
ment. Cricri et al. [42] exploited the readings of
auxiliary sensors (such as accelerometers and GPS
receivers, which are typically included in camera-
enabled devices), for detecting interesting events in
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user generated videos for the event-based organi-
zation of user-captured video content. They ex-
tracted high-level contextual information about the
recording activity, while they also exploited mul-
tiple audio-visual recordings of a common event
(e.g., music concerts), when available, to extract
additional event-related information such as regions
of interest in the videos. Furthermore, a health-
care event-based approach for detecting events in
the daily activities of seniors within their home
has been proposed in [34], where Cheng et al.
addressed the problem by introducing a subspace
Naive-Bayesian Mutual Information Maximization
(sNBMIM) algorithm. The presented senior home
activity recognition system was evaluated for eight
categories of everyday home events, such as sleep,
eat, wash.

Lifelogging is a user-controlled form of gather-
ing personal multimedia information using wearable
sensors in order to capture everyday activities [80].
The goal of lifelogging is to analyze a person’s ev-
eryday behavior and experiences in terms of events,
states, and relationships [200] in order to support
and facilitate everyday life. Events, as discrete and
repetitive activities, are defined as the unit of in-
teraction in a lifelogging system [200, 201]. A chal-
lenging problem in a lifelogging system is to detect
specific events after identifying first the boundaries
of them. In [200], the authors tackle this chal-
lenge by semantically enriching lifelog events and
creating semantic links between those descriptors
and other external knowledge. Wang et al. [201]
proposed an interestingness-based semantic aggre-
gation and representation algorithm, to tackle the
problem of event management and representation in
visual lifelogging. Semantic concept interestingness
is calculated by fusing image-level concepts which
are then exploited to select a representation for the
semantic event correlated to various event topics.
Finally, in [153], a lifelogging approach is employed
for therapeutic support to people suffering from de-
mentia in order to help them maintain or regain
cognition of their identity.

In the domain of journalism, Wang et al. [203]
proposed Eventory, an event driven media shar-
ing repository to facilitate community awareness.
Sayyadi et al. [170] studied event detection algo-
rithm for news-related retrieval systems. Moreover,
in [146], Pahal et al. proposed an ontology-driven
approach where any news event encodes a story re-
lated to some news topic within itself. These event
stories comprise of sequence of events or patterns

that occurred at some specific time and space. Spe-
cial attention have drawn event-based applications
concerning sports [113, 166, 204, 51].

As social media applications proliferate, an ever-
increasing amount of multimedia content available
on the Web is being created and, thus, effective
social event detection systems are in critical need.
Such applications relate to methods that can detect
event-related media and group them by the events
they illustrate or refer to. From the end user’s
perspective, finding digital content related to so-
cial events is challenging, requiring to search large
volumes of data, possibly at different sources and
sites [151, 161, 174, 45]. To this end, Iliakopoulou et
al. [86] proposed a multi-step multimedia retrieval
framework that collects relevant and diverse mul-
timedia content from multiple social media sources
given an input news story or event of interest. This
framework utilizes a query formulation method in
combination with relevance prediction. The query
formulation method relies on the construction of
a graph of keywords for generating refined queries
about the event/news story of interest based on the
results of a first-step high precision query. Rel-
evance prediction is based on supervised learning
using 12 features computed from the content (text,
visual) and social context (popularity, publication
time) of posted items.

There are also studies for visualizing multime-
dia events in order to permit navigation (through
space and/or time) to a complex event, or just al-
leviate information overload in human analysis sys-
tems. For instance, in [48], Deligiannidis et al.
proposed Semantic Event Tracker (SET), an inter-
active visualization tool for analyzing events in a
three-dimensional environment. The authors mod-
eled an event as an object that describes an action,
its location, time, and relations to other objects.
SET is capable of visualizing as well as navigating
through the event data in all three aspects of space,
time and theme. Temporal data is illustrated as a
3D multi-line in the 3D environment that connects
consecutive events. The line is marked with user-
selectable objects that represent the events being
visualized. Upon an events selection, SET informs
the user about semantically associated information
via voice commands. Then, upon the users verbal
command, SET can display semantically associated
media such as digital images, audio and/or video
clips. The system provides access to multi-source,
heterogeneous, multimedia data, and is capable of
visualizing events that contain geographic and time
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Event visualization
application

Dataset(s) Event types

Deligiannidis et al. [48]
ILocation and date/time information about hundreds of
terrorist events in 600km proximity of Zaragoza (2000-2002)

Terrorism-related events

Reinders et al. [160]

Tracking of features of the following types:
ISynthetic data (motion paths with hundreds of nodes)
IComputational fluid dynamics simulation with turbulent
vortex structures (100 frames)
INASA Ames Research Center data for the application
of flow past a tapered cylinder (400 frames)

In the context of a feature:
(i) Continuation

(ii) Birth and death
(iii) Entry and exit
(iv) Split and merge
(v) Unresolved event

Chung et al. [38]
ITucson Police Department’s (TPD) databases
(1.4 million incident records)

Crime incidents events

Table 3: Event visualization applications with datasets and event types descriptions
.

information. In a different direction, Reinders et
al. [160] proposed a method to analyze and visual-
ize time-dependent evolution of features in videos.
The task of the visualization method is to extract
the features from all frames, to determine the cor-
respondences between features in successive frames,
to detect significant events or stages in the evolu-
tion of the features, and, finally, to visualize the
results. Finally, in [38], Chung et al. proposed
a taxonomy of event visualization and presented
COPLINK Spatio-Temporal Visualizer (STV), an
event visualization tool integrates spatial, tempo-
ral, and aggregated data in order to support coordi-
nated visualization of crime events. The tool can be
used to summarize crime data, identify crime trends
and reveal criminals’ behavioral patterns. Table 3
gives an overview of the above event visualization
applications with respect to the utilized datasets
and the event types they support.

6.2. Evaluation activities

In the context of video event detection, the most
popular benchmarking activity is organized yearly
by TREC Video Retrieval Evaluation (TRECVID),
whose goal is to promote progress in content-based
exploitation of digital video via open, metrics-
based evaluation [145, 225, 18, 72]. Specifically,
in TRECVID Multimedia Event Detection (MED)
task, the goal is to detect high-level pre-specified
or ad-hoc events in a given set of videos. Such
high-level events include “Attempting a bike trick”,
“Tuning a musical instrument”, or “Horse riding
competition”, to name a few. Typically, a MED
dataset consists in hundreds of hours of videos.
Moreover, these videos belong to 20 pre-specified
(PS) events in years 2012-2015, while there are also
the so-called ad-hoc (AH) event classes (5 in 2012,
20 in 2013, and 10 in 2014-2015). Typical evalu-

ation metrics for measuring the performance of a
MED system are Mean Average Precision (MAP)
and Inferred MAP. Moreover, TRECVID bench-
marking activity includes Surveillance Event De-
tection (SED) [145] as a task, which aims at auto-
matically detection of observable events of interest
in surveillance videos. Such events in SED 2015
belong to two categories: (a) events that require
understanding of the articulated body motion of a
single person, such as “CellToEar”, “ObjectPut”,
and “Pointing”, and (b) events that can be revealed
by the moving trajectories of a single person, such
as “OpposingFlow” and “ElevatorNoEntry”. The
dataset used in SED 2015 task included approxi-
mately 100 hours of video. Normalized Detection
Cost Rate (NDCR), Minimum NDCR, and NDCR
at Target Operating Error Ratio (NDCR@TOER)
were used as evaluate metrics for assessing a SED
system’s performance.

Another major benchmarking activity in the
field of multimedia is MediaEval, which includes
the Synchronization of Multi-User Event Media
(SEM) [4, 41] task, which aims at aligning and
presenting of media galleries of different users in
a consistent way, so as to preserve the temporal
evolution of the event. This is a challenging prob-
lem considering that the time information attached
to some of the captured media may be wrong and
geolocation information may be missing. Datasets
used in this task include Tour De France 2014
(TDF14), NAMM Show 2015 (NAMM15), Salford
Test Shoot (SAL), and Spring Parti Salesiani 2015
(SPS15) [41], which consist in thousands of images,
hundreds of audio files and videos. The number of
events supported in this benchmarking activity are
in the magnitude of ten (e.g., 10 for SAL, 89 for
TDF14 datasets) for 2015 [41]. For evaluating the
performance of a SEM system, Jaccard index (JI)
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and the clustering F1 score were used.
Especially for detecting social events in multime-

dia, the Social Event Detection (SED) task [161]
of MediaEval, which has been organized between
2011 and 2014, has drawn the attention of the re-
search community recently [151, 152, 174]. The
datasets and event classes used in SED task in the
period between 2011 and 2014, are as follows. In
SED 2011, events were related to two categories:
(a) soccer matches in Barcelona and Rome, (b)
concerts in Paradiso and Parc del Forum; 73645
Flickr photos from five cities were used. In SED
2012, events were related to three categories: (a)
technical events (e.g., exhibitions) in Germany, (b)
soccer events in Hamburg and Madrid, (c) Indig-
nados movement events in Madrid; 167332 Flickr
photos from five cities were used. In SED 2013,
the task required (a) to cluster the given photo col-
lection, consisting in 57165 Instagram photos, into
eight event types or non-event, and (b) to attach
YouTube videos to the discovered events. In SED
2014, two datasets (362578 and 110541 images, re-
spectively, collected from Flickr) were used. For
both datasets, the actual image files and their meta-
data were available. Images were associated to dis-
tinct events in Last.fm6 and Upcoming7. Finally,
typical evaluation metrics for assessing the perfor-
mance of event detectors were the harmonic mean
of Precision and Recall (F-score), and the Normal-
ized Mutual Information (NMI).

7. Conclusions and future challenges

In this paper, we have conducted a comprehen-
sive analysis on an extensive set of event media
processing and analysis techniques. We have re-
viewed several event definitions, depending on the
complexity of events that are desired to be detected
in multimedia content, as well as various event rep-
resentation approaches that aspire to model events
in meaningful ways. We also discussed event de-
tection approaches in different media types, i.e.,
audio-, video-, and textual-based, and treated them
individually in terms of feature representation and
event inference. For the former, we discussed in
detail a plethora of various state-of-the-art feature
representation schemes, such as low-, intermediate-,
and high-level ones, exploiting audio, visual (static-

6http://www.last.fm/
7http://en.wikipedia.org/wiki/Upcoming

or motion-based), or textual information, in order
to exploit every piece of information that is avail-
able for the specific detection problem in hand.
Subsequently, we looked into event inference ap-
proaches that, given media representations, lead
to building event detectors. More particularly, in
this topic we discussed some typical state-of-the-
art event detection learning approaches, but also
more sophisticated ones that take thoroughly into
consideration the time-evolving nature of the prob-
lem; for instance, by employing concept vocabular-
ies and video attributes using external videos from
the Web, to name a few. Finally, we discussed
several issues that emerged because of particular
event detection application requirements, such as
video surveillance, multimedia organization, lifel-
ogging, etc, while we further discussed about pop-
ular benchmarking activities for different problem
of event detection in multimedia content, i.e., video
event detection, social event detection, etc.

Events are everywhere and almost any media can
be formalized as an event-based concept, e.g., im-
ages and audios are recorded in time, videos are
naturally space-time representations, objects are
enduring entities that extend across time just as
they do in space, etc. Therefore, media processing
and analysis can be seen as to be inherently event-
driven. With the increase of the multi-modality
awareness of the current new age of data (Big Mul-
timedia Data), where data is now considered to be
rather a spatio-temporal representation of informa-
tion (visual-audio-textual-temporal) than seen in-
dependently as a set of different modalities that
are merged together, event-based modeling became
naturally part of the processing chain. Although
significant progress has been made in this field and
connected areas, we can identify some specific prob-
lems that are still open issues.

The first challenge is the model gap. There are
many ways in conceptualizing the notion of event
in order to facilitate its processing with the exist-
ing machine tools. The research community has
contributed with many and of varying complexity
definitions of the notion of an event in the field of
multimedia. These definitions predominantly de-
termine both the model with which each category
of events is modeled, and the approaches followed
for processing and analyzing multimedia content in
order to build effective event processing and analy-
sis tools. Finding an optimal trade-off between an
event model’s complexity and its detection perfor-
mance remains a challenging open issue [173].
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The second challenge is the data dimensionality
and synchronization gap. As for the multimedia
processing, there are currently countless ways of
extracting meaningful information from the data,
such as those feature representation schemes stud-
ied in this survey for exploiting audio-visual and
textual information. Events are even more com-
plex, being often multi-dimensional entities, each of
the dimension being multi-modal itself. This raises,
apart from the problem of the curse of dimensional-
ity traditionally encountered for classification tasks,
the problem of synchronization between different
sources of information. This is still an open prob-
lem for which the research community continues to
direct its efforts towards [4, 41].

Finally, another problem, which is also the prob-
lem of any multimedia system, is the semantic gap,
i.e., the difference between the meaning that can
be inferred from the information automatically ex-
tracted from data and its actual, human-based, un-
derstanding. As for the previous gap, this is in-
herently amplified by the much higher complexity
of event data. To address this issue, the research
community has recently shown promising results
by employing Deep Convolutional Neural Networks
(DCNNs). For instance, Karpathy et al. [102] stud-
ied on how to extend the connectivity of a DCNN
in time domain in order to take advantage of local
spatio-temporal information.
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