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a b s t r a c t

In a total flow geothermal system, the two-phase turbine can generate output power and recover fresh
water for the water-deficient area. The performance of the two-phase turbine under various working
conditions is significantly affected by operation parameters of the geothermal system. This paper pre-
sented performance evaluation methods of two-phase turbines, including one-dimensional (1D) method,
two-dimensional (2D) method and three-dimensional (3D) method. The 1D method was a fast iteration
approach and could reflect average flow parameters along the impeller channel. The 2D method included
nonuniform effects in the rotational direction and the 3D method could derive the complete 3D flow in
the channel using CFD methods. The three models were validated with experimental results under
various rotational speeds. Compared with the 3D method, the 1D method and the 2D method could
significantly reduce computational time. The performance of the two-phase reaction turbine was eval-
uated under various working conditions. A correction method based on 1D and 3D results was proposed
to generate the performance map and evaluate the influence of operation parameters of the geothermal
system on the turbine performance. Proposed methods and analysis can be widely used in the design,
selection and operation of two-phase reaction turbines for various thermal systems.
© 2021 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Geothermal resource is a clean and environmentally friendly
sustainable energy, which can release the dependence of fossil fuels
and reduce the emission of greenhouse gas. Due to its reliability,
sustainability and high capacity factor [1], humans have a long
history of exploiting geothermal resources [2]. The technological
development of utilizing geothermal resources is crucial to the
widespread introduction of geothermal power plants. Up to date,
there are several ways of categorizing geothermal resources by
various aspects, such as the temperature of reservoirs [3,4], the
working fluid [5], geologic formations [6], the type of exploitation
[7], and so on. Among them, hydrothermal systems have attracted
extensive attention and studies.

Various thermodynamic cycles have been applied to hydro-
thermal systems, such as single-flash cycle, double-flash cycle, bi-
nary flash cycle, combined flash/binary cycle, Kalina cycle, and so
on [8,9]. Cerci [10] studied exergy destructions in an 11.4 MW SFC
Li), sham.rane@eng.ox.ac.uk (S. Ra
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geothermal power plant in Turkey. Ozcan and Gokcen [11]
concluded that the non-condensable gases were the most influ-
encing factor on the performance of the single-flash cycle
geothermal power plants. Zare and Palideh [12] used the thermo-
electric generator instead of turbines to generate power in a Kalina
cycle geothermal system. Acar and Arslan [13] stated that system
efficiency was increased by about 1% when solar energy was inte-
grated into the organic Rankine cycle geothermal system. Guzovi�c
et al. [14] developed a dual pressure organic Rankine cycle and
performed energy and exergy analysis for Velika Ciglena
geothermal power plant. However, introducing the organic Rankine
cycle into geothermal plants brings higher capital costs to the in-
vestment than flash cycles.

The trilateral cycle was first introduced to flash circles by Smith
[15] and could reduce the irreversible loss in the heat exchanger.
The trilateral cycle was similar to the conventional flash circle
except for the two-phase turbine. The inflow of the two-phase
turbine was subcooled liquid or two-phase mixture. Due to the
ne), Zhibin.Yu@glasgow.ac.uk (Z. Yu).
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depressurization process of the fluid, there was remarkable phase-
changing or flashing inside channels of two-phase turbines. How-
ever, conventional steam turbines or liquid turbines could not
operate as two-phase turbines required by the trilateral cycle.

Two-phase turbines could be used in many industrial systems,
such as oil and gas production [16], refrigeration [17e19],
geothermal power [20,21], and so on, and classified into the im-
pulse type and the reaction type. A two-phase impulse turbine
consisted of two-phase nozzles and impellers. In two-phase noz-
zles, the fluid pressure was reduced to the outlet pressure of the
turbine. Two-phase mixtures drove the impeller and generated
shaft power. Elliot and Weinberg [22,23] presented detailed
experimental studies about two-phase nozzles and rotors of the
two-phase impulse turbine under various working fluids. Comfort
and Beadle [20,24,25] measured a 20% efficiency single-stage two-
phase impulse turbine for geothermal energy and concluded design
considerations for two-phase turbines. Hays and Brasz [26,27]
described the design and performance of the two-phase impulse
turbine which was built in Manhattan. Cho et al. [19] investigated
experimentally the performance of a two-phase impulse turbine
used for air-conditioner and the total-to static efficiency of the
turbine was 15.7% using R134a as the working fluid. He et al. [18]
tested the performance of the twin-arc blade impeller using
hydrofluorocarbons. Li et al. [28] carried out the design method of
two-phase nozzles used for supercritical compressed air energy
storage system. Friction loss and two-phase slip friction loss limited
the peak efficiency of the two-phase impulse turbine.

A two-phase reaction turbine has a simple and reliable struc-
ture compared with the two-phase impulse turbine. Flow chan-
nels in the two-phase reaction turbine can be machined in a plate,
and the impeller of the two-phase reaction turbine can be
assembled directly on the shaft. There were several studies about
two-phase reaction turbines in the past. Akagawa et al. [29,30]
studied the performance of the two-phase nozzles and conducted
experimental research of the two-phase reaction turbine using
the air-water flow as the working fluid. In this paper, the inflow of
the two-phase reaction turbine is subcooled water, the outlet flow
of the two-phase turbine is vapour and liquid mixture, and the
steam is generated in the channel since the outlet pressure is
lower than the saturation pressure at the local temperature. Zhao
et al. [31] and Date et al. [32] presented experimental research of
the two-phase reaction turbine and stated the performance of the
turbine under various working conditions. In this paper, perfor-
mance evaluation methods were proposed based on one-
dimensional flow equations and the CFD methods. Rane and He
[33] presented the validation of mathematical models with
experimental results proposed by Date et al. [32]. Rane and He
[34] designed a novel geometry of the two-phase turbine using
the numerical methods proposed in Ref. [33]. Li et al. [21] carried
out a mean-line inverse design method for the two-phase reaction
turbine. However, the inverse design method and the corre-
sponding algorithm were only suitable for the design process and
could not be employed to predict the distribution pressure and
other flow parameters with the prescribed geometry.

In the two-phase reaction turbine, the erosion due to the
accelerated flashing flow can degrade the performance of the tur-
bine and even damage the impeller. The flashing erosion could
occur in valves or orifices [35], and at the throat of the impeller in
two-phase reaction turbines. The damage of the accelerated
flashing flow to the throat can be mitigated in two ways, by using
highly resistant materials or metal treatments, or by employing
replaceable throats. Although the flashing erosion is usually
referred to as “smooth” or “polished” [35,36], cavitation resistant
materials and techniques for dealing with cavitation erosion could
be applied for the flashing erosion, such as nickel-based cermet
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coatings [37], plasma and gaseous nitriding treatments [38,39]. If
the flashing erosion is limited strictly to the throat, the structure of
the throat can be designed as a replaceable component. For
example, Date et al. [40] designed several slots at different posi-
tions in the channel and inserted the orifice to study the effect of
the nozzle configuration on the performance of the two-phase re-
action turbine. In addition to the flashing erosion, the liquid
impingement erosion can appear on the walls of the channel
downstream the throat. The liquid impingement erosion can be
avoided or alleviated by optimizing the shape and the curvature of
the channel. It can be found that the erosion in the two-phase re-
action turbine is highly dependent on the design of the channel and
the performance evaluation of the impeller.

Few studies have been conducted about the performance eval-
uation of two-phase reaction turbines under various working
conditions due to difficulties in predicting rotating flashing flow.
Firstly, conventional evaluation methods are invalid for two-phase
reaction turbines because of the flashing in the channel of the
impeller. Secondly, thermal non-equilibrium effects, including the
slip, the temperature difference between phases and the liquid
attachment, make it difficult to evaluate the turbine performance.
Thirdly, flow parameters at the inlet and the outlet are determined
by the channel geometry and the flow process in the channel.
Fourthly, the solving process of conservation equations is difficult
to be converged because the vapour volume fraction increases
almost from zero in the flashing flow. Liao and Lucas [41] reviewed
the validation of various mathematical models for the simulation of
the flashing flow in converging-diverging nozzles, and concluded
that thermal phase change model could be more beneficial in
predicting the flashing inception under significant thermal non-
equilibrium effects. Rane and He [33,42] applied the thermal
phase change model to simulate the flashing flow in the two-phase
reaction turbine. There was the vapour layer generated on the wall
near the throat and liquid attachment on the pressure side due to
thermal non-equilibrium effects. Li et al. [21]. proposed one-
dimensional flashing flow equations to derive the geometry of
the impeller with the prescribed distribution of pressure and
relative flow angle, but the flow equations cannot be directly
applied to the performance evaluation of the two-phase reaction
turbine. Firstly, the divergence issues would arise in the algorithm,
if the passage area was directly replaced by the pressure. Secondly,
the algorithm could only be used under the design condition and
was not able to evaluate the impeller performance under various
working conditions. Thirdly, the method was a mean-line method
based on one-dimensional flow assumptions along the flow di-
rection and could not reflect the nonuniform effects in the rota-
tional direction, such as the liquid attachment and secondary flow
in the channel. Fourthly, the inverse designmethod cannot evaluate
the influence of the system under various working conditions on
the performance of two-phase reaction turbine.

In this paper, based on the mathematical models in the previous
mean-line inverse-design method [21] and CFD analysis [42], per-
formance evaluation methods and algorithms under various
working conditions were presented. The 1D method was based on
conservation equations and closure models for the two-phase flow
presented by Li et al. [21] and the corresponding solving algorithm
was proposed. The 2D approachwas similar to the 3Dmethod using
CFD methods proposed by Rane et al. [42]. The three methods were
validated using experimental results [32] and applied to evaluate
the turbine performance under various working conditions. Section
2 describes the geometrical model and working conditions. In
Section 3, mathematical models for the 1D and 2D/3D method are
presented and CFD results are validated with the published
experimental results. In Section 4, the performance of the two-
phase reaction turbine under various working conditions are
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discussed, and the influence of geothermal system parameters on
the turbine performance is analyzed.

2. System and prototype turbine

2.1. Geothermal system adopted

The trilateral flash system [43] utilizes the total-flow turbine to
convert the enthalpy of high-temperature liquid-dominated
geothermal water to shaft power of the turbine. The discharge data
of the geothermal fluid is from ‘LA-8’ heat source well in Aluto
Langano geothermal field [44]. The geothermal system is shown in
Fig. 1. The outflow from the production well may be the two-phase
mixture or subcooled water, depending on the wellhead pressure.
Yu et al. [43,45] discussed the influence of thewellhead pressure on
the performance of the geothermal system. Due to environment
and climate change, the wellhead pressure may be varied with
years [46]. In the previous studies, the turbine efficiency is assumed
to be a series of constants, and the performance of the turbine
included only the working condition. The inlet pressure, rotational
speed, inlet temperature and the inlet vapour volume fraction is of
high influence on the performance of the turbine.

2.2. Prototype turbine

The structure of the two-phase turbine is shown in Fig. 2(a). The
fluid from the production well flows into the impeller through a
horizontal pipe of the turbine. The flow is distributed into each
channel of the impeller and flashes into the two-phase mixture as
shown in Fig. 2(b). The liquid and the vapour is separated in the
casing of the turbine. The vapour leaves the turbine through the
vapour outlet pipe installed on the top of the casing, and the liquid
is discharged through the liquid outlet pipe installed at the bottom
of the shell. For an impeller, the number of the channel can be
chosen when the passage loss and the flow uniformity is consid-
ered. Fig. 2(c) and (d) show geometrical differences of impellers
between six channels and two channels under the same total mass
flow rate. If the number of the channel is too small, the large mass
flow per channel and the cross-section area of the channel could be
over large. The overlarge area can lead to dramatic changes in the
curvature of the pressure line and the suction line. As shown in
Fig. 2(d), because the mass flow per channel is much larger than
that in Fig. 2(c), curvatures of the pressure line and suction line vary
significantly along the flow direction. The excessive cross-section
area and the rapid curvature change will lead to the failure of the
performance evaluation method. However, the passage loss will be
too large if there are too many channels. In this paper, an impeller
with ten channels is studied.

The diagram of a single square-section channel is illustrated in
Fig. 3, which is the projection of the channel on the plane normal to
Fig. 1. Diagram of the total flow system [43].
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the rotation direction. The basic shape of the channel is constructed
by the center line, pressure line and suction line. The height of the
cross section of the channel is equal to the width which can be
derived by pressure line and suction line.

A mean-line inverse design method [21] is used to design the
prototype turbine for the geothermal application. The inverse
design method is different from the direct design method pre-
sented in the literature [32,33]. Using the inverse design method, a
prototype turbine (PT) is designed, and the shape of the impeller is
derived with the given pressure and blade angle distributions. The
algorithm for this inverse method is similar to the inverse process
of solving conservation equations. Parameters of the prototype
turbine are listed in Table 1.

The inlet radius of the center line is 45.0 mm, the outlet radius is
188.5 mm, and the outlet radius of the pressure line is 200.0 mm.
The geometry of the derived pressure line and suction line is shown
in Fig. 4. At the throat, the width of the throat is 4.1 mm, the radius
of the center line is 93.8 mm, the radius of the pressure line is
95.8 mm, and the radius of the suction line is 91.9 mm.

3. Methods and validation

3.1. One-dimensional model

3.1.1. Continuity, momentum and energy equations
An element for analyzing the one-dimensional flow is shown in

Fig. 5. It has one inlet, one outlet and four walls, including the
pressure side, the suction side, the top side and the bottom side.
Flow parameters and thermophysical properties are assumed to be
constant within the volume. Due to the rotation, the distribution of
the pressure is different across the pressure side and the suction
side. The pressure difference can be estimated approximately by
the force balance on the direction normal to the center line. The 1D
conservations and closure models are the same as the mathemat-
ical models presented by Li et al. [21].

There is no mass flux through the top side, the bottom side, the
pressure side and the suction side. The continuity equation is built
based on mass flux at the inlet and outlet, as illustrated in Equation
(1).

d½aArvWv þ ð1� aÞArlWl �
dL

¼ 0 (1)

The momentum equation is built based on the balance of the
force exerted on the element along the center line and can be
expressed as

d
h
aArvW

2
v þ ð1� aÞArlW2

l

i
dL

¼ �A
dP
dL

�A
�
dP
dL

�
f

þ A½arv þð1�aÞrl�U2R cos g (2)

According to the first law of thermodynamics, the energy
equation of the total flow can be derived as Equation (3) along the
center line. The velocity in turbomachinery is so high that the fluid
has no time to exchange heat with the surrounding [47]. The flow in
most turbines could be assumed to be adiabatic [48e51], but the
internal heat transfer in turbochargers and small gas turbines af-
fects the performance operating point of the turbocharger or gas
turbine [52]. The temperature difference in the two-phase turbine
is much lower than that in the turbocharger or gas turbine.
Furthermore, the flashing models were commonly assumed to be
adiabatic [53] and the flashing flow was often referred as the
adiabatic flash. Therefore, the heat flux across the walls of the
channel is neglected and the two-phase flow is assumed to be
adiabatic in this paper.



Fig. 2. The geometry model of the two-phase reaction turbine.

Fig. 3. Curves in a single channel.

Table 1
Parameters of the designed turbine.

Parameter Value

Inlet pressure 1.1 MPa
Inlet temperature 174 �C
Outlet pressure 0.1 MPa
Mass flow rate per impeller 5 kg/s
Number of channels per impeller 10
Number of impellers in the turbine 2
Rotational speed 2200 rpm

Fig. 4. The pressure line and suction line of a single channel.

Fig. 5. Element for one-dimensional analysis.
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dEmixture

dL
¼ �dPof

dL
(3)

with
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3.1.2. Force balance equation of vapour bubble
The slip between the liquid and the vapour can be derived as

Equation (5) based on the balance of the force exerted on a sphere
bubble along the center line. The increase of themomentum should
be balanced with the pressure reduction, centrifugal force and drag
force.

pD3

6
rvWv

dWv

dL
¼ �pD2

4
dP

dL=D
� pD2

8
CDðWv �WlÞjWv �Wlj

þ pD3

6
rvN

2R cos g (5)

with

D¼
�

6a
pDn

�1
3

(6)

Equation (5) should be implemented into Equation (2) to solve
the vapour velocity and the liquid velocity.
3.1.3. Phase-changing model
The flashing flow in the channel is caused by thermodynamic

and mechanical nonequilibrium. The thermal phase-changing
model has been validated with experimental results by Rane
et al. [54] for the two-phase reaction turbine. The interphase mass
flux can be modelled with Equation (7).

G¼Aia
Q

Hl � Hv
(7)

where Aia is the interfacial area density. The heat flux of a single
sphere bubble in the liquid is used to construct the thermodynamic
model of the flashing. The heat flux between the two-phase fluids is

Q ¼hintðTl � TvÞ (8)

where hint is the heat transfer coefficient and can be calculated
using Nusselt number. Wolfert [55] proposed a model to correlate
Nusselt number with thermodynamic and mechanical nonequi-
librium as

Nu ¼ 12
p

JaT þ 2

ffiffiffiffiffi
Pe
p

r
(9)

where JaT is Jacob number and Pe is Peclet number. They can be
evaluated using Equations (10) and (11).

JaT ¼
rlCplmaxðTl � Tsat ;0Þ

rgL
(10)

Pe¼DjVv � Vlj
gl

(11)
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3.1.4. Frictional pressure reduction model
There are several empirical equations [56,57] used to evaluate

the two-phase frictional pressure reduction in Equation (2). Many
of those equations only consider water and air mixture. However,
the correlation from Ref. [58] is suitable for a single component and
expressed as�
dP
dL

�
f
¼F

�
dP
dL

�
f ;lo

(12)

whereF is an empirical parameter used to evaluate the effect of the
two-phase flow. The detailed formula for F can be referenced to
Ref. [58].

3.2. Three-dimensional model

3.2.1. Continuity, momentum and energy equations
In a rotating reference frame system, the continuity equations

are written as

8>><
>>:

v

vt
ðarvÞ þ V,

�
arvW

.

v

�
¼ G

v
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�
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.

l

�
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where W
. ¼ V

.þ U
.

� r
.
. The momentum equations read as
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h
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U
.
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(14)

The energy equations are expressed by

8>>>>>><
>>>>>>:

v

vt
ðarvHvÞ þ V,

�
arvW

.

vHv

�
¼ V,ðafvVTvÞ þ Qint

v þ Qt
v

v

vt
½ð1� aÞrlHl � þ V,

�
ð1� aÞrlW

.

lHl

�
¼ V,½ð1� aÞflVTl �

þQint
l þ Qt

l

(15)

3.2.2. Turbulence model
In the converging section of the channel, the fluid is mainly



Fig. 6. Flow chart of the 1D method.
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composed of the liquid water and the flow speed is low. In the
diverging section, both the mixing process and separating process
350
of liquid and vapour exist, and the mixture flow velocity increases
significantly. The area of the throat is so narrow that the boundary
layer grid near the throat can be very thin. The turbulence model is
based on the k-ε and k-u models [59].

For the rotating reference frame system, the turbulence should
be modified using the empirical function. Detailed correction is
introduced in Ref. [60]. Although kinetic energy and dissipation of
turbulent energy are different between the vapour and the liquid,
the homogenous turbulent model is used in this paper.

3.2.3. Drag force equation on bubble
For a single bubble in the flow, the drag force in Equation (14)

can be derived as

F
.d

¼1
2
CDrljVv �VljðVv �VlÞAp (16)

where Ap is the projected area of the bubble in the flow. In the unit
volume, the drag force is

F
.d

¼ 3
4D

CDarljVv �VljðVv �VlÞ (17)

where D is the bubble diameter.
Vapour properties are set as saturation vapour properties using

the local pressure. Liquid properties are calculated by checking
IAPWS. The phase-changing model for the 1D model can be still
used for the 2D and 3D models.

3.3. Methods and algorithm

3.3.1. 1D method
The presented algorithm is shown in Fig. 6 and programmed in

Python. Given boundary conditions include inlet pressure, inlet
temperature, inlet volume fraction, rotational speed and outlet
pressure. In the 1D element, flow parameters at node iþ1 can be
solved using parameters at node i. The conservation equations are
solved with a coupled method.

The algorithm for solving 1D equations needs special concern.
Firstly, large error and severe numerical divergence may appear
near the inception point of the flashing, because the vapour volume
fraction increases from the minimum vapour volume fraction, and
strange values of vapour velocity can be derived if the vapour ve-
locity is solved directly from the momentum conservation equation
or the continuity equation. Secondly, there may be multiple solu-
tions during the solving process for the pressure. Thirdly, the
under-relaxation factor significantly affects the accuracy and
robustness of the algorithm, and the initialization field determines
whether the solving process is converged. Thus, in the presented
algorithm the vapour velocity is calculated indirectly by using the
derived liquid velocity and slip ratio, and the pressure is evaluated
using the liquid density. It should be noted that the pressure can
also be derived through rearranging the momentum conservation
equation and continuity equation.

Compared with the algorithm in the previous inverse design
method [21], programs for the centerline and inlet section are
unnecessary because the geometry of the channel has been pro-
vided. The passage area is a given parameter, and the pressure
needs to be solved, as shown in Fig. 7. Thus, modifications should be
made in many subprograms especially in evaluation program for
the pressure. The passage area is derived mainly using the conti-
nuity equation in the inverse design method. But in this paper, the
density is derived through the continuity equation and then the
corrected pressure is calculated using the saturation property of the
fluid. The sequence for solving discretized conservation equations



Fig. 7. Flow chart of the evaluation program for the vapour volume fraction.

Fig. 8. Flow chart of the evaluation program for slip-ratio.
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and closure equations should be also rearranged. The slip ratio is
solved after the passage area is determined in the inverse design
method, but it is calculated before the pressure is evaluated to avoid
the divergence of the algorithm in this algorithm. The initialization
Fig. 9. Flow chart of the evalua

351
affects the convergence remarkably in this algorithm, so the dis-
tribution of flow parameters obtained by the inverse-design
method is employed to initialize this algorithm.

In the evaluation program for the vapour volume fraction, the
tion program for pressure.
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phase-changing equation is mainly solved using the procedure
shown in Fig. 5. Firstly, thermophysical properties should be aver-
aged between computation nodes i and iþ1. Secondly, the velocity
at node iþ1 should be used to derive the slip velocity between the
two-phases. Thirdly, the temperature at node iþ1 should be used to
calculate the superheat of the liquid. Fourthly, the vapour volume
fraction at node iþ1 should be used to evaluate the mean bubble
diameter.

The procedure for calculating the slip ratio is shown in Fig. 8.
Firstly, the relative liquid velocity is evaluated using rearranged
momentum equation as illustrated in Equations (18) and (19).
Secondly, the relative vapour velocity is derived using the rear-
ranged slip equation as shown in Equation (20). Thirdly, the cor-
rected slip ratio is calculated.

The rearranged discretizedmomentum conservation equation is

W*
l;iþ1 ¼ 1

ml;iþ1

(
Mi �

"�
P0iþ1 � Pi

�
þ
�
dP
dL

�
f
dL

�U2Riþ1
2
dL rmcos giþ1

2

3
75Aiþ1

2
�mv;iþ1W

0
v;iþ1

9>=
>;

(18)

with

Mi ¼ml;iWl;i þmv;iWv;i (19)

It should be noted that there may be other ways for any variable
4, 4iþ1=2 means ð4i þ 4iþ1Þ=2.The rearranged discretized slip
equation is

W*
v;iþ1 ¼Wl;i þW*

l;iþ1 �Wv;i±2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi				P1 þP2 þP3
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(20)

with
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D2
iþ1

2
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(21)

The sign of Equation (20) is decided by the sign of ðP1 þ P2 þ
P3Þ=P4.

The corrected pressure is evaluated indirectly through the
continuity equation, as shown in Fig. 9. Firstly, the corrected liquid
density can be derived by rearranging continuity equation. Sec-
ondly, the corrected pressure is evaluated by checking the satura-
tion curve. The rearranged continuity equation is

r*l;iþ1 ¼
m� r0v;iþ1a

*
iþ1W

*
v;iþ1

W*
l;iþ1

�
1� a*iþ1

� (22)

Using the saturation data from IAPWS, the saturation curve can
be fitted as
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P¼ c0 þ c1 cosðrlwÞþ c2 sinðrlwÞþ c3 cosð2rlwÞ þ c4 sinð2rlwÞ
(23)

with c0 ¼ � 476:4, c1 ¼ � 9801, c2 ¼ � 1349, c3 ¼ 871,
c4 ¼ �4836 and w ¼ 0:004714: It should be noted that Equation
(23) can only be valid when the pressure is between 1 kPa and
1.5 MPa, and the unit of the derived pressure is kPa.

The corrected liquid temperature can be derived by solving the
energy conservation equation. The energy conservation equation
can be arranged as

T*l;iþ1 ¼ 1
Cpl;iþ1

2

2
4
�
Iv;i þ Il;i � Pof ;i � Iv;iþ1

�
ml;iþ1

�
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2

3
5þ Tl;i

(24)

with
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i

2

! (25)

where I is the rothalpy as illustrated in Ref. [61]. The friction loss
can be derived by using the frictional pressure reduction, which has
already been calculated in the evaluation program of slip-ratio.

The turbine performance, especially the output power, can be
evaluated by the pressure distribution on four boundaries of the
channel and the friction loss. The output power includes three
items as

Po ¼
Xn
i¼1

ToP;iþ1
2
UBN þ

Xn
i¼1

Tof ;iþ1
2
UBN þ TooutUBN (26)

where n is the total number of computational stations, BN is the
total number of channels, U is the rotational speed, Tof is the torque
caused by the two-phase flow friction, ToP is the torque caused by
the pressure, and To is the torque. The torque at the outlet can be
derived as

Toout ¼ ∬
Aout

Routðx; yÞsinjgðx; yÞjPoutdAðx; yÞ (27)

The pressure on the pressure line and the suction line can be
evaluated using the simple radial equilibrium principle by Li et al.
[21].The torque caused by the pressure can be calculated by
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2
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2
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2
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2
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2
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2

(28)

with



Fig. 10. Diagram of 2D flow and mesh for the 2D method.

Fig. 11. Geometry and mesh model for the 3D method.

Fig. 12. Performance of the impeller under different numbers of elements.
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The torque caused by the friction can be evaluated as

Tof ;iþ1
2
¼ Ff ;x;iþ1

2
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with
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The turbine efficiency is defined as ratio between the output
power of the impeller and the isentropic output power as shown in
Equation (32).
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h¼ Po

m
�
Hin � Hout

�� 100% (32)
3.3.2. 2D and 3D methods
The algorithms for 2D and 3D methods are the same, but the

mesh, boundary conditions and numerical settings are different.
The 2D geometrical model of the channel is shrunk from 3D ge-
ometry model using a scale factor in the span direction (z-direction
or height direction). To allow ANSYS CFX to eliminate the z-direc-
tion flow, there is only one layer of the mesh in the z-direction, and
both the top side and the bottom side are subject to the symmet-
rical boundary condition. The vector parallel tolerance is 2� to allow
curved symmetric surfaces and increases with the scale factor.
There is a balance between the accuracy and the convergence,



Fig. 13. Diagram of RMIT turbine [32,64,65].
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because a necessary vector parallel tolerance may reduce the ac-
curacy of 2D evaluation method.

In this paper, the Euler-Euler method is chosen to simulate the
flashing flow using ANSYS CFX. The thermophycial properties of the
vapour are calculated using IAPWS. The coupled algorithm is used
to increase the robustness of the simulation and can be referenced
to Ref. [60]. The liquid is the continuous phase while its vapour is
the dispersed phase. The mean bubble diameter should be changed
based on the local vapour volume fraction using Equation (6). The
bubble number density is set to be 5 � 107, which is validated by
Rane and He [33]. The turbulence model is homogenous k-u model
since it is suitable for bubbly flow according to the validation by
Ibrahim et al. [62]. The steady solver is used in the simulation with
the upper limit of the time scale factor 10�5 s. IAPWS IF97 is im-
ported to the simulation as well. The initial flow field is of signifi-
cant influence on the convergence of the solving process. Rane and
He [33] presented equations for the initialization. In this paper, the
initial pressure and the vapour volume fraction are given by the 1D
results. The rotational speed of the computation domain increases
from zero to the designed rotational speed with growing iteration
step of the simulation.
3.3.3. Geometrical models and mesh size independence in 2D and
3D methods

In the 2D method, the flow on the relative flow stream surface
S1 is predicted while the flow on the stream surface S2 is uniform
based on the general 3D fluid dynamics in turbomachinery
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proposed by Wu [63], as illustrated in Fig. 10(a). There is only one
element in the z-direction as shown in Fig. 10(b). The scale factor in
the z-direction tz is 0.04, and the mass flow rate and the torque
obtained by the 2D model should be scaled based on the scale
factor.

The geometrical model for the 3D method is one-tenth of the
whole channel to reduce the computation cost, as shown in
Fig.11(a). ICEM is used to generate the structural mesh as illustrated
in Fig. 11(b). A periodic boundary conditions is imposed in the inlet
tube of the impeller. The first distance from the wall in the flow
channel is 0.1 mm and the growth rate is 1.2.

The performance of the turbine includes the flow rate, the
output power, and the pressure difference. The mesh dependency
of the channel is studied as illustrated in Fig. 12. The result shows
that in the current settings the performance of the turbine is not
sensitive to the amount of the mesh. In this paper, the total number
of the mesh is chosen as 179 k.
3.4. Validation of the methods with experimental results

Experimental results of a two-phase reaction turbine (the tur-
bine is named RMIT turbine and its impeller is named as RMIT
impeller) was published by Date et al. [32], and the detailed
structure of the turbine was presented by Khaghani [64] as shown
in Fig. 13(a). The inflow of Date's turbine flows into a hollow shaft
and is guided into the impeller. The two-phase outflow leaves the
impeller into the case of the turbine. Gaps between rotational parts



Fig. 14. Comparison of thermophysical properties between the water and the brine with 3% NaCl.

Fig. 15. Geometry model and performance of RMIT impeller's impeller.
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and stationary parts are sealed by mechanical seals [65], as shown
in Fig. 13(b). Thus, the flow rate through gaps is neglected in the
simulation due to the low leakage. However, the usage of the me-
chanical seal brings additional friction loss to the turbine. Date et al.
[40] monitored deceleration rate of the turbine after stopping the
feed water supply and derived the output power of the shaft while
the frictional loss of the mechanical seal and bearings was deduced.

The performance of the two-phase turbine varies with the salt
content. In the previous experiment, the inflow is the saltwater and
contains 3% NaCl. Thermophysical properties vary with the salt
content in the NaCleH2O mixture, including the saturation
355
pressure, the density, the viscosity, and so on. The relationship
between the saturation pressure and the salt content can be illus-
trated in Equation (33).

Pbrine ¼ aPwater (33)

where Pwater is the saturation pressure for the water, Pbrine is the
saturation pressure for the brine, and the coefficient a in Equation
(33) decreases as the salt content increases and can be fitted as
Equation (34) using the published data [66] when the temperature
varies from 110 �C to 330 �C.



Fig. 16. Diagram of the cross-section for 2D simulation and 3D simulation.
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a¼ � 1:129c2 � 0:5384cþ 0:995 (34)

where c is the salt content. If c is 0.03, a is 0.9778. The saturation
pressure of the brine and the water can be illustrated in Fig. 14(a).
The deviation of the saturation pressure between the 3% NaCl
mixture and the water increases with the temperature and is
34.5 kPawhen the temperature is 200 �C. The liquid brine density is
higher than the liquid water density and the deviation of the liquid
density between the brine and the water increases with the salt
content. Using the published data [66], the maximum deviation of
the liquid density is 48.34 kg/m3 in Fig. 14(b), the maximum de-
viation of the vapour density is 0.17 kg/m3 in Fig. 14(c), and the
maximum deviation of the liquid enthalpy is 1.24 kJ/kg in Fig. 14(d),
if the temperature varies between 110 �C and 200 �C. Thus, in this
paper, the water has been chosen as the working fluid in the
simulation for simplicity, because deviations of thermophysical
properties are not significant within the temperature range
studied.

There are several geometrical differences between the RMIT
impeller and the prototype turbine's impeller of this research.
Firstly, the RMIT impeller has two channels and the prototype
turbine's impeller has ten channels. Secondly, the cross-section
normal to the center line of the RMIT impeller is circle and the
prototype turbine's impeller has a square channel, as shown in
Figs. 11(a) and Figure 15(b). Thirdly, the RMIT impeller has an outlet
section which is the extension of the main channel, and the pro-
totype turbine's impeller doesn't have a similar outlet section.
Fourthly, RMIT impeller has two parts which are symmetric by
z ¼ 0 mm plane. The two parts are assembled into the impeller by
several bolts. The prototype turbine's impeller has a whole channel
which is manufactured using the 3D printing technique. Fifthly, the
Fig. 17. Geometry model and perfor
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RMIT impeller and the prototype turbine's impeller have different
geometry and working conditions. However, mathematical models
and parameters for the three models are suitable for both the RMIT
impeller and the prototype turbine's impeller. The 1D model and
2D model are established based on the rectangle cross-section. If
the 1D model and 2D model are applied to the RMIT impeller, the
area calculation and the evaluation program of the output power
should be modified. For the 2D geometry model, the cross-section
of the channel is rectangle as illustrated in Fig. 15(a).

The height of the channel along the center line in the 2D model
is equal to the distribution of the scaled radius in the 3Dmodel. The
flow rate obtained by the 2D model should be corrected using the
scale factor tZ and the area factor, which is the area ratio between
the rectangle and the circle. The output power obtained by the 2D
model is modified using the scale factor tZ and the shape factor tS.
For either 2D or 3D simulation, the output power of the channel can
be divided into three parts as

Po¼ PoPSþSS þ PoTSþBS þ PoOutlet (35)

where PoOutlet ¼ 0 because the outlet of the impeller has a constant
radius. Thus, it can be found that the output power is strongly
affected by the geometry of the pressure side, suction side, top side
and bottom side. The shape factor should be derived using the
relationship between the 2D and 3D geometry.

The 2D output power derived directly is not the 3D output po-
wer since the cross-section is different between the 2D and the 3D.
The geometry of the 2D is a rectangle, as shown in Fig. 16(a). For 2D
simulation, the width of the cross-section Z is equal to that of 3D
cross-section. The height of the 2D cross-section is equal to ZtZ . In
order to correlate the 2D output power to the 3D output power, the
2D rectangular cross-section is firstly scaled to the 3D square cross-
mance of the RMIT's impeller.



Fig. 18. Contours of the vapour volume fraction in cross-sections
(c)-(f): Left side is the suction side and the right side is the pressure side.
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section shown in Fig. 16(b), then reshaped from the 3D square to
the 3D circle, as shown in Fig. 16(c).

To evaluate the shape factor, the pressure in the width direction
is assumed to be approximately linear distributed, as shown in
Fig. 16(a). Thus, the pressure on the pressure side and the suction
side is P þ ðvP =vrÞZ=2 and P� ðvP =vrÞZ=2, separately. The output
power for the 3D square can be derived approximately as

Po3Dsquare ¼
Po2Drectangle

tZ
(36)

For an element with the length dL and the 3D square cross-
section, if the width of the element is far less than the radius of
the center of the element, the torque on the pressure side and
suction side caused by the pressure can be derived approximately
as

�
To3Dsquare

�PSþSS ¼
�
vP
vr

�
Z2dLBN (37)
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The torque on the top side and bottom side caused by the
pressure can be derived approximately as

�
To3Dsquare

�TSþBS¼ PZ
vZ
vL

dLBN (38)

For an element with the length dL and the 3D circle cross-
section, the torque on the pressure side and suction side caused
by the pressure can be derived approximately as

�
To3Dcircle

�PSþSS ¼p

4

�
vP
vr

�
Z2dLBN (39)

The torque on the top side and bottom side caused by the
pressure can be derived approximately as

�
To3Dcircle

�TSþBS ¼p

4
PZ

vZ
vL

dLBN (40)

The relationship of the output power between the 3D square
and the 3D circle can be derived as



Table 3
Performance of the impeller using 1D, 2D, and 3D methods under the design
condition.

Parameters 1D 2D 3D

Pin (kPa) 1100 1100 1100

Tin (�C) 174 174 174

Pout (kPa) 101 101 101
m (kg/s) 5.00 6.31 5.22
N (rpm) 2200 2200 2200
aout 0.992 0.990 0.988

Xgout 0.070 0.080 0.081

Wout
l (m/s) 116.2 143.5 117.1

Wout
v (m/s) 118.7 133.1 125.2

To (N∙m) 4.55 7.44 4.97
Po (kW) 10.5 17.2 11.5
PoPSþSS (kW) e 31.0 27.1

PoPSþSS
p (kW) 30.4 32.2 31.5

PoPSþSS
f (kW) e �1.2 �4.4

PoTSþBS (kW) e 11.0 9.2

PoTSþBS
p (kW) 10.7 11.0 11.0

PoTSþBS
f (kW) e 0 �1.8

h (%) 7.20 11.82 7.90
CPU time (hours) 0.002 20 1500

Fig. 19. Relative errors of performance parameters.
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Po3Dcricle ¼
p

4
Po3Dsquare (41)

Thus, the shape factor is p/4.
The comparison between the experiment and the evaluated

performance of the three models is illustrated in Fig. 17. Rane and
He [33,54] suggested that proper bubble density number (5 � 107)
and thermal phase changing model (Wolfert model [55]) through
comparing Date's experimental results [32]. The mass flow rate
obtained by the 1Dmodel agrees with experimental results and the
3Dmodel, but themass flow rate obtained by the 2Dmodel is much
higher than other results. However, the output power obtained by
the output power can agree with experimental results and the 3D
model. The 1D model cannot be applied to the evaluation of the
RMIT impeller's output power because the simple radial
358
equilibrium cannot be used to evaluate the pressure on the pres-
sure line and suction line of the RMIT impeller. Therefore, the 1D
model has benefit in reducing the CPU time and predicting the
mass flow rate. Although there is large deviation of the mass flow
rate between the 2D model and other models, the 2D model can
predict the output power with the least deviation between the
model and experimental results. Compared with the 3D model, the
CPU hours cost by the 2D model is much less than the 3D model.
Thus, the combination of the 1D model and the 2D model can be
used for fast evaluation of the RMIT impeller's performance.

The disagreement of the mass flow rate between the 2Dmethod
and the 3D method can be attributed to the boundary effect near
the top side and the bottom side. The cross-section of the 2D
channel is rectangular as shown in Fig. 18(a), while the cross-
section of the 3D channel is circular as shown in Fig. 18(b). Since
there is only one layer in the z-direction and both the top side and
the bottom side are symmetric boundaries, wall effects of the top
side and the bottom side cannot be included in the 2D method. As
shown in Fig. 18(c), the vapour is generated near the pressure side
and the suction side. But in Fig. 18(d), there is a thin vapour ring
generated on the wall. As shown in Fig. 18(f), there is liquid
attached on the pressure side in the 3D method and there is also
liquid tending to move towards the suction side. However, as
shown in Fig. 18(e), wall effects of the top side and the bottom side
cannot be evaluated in the 2D method. Thus, a much higher mass
flow rate is derived in the 2D method than the 3D method.
4. Performance evaluation and flow details

4.1. Performance of the impeller at design condition

The total performance of the impeller under the design condi-
tion was evaluated by 1D, 2D and 3D methods and listed in Table 3.
The consumed time of 1D is much less than 2D and 3D. The 3D
method takes 75 times CPU hours of the 2D method and 750,000
times CPU hours of the 1D method. The huge reduction in the CPU
time required shows the advantage of the 1D method. The turbine
efficiency is defined by Equation (32).

Since the leakage loss and the frictional loss is significantly
affected by the structure of the turbine and types of seals and
bearings, the loss of the output power only contains the passage
loss in the performance evaluation. However, it should be noted
that the measured output power should be less than the output
power evaluated in the paper, because the disk friction loss and the
frictional losses caused by seals and bearings are not included in
this paper. Reasonable evaluation methods of all friction losses for
two-phase turbines need further investigation and validation. In
this paper, the passage loss is the two-phase frictional pressure
reduction for the 1D method, and it can be derived using the
viscous stress of the fluid at the walls.

The loss of output power is evaluated using the two-phase
frictional pressure reduction in the 1D method. For the 3D
method, the total output power can be calculated by

Po¼ PoPSþSS
p þ PoPSþSS

f þ PoTSþBS
p þ PoTSþBS

f þ PoOutletp (42)

with8<
: PoP ¼ ∬ Pn

.
, r
.
dA

Pof ¼ ∬ F
.
, v
.dA� ∬ Pn

.
, r
.
dA

(43)

The relative errors of 1D or 2D performance parameters
compared with 3D in Table 3 are illustrated in Fig. 19. The relative
error of the mass flow rate between 1D result and the 3D result is



Fig. 20. Performance parameters under various rotational speeds.
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4.2%, but 2D to 3D error is 20.9%. Because in the 2D method
boundary conditions on the top side and the bottom side are
symmetrical surfaces, the mass flow rate deduction caused by the
viscous effect on the top side and the bottom side is not included,
and the 2Dmethod predicts a highermass flow rate than 1D and 3D
methods. For the same reason, the 2D method leads to faster
relative velocities than 1D and 3D methods. The 2D method also
predicts a higher total output power, because 2D cannot take the
359
frictional power on the top side and the bottom side into account.
However, the 2D method has a benefit in predicting the output
power caused by the pressure Pop across the walls of the channel,
because it can include nonuniform effects in the circumferential
direction. The relative error of the 2D method in the power is 2.2%.
The ability to predict circumferential flow shows that the 2D
method can be implemented into the 1Dmethod to reduce the time
required by the 3D method.



Fig. 21. Performance parameters under inlet pressure.
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4.2. Influences of various factors

4.2.1. Rotational speed
In combined geothermal systems, the mass flow rate may have

to be changed according to requirements from the integrated sys-
tem and geological environments. An easy way to vary the mass
flow rate of the two-phase turbine is to change the rotational speed
of the two-phase turbine. The performance of the turbine under
various rotational speed is important for optimizing system
360
parameters of the trilateral flash geothermal system or other in-
tegrated geothermal systems.

The performance of the impeller under various rotational
speeds is shown in Fig. 20. The inlet pressure Pin, inlet temperature
Tin and outlet pressure Pout are the same as those under the design
working condition. As shown in Fig. 20(a), the mass flow rate m
increases with the rotational speed N. The 1D method un-
derestimates the flow rate compared with the 3D method. The
deviation between 1D and 3D increases with N. The 2D method
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overpredicts m because the 2D method cannot include the viscous
effect on the top side and the bottom side. Compared with the 3D
method, the deviation between 2D and 3D is constant.

As illustrated in Fig. 20(b), the output power Po increases with
rotational speed. Po derived from the 1D method is lower than the
3D method. There is a certain deviation between the 1D method
and the 3D method which is caused by the empirical correlation of
the two-phase frictional pressure reduction. The deviation reaches
the lowest at 80% of the design rotational speed and increases with
Fig. 22. Performance parameters under various work
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the rotational speed from 1760 rpm to 3080 rpm. The 2D method
overpredicts Po compared with the 3D method. The deviation be-
tween 2D and 3D increases remarkably with N.

The turbine efficiency h is defined by Equation (32) and in-
creases with N as shown in Fig. 20(c). The turbine efficiency
calculated by the 1D method is the lowest among the three
methods. The deviation between the 1D and 3D method reaches
the lowest at 1760 rpm.

The outlet vapour mass fraction Xgout is averaged on the outlet
ing conditions under various inlet temperatures.
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boundary using the mass flow rate and decreases with N, as illus-
trated in Fig. 20(d). The 1D method underestimates Xgout ranging
from 0.067 to 0.071. Xgout derived by the 2Dmethod agreeswith the
3D method. The deviation between 2D and 3D is the lowest at
1540 rpm.

As shown in Fig. 20(e), the output power caused by the pressure
Pop is consistent among the three methods, while there is a certain
deviation between 1D and 3D, and the deviation increases with
flow rate. Since the 2D method cannot include the viscous effect on
the top side and the bottom side, the output power caused by the
friction Pof is much higher than 3D. Pof predicted by the1D method
agrees with the 3D method, as illustrated in Fig. 20(f).
4.2.2. Inlet pressure
The wellhead pressure can also vary with time due to geological

factors in enhanced geothermal systems. The wellhead pressure is
almost equal to the inlet pressure of the turbine if the pressure
reduction in pipes and heat exchangers is neglected. The inlet
pressure of the impeller affects thermophysical properties, the
pressure difference between the inlet and outlet of the impeller,
subcooling degree at the inlet, and so on. If the outlet boundary
condition is fixed to the design condition and the inlet temperature
is the design temperature, the performance of the impeller is varied
with the inlet pressure as illustrated in Fig. 21.

As shown in Fig. 21(a), m increases with Pin, the 1D method
underpredicts m if Pin is higher than 900 kPa, and the deviation
between 1D and 3Dmethod increases with Pin. When Pin is 900 kPa,
the deviation is 0.5%; when Pin is 1300 kPa, the deviation is 6.7%.
The 2D method overestimatesm and the deviation between the 2D
method and the 3D method is about 20%. The 2D method has a
limitation on the predictions under various inlet pressures, since it
has convergence problems if the inlet pressure Pin is less than
1100 kPa. There is strong non-physical phenomenon (for example,
extremely high Mach number) and unsteady flow (such as bubble
breakage and droplets coalescence) near the throat of the channel
in the 2D simulation. As Pin decreases, the subcooling degree of the
fluid is reduced and the vaporization near the throat becomes more
dramatic. Due to lacking the wall effects of the top side and the
bottom side, the 2D method overestimates the mass flow rate and
the velocity inside the channel. Therefore, extreme high relative
velocity is predicted in the 2D simulation, and the phase-changing
process near the throat is affected significantly by the high velocity.
The result is that the 2Dmethod cannot get converged if Pin is lower
than 1100 kPa.

In Fig. 21(b), Po increases with Pin, the 1D method underpredicts
Po if Pin is higher than 900 kPa, and the deviation between 1D and
3D method increases with Pin. The 2D method overestimates Po
with over 20% deviation.

In Fig. 21(c), the turbine efficiency h increases with Pin and the
Fig. 23. The pressure distribution and contou
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1D method can predict h with less than 2% deviation. In Fig. 21(d),
Xgout decreases with Pin because the subcooling degree at the inlet
increases with Pin. The 1D method underpredicts Xgout compared
with the 3D method. The 2D method can predict Xgout with less
than 2.7% deviation.

As shown in Fig. 21(e), Pop agrees with each other among the
three methods, although there is a certain deviation between 1D
and 3D. Pof obtained by 3D method is almost constant and varies
between �5.7 kW and �6.2 kW. The deviation between 1D and 3D
method reaches the lowest when Pin is 1100 kPa. The 2D method
underpredicts Pof and varies between �1.2 kW and �1.4 kW as
shown in Fig. 21(f).
4.2.3. Inlet temperature
The inlet temperature of the impeller determines the subcooling

degree of the inflow liquid. The saturation temperature for the
inflow at the inlet pressure is 184 �C. Under the design condition,
the subcooling degree is 10 �C which can ensure that there is no
flashing at the entrance to the channel. During the start/end phase
in the real operation, the inlet temperature may vary with time. In
addition, the wellhead temperature may also vary with season or
year. The performance of the turbine may be significantly influ-
enced by the varying temperature. The flashing inception point is
also varied with the inlet temperature. Fig. 22 illustrates the rela-
tionship between the inlet temperature and the performance of the
impeller at the design inlet pressure and the design outlet pressure.
The range of the inlet temperature is between 134 �C and 184 �C.

In Fig. 22(a), the mass flow rate m decreases as the inlet tem-
perature Tin increases. In other words, m increases with inlet sub-
cooling degree. The 2D method overestimates m over the entire
range of Tin. If Tin is lower than 174 �C, the 1Dmethod overestimates
m. If Tin is higher than 174 �C, the 1D method underpredicts m.

In Fig. 22(b), Po obtained by the 3D method increases with Tin if
Tin is lower than 164 �C. The 2D method overestimates Po, and the
1D method underpredicts Po. If Tin varies between 144 �C and
184 �C, the deviation between the 1Dmethod and the 3Dmethod is
lower than that between the 2D method and the 3D method.

In Fig. 22(c), the maximum turbine efficiency h obtained by the
3D method is 9.7% when Tin is 154 �C, and the 2D method over-
estimates h. If Tin is lower than 174 �C, the 1Dmethod underpredicts
h. The deviation of the 1D method reaches the lowest when Tin

varies between 174 �C and 184 �C. In Fig. 22(d), Xgout increases with
Tin and the deviation between the 2Dmethod and the 3Dmethod is
lower than that between the 1D method and the 3D method. At
174 �C, the deviation of the 2D method reaches the lowest value.

In Fig. 22(e), Pop obtained by the 2D method agrees with the 3D
method, but the 1D method derives almost constant Pop at various
Tin. In Fig. 22(f), the 2D method underpredicts Pof and the 1D
method overestimates Pof if Tin is lower than 174 �C. Pop is
rs of vapour volume fraction at 184 �C.



Fig. 24. Performance parameters under various working conditions under various inlet volume fractions.

Table 4
Boundary conditions for the two-phase reaction turbine in Section 4.2.1 and 4.2.2

Sections Fixed boundaries Variable boundary

Section 4.2.1 Design inlet pressure, design inlet temperature, design inlet vapour volume fraction, design outlet pressure Rotational speed
Section 4.2.2 Design inlet temperature, design inlet vapour volume fraction, design outlet pressure, design rotational speed Inlet pressure
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determined by the distribution of the pressure and the geometry of
the pressure side and suction side. The pressure distribution on the
pressure side and the suction side obtained by the 1D method is
363
derived by the pressure gradient on the normal direction. The
significant variation of the output power in Fig. 22(e) obtained by
the 2D/3D method is caused by the non-equilibrium effect on the



Fig. 25. Original and corrected performance using the 1D method compared with the 3D method.
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rotation direction. As illustrated in Fig. 23(a), the pressure distri-
bution on the suction side obtained by the 1D method deviates
from the pressure obtained by the 1D method while the pressure
on the pressure side and the averaged pressure on cross-sections
obtained by the 3D method agree with the 1D method. Because
the pressure on the suction side obtained by the 1D method is
derived using the simple radial equilibrium equation, it indicates
that there are strong non-equilibrium effects near the suction side.
As shown in Fig. 23(b), the flashing inception point on the suction
side is in front of the inception point on the pressure side, and the
vapour layer is much longer on the suction side than the pressure
side. Therefore, due to the non-equilibrium effect of the nucleation,
the pressure on the suction side obtained by the 2D/3D method is
364
much lower than that obtained by the 1Dmethod, and Pop obtained
by the 2D/3D method deviates from the 1D method as shown in
Fig. 22(e).

4.2.4. Inlet vapour volume fraction
The outflow from the wellhead may be subcooled liquid, over-

heated vapour, and liquid-vapour mixture. If the two-mixture
drives the turbine directly, the influence of the inlet vapour vol-
ume fraction on the performance of the turbine is shown in Fig. 24.
All other boundary conditions are the samewith design parameters
except the inlet temperature and the inlet vapour volume fraction.
The inlet temperature is the saturation temperature. Both the 1D
and the 2D method cannot get converged when the inlet vapour



Fig. 27. Mass flow rate of ‘LA-8’ under various inlet pressures [44,67].
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volume fraction is higher than 0.8.
In Fig. 24(a), m obtained by the 3D method decreases as ain in-

creases. But the 1D method predicts almost constant value, and the
deviation between the 1D method and the 3D method increases
with ain. The 2D method agrees with the 3D method if ain is lower
than 0.6. In Fig. 24(b), Po decreases as ain increases if ain is lower
than 0.5. The 2D method agrees with the 3D method if ain is higher
than 0.1. The 1D method overestimates the output power.

In Fig. 24(c), the turbine efficiency h obtained by the 3D method
decreases as ain increases if ain is lower than 0.5. When ain is higher
than 0.7, h increases with ain significantly. The 2D method agrees
with the 3D method if ain is higher than 0.1. In Fig. 24(d), Xgout

obtained by the 3D method increases with ain if ain is lower than
0.4. The 1D method underpredicts Xgout, but the 2D method agrees
with the 3D method if ain is lower than 0.7.

As shown in Fig. 24(e), Pop obtained by the 3Dmethod decreases
as ain increases if ain is lower than 0.7. The 1D method over-
estimates Pop, but the 2D method agrees with the 3D method. In
Fig. 24(f), Pof obtained by the 3D method varies between �5.5 kW
and�7.1 kW. The 2Dmethod underpredicts Pof, and the 1Dmethod
agrees with the 3D method if ain is lower than 0.4.
4.3. Integration with the geothermal system

4.3.1. Performance map
The performance of the impeller has been evaluated under

various inlet pressures or rotational speeds in previous sections,
and the 1D method agrees well with the 3D method. Boundary
conditions at various rotational speeds and inlet pressures are lis-
ted in Table 4. It can be found that those working conditions are not
sufficient to generate the performance map, which represents the
performance of the impeller if both the inlet pressure and the
rotational speed are changed. Using the 3D method, the perfor-
mance map of the impeller can be evaluated certainly, but it will
cost a mass of computational resources. Using the 1D method can
reduce the requirement of computational effort. However, there is a
certain deviation between 1D and 3D method, which increases
with the rotational speed and the inlet pressure in previous
sections.

Fig. 25(a) shows the performance map using the 1Dmethod and
the deviation between 1D and 3D method under several selected
Fig. 26. The performance map of the impeller.

365
working conditions. The deviation of the mass flow rate can be
evaluated using Equation (44).

εmðN; PÞ¼m3DðN; PÞ �m1DðN; PÞ
m1DðN; PÞ

(44)

If the deviation has been already known, the corrected 1D mass
Fig. 28. Performance of the turbine under the wellhead condition.



Fig. 29. Distribution of the pressure and the vapour volume fraction.
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flow rate can be derived as

m*
1DðN; PÞ¼ ½1þ εmðN; PÞ�m1DðN; PÞ (45)

Using the data in Figs. 13 and 14, the deviation of the mass flow
rate can be fitted using the following equation

ε
*
mðN; PÞ¼ lm1N

2 þ lm2Nþ lm3P
2 þ lm4P þ lm5 (46)

with lm1 ¼ � 1:047� 10�9, lm2 ¼ 3:813� 10�5, lm3 ¼ � 2:752�
10�7, lm4 ¼ 7:907� 10�4 and lm5 ¼ � 0:5711.

The corrected 1D mass flow rate can be evaluated using Equa-
tion (45) if the deviation is replaced with Equation (46). As shown
in Fig. 25(b), the deviation of the mass flow rate has been largely
reduced.

The same method can also be applied to fit the deviation of the
turbine efficiency and Equation (47) can be derived

ε
*
hðN; PÞ¼ lh1N

2 þ lh2Nþ lh3P
2 þ lh4P þ lh5 (47)

with lh1 ¼ 1:077� 10�7, lh2 ¼ � 4:255� 10�4, lh3 ¼ 1:793�
10�7, lh4 ¼ 6:197� 10�5 and lh5 ¼ 0:1886. The turbine efficiency
is defined by Equation (32).

The deviation of the turbine efficiency is shown in Fig. 25(c) and
(d). The deviation has also been reduced remarkably when the
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rotational speed is 1320 rpm and 2200 rpm. But there is still a
certain deviation when the rotational speed is 3080 rpm, and the
inlet pressure is 1300 kPa.

The output power can be corrected by making use of the cor-
rected mass flow rate and the turbine efficiency using Equation
(48). The corrected output power is illustrated in Fig. 25(e).

Po*¼DHsm*h* (48)

The outlet vapour mass fraction can also be corrected using the
same method as the corrected mass flow. The deviation of the
outlet vapour mass fraction between 1D and 3D method is fitted
using Equation (49). The corrected outlet vapour mass fraction is
illustrated in Fig. 25(f).

ε
*
xðN; PÞ¼ lx1N

2 þ lx2Nþ lx3P
2 þ lx4P þ lx5 (49)

with lx1 ¼ 5:911� 10�9, lx2 ¼ � 8:381� 10�5, lx3 ¼ � 5:804�
10�8, lx4 ¼ �2:055� 10�4 and lx5 ¼ 0:6104.

Using the above-corrected mass flow rate and the corrected
turbine efficiency, the performancemap can be derived as shown in
Fig. 26. The turbine efficiency increases with mass flow and inlet
pressure. It should be noted that the high mass flow rate should be
achieved under high rotational speed.



Fig. 30. Contours of vapour volume fraction in the plane z ¼ 0 mm.
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4.3.2. Influence of system parameters on the two-phase reaction
turbine

Operation parameters of the geothermal system affects
considerably the performance of the turbine. The mass flow rate of
‘LA-8’ [44,67] under various inlet pressure is illustrated in Fig. 27.

The relationship between the inlet pressure and the mass flow
rate can be fitted using Equation (50).

P¼ z1e
z2m þ z3e

z4m (50)

with z1 ¼ � 0:003031, z2 ¼ 0:7839, z3 ¼ 1255 and z4 ¼ �
0:01324.

Two impellers are used in a two-phase turbine to match the
requirement of the mass flow rate. A series of points can be derived
if the curve of ‘LA-8’ and the performance map is drawn in a
common figure, as shown in Fig. 28(a). Intersection points are
working conditions for various rotational speeds. The inlet pressure
increases as the rotational speed decreases. The mass flow rate
decreases with rotational speed. As shown in Fig. 28(b), the turbine
efficiency under these working conditions increases from 5.3% to
16.3% with mass flow rate as well as the rotational speed. The
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output power increases from 10.6 kW to 34.8 kW with the mass
flow rate. However, the outlet vapour mass fraction decreases from
0.082 to 0.075. The reduction of the vapour at the outlet decreases
the production of the freshwater. Therefore, there should be a
balance between the output power and the quantity of the
freshwater.

For a given inlet pressure, the performance of the turbine can
also be varied using different subcooling degrees at the inlet of the
turbine. When the inlet temperature of the turbine decreases, the
subcooling degree increases, the mass flow rate increases, the
turbine efficiency increases if the inlet temperature is higher than
154 �C, the output power decreases if the inlet temperature is lower
than 164 �C, and the outlet vapour mass fraction decreases as
shown in Fig. 22. For the given inlet pressure, if themass flow rate is
higher than the required value by the system, the rotational speed
of the turbine should be decreased as illustrated in Fig. 28(a), the
turbine efficiency and the output power decrease, and the outlet
vapour mass fraction increases as shown in Fig. 20(b). In conclu-
sion, the increases of the subcooling degree cause a reduction in the
turbine efficiency, output power and rotational speed.

The increases of the inlet subcooling degree cause a reduction in
the outlet vapour mass fraction, while the reduction of the rota-
tional speed may increase of the outlet vapour mass fraction. There
is no benefit in terms of the turbine efficiency, the output power
and the production of the freshwater if the subcooling degree in-
creases. But it should be noted that the reduction of the turbine
efficiency and the output power is almost constant if the subcooling
degrees is varied within 20 �C as shown in Fig. 22. In terms of the
design and operation, a certain subcooling degree brings benefits.
For example, if the saturation liquid flows into the turbine, the
flashing may be triggered by the geometry of the inlet section and
not controlled by the cross-sectional area of the channel. The
subcooling liquid at the inlet section of the channel will make the
design process much simpler than the saturation liquid. Mean-
while, the flashing triggered by the geometry of the inlet section
may be highly unsteady and induces severe vibration to the shaft.
Therefore, a certain subcooling degree is beneficial to the design
and the operation of the turbine.

The inflow of the turbine may also be the two-phase mixture. As
shown in Fig. 24, the increase of the inlet vapour volume fraction
brings the reduction of the mass flow rate and the output power if
the inlet vapour volume fraction is lower than 0.5. If the vapour
volume fraction of the outflow from thewell head increases and the
mass flow rate remains constant, the rotational speed increases, the
turbine efficiency increases and the outlet vapour mass fraction
increases. The reduction of the flow rate may be beyond the ability
to adjust rotational speed.

4.4. Flow details in the channel

4.4.1. Distribution of averaged flow parameters
The threemodels can be further compared on flow details in the

channel. The distribution of flow parameters can reflect the average
flow in the channel. The pressure in Fig. 29(a) is along the pressure
line and suction line which are intersection curves between the
pressure side/suction side and the plane z ¼ 0. The pressure dis-
tribution of 2D simulation agrees well with the 3D simulation, so
Pop in 2D is consistent with 3D results. There is sharp turning in 2D
and 3D distribution, but the pressure decreases gradually in 1D
results. The disagreement near the entrance of the channel be-
tween 1D and 2D/3D is caused by the incidence of the inflow. The
distribution of the vapour volume fraction is along the center line of
the channel as shown in Fig. 29(b). Good agreement throughout the
channel indicates that 1D vapour volume fraction can represent the
averaged distribution in 2D and 3D channels, although the phase-



Fig. 31. Contours of vapour volume fraction and vectors of the mixture velocity
The mixture velocity is defined by.Wm ¼ ð1 � XgÞWl þ XgWv
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changing in 2D and 3D is non-equilibrium. As shown in Fig. 29(c),
the peak interphase mass transfer rate is 4120 kg/m3s for 3D at
Rcl ¼ 106.7 mm, while the 1D peak value is higher than the 3D
value. The position of the peak value is at the downstream of the
throat. The vapour mass fraction shows certain disagreement after
the peak value of the interphase mass transfer rate as illustrated in
Fig. 29(d).

4.4.2. Three-dimensional internal flow
The internal flow in the rotational channel is three dimensional

and related to Rossby number and Eckman number, which is
explained by Greitzer et al. [68]. However, in the 1D method, the
flow is assumed to be uniform in cross-sections of the channel, and
the flow is only along the center line. In the 2D method, the flow
has the circumferential component and the component along the
center line. In the 3D method, the flow has the spanwise compo-
nent besides the other two components. Although the distribution
of the averaged vapour volume fraction agrees well among the
three methods, there is significant non-homogenous flashing
phenomenon in the channel as shown in Fig. 30. In the 1D result,
the vapour increases gradually near the throat of the channel, and
the contours are normal to the flow direction, as illustrated in
Fig. 30(a). In the 3D result, the vapour is generated from thewalls of
the channel into the center, as shown in Fig. 30(c). It also indicates
that the liquid tends to concentrate near the pressure side due to
the centrifugal force since the vapour volume fraction near the
pressure side is much lower than the suction side near the throat.
Since the 2D result has good agreement with the 3D result, it can be
concluded that the 2D method can illustrate the attachment of the
liquid which cannot be predicted by the 1Dmethod as illustrated in
Fig. 30(b).

Four cross-sections are cut inside the channel as shown in
Fig. 31(a). The flashing starts near Rcl ¼ 83.0 mm (Plane 1), which is
at the upstream of the throat (Plane 2). The maximum interphase
mass transfer rate in Fig. 29(c) locates at Plane 3. After Plane 4, the
flashing process has been fully developed, since the vapour volume
fraction is over 0.986. In Fig. 31(b), the flashing starts near the
corners of the four walls. Relative velocity vectors illustrate that
there is recirculation in the spanwise direction. In Fig. 31(c), the
flashing has been further developed near thewalls. In Fig. 31(d), the
vapour has fully covered all walls and the flashing develops from
walls into the middle of the channel. In Fig. 31(e), there is liquid
attached on the pressure side due to the centrifugal force, although
the flashing has been fully developed.

The accuracy, applicability, and computational time of the three
methods are summarized in Table 5. The 1Dmethod can predict the
mass flow rate and output power rapidly, and it can obtain accurate
performance results under various rotational speeds and inlet
pressures. The 2D method can derive the outlet vapour mass frac-
tion and the output power caused by the pressure with high
Table 5
Advantages and disadvantages of different methods.

Method Advantages Disadvantages

1D

method

1. Low time cost
2. High accuracy in predicting m, Po, h and Pof

1. Low accuracy unde
2. Po is evaluated by u
3. The accuracy of pr

pressure reduction
2D

method
1. Medium time cost
2. High accuracy in predicting Xgout and Pop
3. Reflect the non-uniform flow in the rotational

direction

1. Low accuracy in pr
2. Cannot reflect wall
3. Cannot be applied

3D
method

1. High accuracy 1. Large time cost
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accuracy in a medium computational time, and it can reflect the
non-uniform flow in the direction of rotation. However, the 2D
method overestimates the flow rate and cannot reflect the wall
effects of the top side and the bottom side. Although the 3Dmethod
can obtain the detailed flow field, it takes a lot of computational
time.
5. Conclusion

The paper presents three performance evaluation methods and
are applied to the two-phase reaction turbine for total flow
geothermal systems under various working conditions. Influences
of various operating factors of the system on the performance are
examined and the flowdetails in the impeller channels are clarified.
The following conclusions are made:

(1) The 1D, 2D and 3D methods and the algorithm for the 1D
method are proposed based on conservation equations and
closuremodels of the two-phase flow. The threemethods are
validated with the experimental results at various rotational
speeds. The 1D method takes less than 15 CPU minutes, the
2D method costs about 20 CPU hours, and the 3D method
needs more than 1500 CPU hours.

(2) The 1D method agrees well with the 3D method under
various rotational speeds and inlet pressures. The output
power caused by the pressure obtained by the 2D method
agrees with the 3D method, but the 2D method neglects
friction loss on the top side and the bottom side.

(3) A performance map of the turbine is generated using the
corrected deviation between the 1D and 3D methods. The
influence of system parameters on the performance of the
turbine has been investigated using the performance map. A
certain subcooling degree is beneficial for the design and the
operation of the turbine.

(4) The flow parameters along the channel evaluated by the 1D
method agree with the average 3D flow in the channel. The
2Dmethod can evaluate the nonuniform characteristic in the
rotational direction, for example, the attachment of the
liquid on the pressure side and the suction side.

(5) The 1D method is an effective tool for fast evaluation of the
performance map. The 2D method can provide more detail
flow information especially the nonuniform flow in the
rotational direction. The 3D method can fully illustrate the
3D flow and the performance of the turbine. But it also re-
quires a huge number of computational resources and time.
The presented 1D, 2D and 3D evaluation of the two-phase
turbine can be applied to the geothermal system, but also
the other systems including oil production, refrigeration,
seawater desalination, and so on.
r various Tin and Qin

sing the simple radial equilibrium
edicting Pof is constrained by the empirical model of the fictional two-phase

edicting m, Po and Pof
effects of the top side and bottom side
under the low inlet pressure working condition
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Nomenclature

A Area
Aia Interfacial area density
CD Drag coefficient
Cp Specific heat capacity at constant pressure
D Bubble diameter
F Force
hint Heat transfer coefficient between liquid and vapour
H Enthalpy
I Rothalpy
JaT Jakob number
k Turbulence kinetic energy
L Length
La Laplace number
m Mass flow rate
N Rotational speed
Nu Nusselt number
P Pressure
Pe Peclet number
Po Output power
Pof Output power caused by the friction
Pop Output power caused by the pressure
R Radius
Re Reynold number
T Temperature
To Torque
370
U Circumferential speed
V Absolute velocity
W Relative velocity
x, y, z Cartesian coordinate axes
Xg Vapour mass fraction

Greek Symbols
a Vapour volume fraction
g Relative flow angle
h Efficiency
y Kinetic viscosity
r Density
l Fitting coefficient
4 Arbitrary parameter
F Two-phase frictional pressure reduction factor
u Dissipation of turbulent energy

Superscripts
BS Bottom side
CL Center line
d Drag
ex External
g Gravity
in Inlet
int Interphase
out Outlet
PS Pressure side
sat Saturation
SS Suction side
t Turbulence
TS Top side

Subscripts
f Friction
i Node index
l Liquid
v Vapour
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