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Abstract

Developing chatbots as personal companions has long been a goal
of artificial intelligence researchers. Recent advances in Large Language
Models (LLMs) have delivered a practical solution for endowing chatbots
with anthropomorphic language capabilities. However, it takes more than
LLMs to enable chatbots that can act as companions. Humans use their
understanding of individual personalities to drive conversations. Chatbots
also require this capability to enable human-like companionship. They
should act based on personalized, real-time, and time-evolving knowledge
of their users. We define such essential knowledge as the common ground
between chatbots and their users, and we propose to build a common-
ground-aware dialogue system from an LLM-based module, named OS-1,
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to enable chatbot companionship. Hosted by eyewear, OS-1 can sense the
visual and audio signals the user receives and extract real-time contextual
semantics. Those semantics are categorized and recorded to formulate his-
torical contexts from which the user’s profile is distilled and evolves over
time, i.e., OS-1 gradually learns about its user. OS-1 combines knowledge
from real-time semantics, historical contexts, and user-specific profiles to
produce a common-ground-aware prompt input into the LLM module.
The LLM’s output is converted to audio, spoken to the wearer when ap-
propriate. We conduct laboratory and in-field studies to assess OS-1’s
ability to build common ground between the chatbot and its user. The
technical feasibility and capabilities of the system are also evaluated. Our
results show that by utilizing personal context, OS-1 progressively devel-
ops a better understanding of its users. This enhances user satisfaction
and potentially leads to various personal service scenarios, such as emo-
tional support and assistance.

Keywords— Smart eyewear, large language model, common ground, context-
aware

1 Introduction

It has long been a vision for chatbots to be personal, human-like companions [84, 15,
93]. One classic example is Samantha, an AI dialogue system in the movie “Her”1, who
interacts with the protagonist through a camera, a microphone, and an earbud, learn-
ing his personality, preferences, and habits over time. Samantha offers companionship,
emotional support, and assistance, and eventually becomes a nearly indispensable part
of the protagonist’s life.

To realize this vision, several technical challenges must be addressed. The limited
linguistic and cognitive capabilities of natural language processing (NLP) have been
recognized as major barriers to personalized dialogues [1]. Recent advances in large
language models (LLMs) such as ChatGPT (based on the GPT-3.5 LLM model) [57]
and GPT-4 [58] have largely removed this barrier and opened the possibility of sup-
porting natural and human-like conversations. Pre-trained on massive amounts of
text data, LLMs have the ability to encode a vast amount of world knowledge. These
capabilities allow LLMs to generate coherent and diverse responses; this is crucial
for natural conversation. Additionally, through supervised instruction fine-tuning and
reinforcement learning with human feedback [59], LLMs can be adapted to follow nat-
ural language instructions. Inspired by the powerful language modeling capabilities of
LLMs, the question arises: “Can LLM-based chatbots serve as personal companions in
daily life?”

We argue that the answer today remains, “Not without further capabilities”.
Despite impressive human-like language capabilities, LLMs lack common ground,
preventing LLM-based chatbots from being personal companions. Based
on research in linguistics [22], psychology [35], and Human-Computer Interaction
(HCI) [25], having common ground is essential for successful and meaningful conver-
sations. This common ground can stem from shared personal experiences, interests,
and other factors. For example, when initiating a dialogue with others, we either ask
questions to establish common ground or presuppose certain common ground already

1https://en.wikipedia.org/wiki/Her_(film)
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exists [73]. It is challenging for an LLM to establish a mutual understand-
ing with a person. The common ground between humans is usually implicit and
subjective [98, 24]. Therefore, it is not practical to expect users to provide common
ground information explicitly. Also, LLMs are generally not equipped to perceive a
user’s context [63], e.g., their physical surroundings or daily experiences. Without such
personal context, LLMs struggle to comprehend a user’s visual surroundings, speech,
daily events, and behavior (e.g., personality traits [5] or habits). This prevents them
from establishing common ground with their users.

This work is inspired by the powerful language generation capabilities of LLMs [57,
58, 18, 9] and motivated by their lack of personal context awareness necessary to
establish common ground. To bridge these gaps, we formulate the following research
questions (RS).

RS1. Does personal context help LLM-based dialog systems establish common
ground with their users?

RS2. In what ways do different types of personal context contribute to personalized
LLM-based dialog system responses?

We argue that the answer today is, “Ubiquitous personal context helps establish
common ground between LLM-based dialogue systems and their users, and further-
more, it enables better personalized responses”. To test the hypotheses, this work
breaks personal context into the following three categories in the temporal dimension,
and describes the design of an LLM-based smart eyewear system to achieve ubiquitous
personal context capturing and use.

• Real-time context refers to momentary semantics inferred from the user’s
ongoing speech and visual surroundings. These semantics help LLMs understand
the meanings of the user’s speech and visual perceptions, enabling the generation
of appropriate responses.

• Historical context is a summary of the past real-time context time series.
It organizes the user’s daily events (e.g., activities) and dialogue contents by
clustering the real-time contexts into temporal units. This information helps
LLMs maintain the coherence and continuity of the dialogue, and enables it to
avoid repeating or contradicting previous statements.

• User profiles are distilled historical information related to the user’s social
background, personality, preferences, and habits, which are revealed during in-
teraction with the dialogue system. They can enable LLMs to incorporate addi-
tional human-like qualities by adapting to the user’s personality and long-term
goals, resulting in more consistent and anthropomorphic responses.

To answer the two research questions above, this work presents OS-12, the first
LLM-based chatbot system aware of the conversational common ground with its users.
OS-1, with its unique capabilities, can see what its user sees, hear what its user hears,
and feel what its user feels. Residing on smart glasses, OS-1 captures the visual
and audio signals received by its user as input, builds conversational common ground
gradually, and generates personalized dialogues at proper times. As portrayed in
Figure 1, OS-1 consists of four central modules.

1. Real-time context capture. The smart eyewear first perceives the user’s in-
situ visual and audio signals through the built-in camera and microphone, and

2“OS-1” was the name for Samantha’s underlying implementation in the movie “Her”.
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Figure 1: Conceptual overview of OS-1 workflow.

transfers them to the cloud on the fly. These two types of information are essen-
tial to understanding the user’s ongoing status. Using a vision-language model
(e.g., LLaVA [48]) and a speech recognition model (e.g., Whisper [66]) deployed
in the cloud, we can infer the semantic description of images and transcribe voice
data into text. Also, by combining these two data modalities, OS-1 can infer the
user’s current activity, location, and other information inferred from the user’s
surroundings. These forms of information constitute the real-time context.

2. Historical context management. To ensure long-term coherence and consis-
tency in dialogues, it is important to remember the user’s historical information.
To this end, we design a clustering method that extracts the relevant informa-
tion, such as daily events, from the accumulated real-time contexts, thus forming
the historical context. The clustering method removes redundancy among inter-
real-time contexts and produces event-level descriptions that are easy to sum-
marize. We designed indexing methods along temporal, spatial, and semantic
dimensions to facilitate efficient retrieval of historical contexts.

3. User profile management. To better understand users’ profiles, we analyze
their historical context to form a user profile that includes their social back-
ground, personality, preferences, and habits. However, our inference of the user
profile may be biased or contain errors due to limited interactions. To address
this problem, we design an update scheme that revises the user profile based on
updated historical context and past user profiles.

4. Personalized response generation. When the user launches a conversation
with OS-1, a real-time context is extracted from the eyewear’s video and au-
dio streams, and OS-1 retrieves the up-to-date knowledge database of the user,
namely the historical context and user profile, using the latest real-time context
as the key. This retrieval process employs a multi-agent approach [95, 87], en-
compassing a dialogue policy agent and an information retrieval agent. The for-
mer directs the dialogue’s structure and flow, while the latter evaluates ongoing
discourse to determine relevant content for retrieval and initiates the retrieval
process accordingly. The resulting personal context, which contains personal
information sufficient enough to drive common-ground-aware conversations, is
used as the LLM prompt to generate an appropriate response. This textual re-
sponse is converted into audio delivered via the glasses, ending this conversation
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cycle and waiting for the next one.

We conduct in-lab experiments and in-field pilot studies to evaluate OS-1’s ability
to establish common ground using the captured and refined personal contexts. This
ability would enable OS-1 to facilitate better conversations that satisfy its users. In-
spired by the idea of using human-like features as measurements of conversational
response quality [29], this work proposes customized human evaluation metrics for
evaluating OS-1. More specifically, we propose a Grounding score to evaluate how
well OS-1 can build up common ground with its users. We also propose Relevance,
Personalization, and Engagement scores to evaluate the relevance of the system’s re-
sponses to the real-time context, the relationship between the responses and the user’s
historical and profile contexts, as well as the level of interest users show in the re-
sponses. Laboratory results show that, compared to the baseline method without
any personal contexts, OS-1 improves the Grounding score by 42.26%. Also, OS-1
substantially improves the performance by 8.63%, 40.00%, and 29.81% in Relevance,
Personalization, and Engagement score, respectively. The in-field pilot study further
shows that the Grounding score trends upward over time, indicating that OS-1 is
capable of continuously reaching common ground with users through long-term inter-
actions. We also explain its behavior in emotional support and personal assistance
applications and conduct semi-structured interviews to provide qualitative insights.

Our work makes the following contributions.

1. We present a novel concept of personal context and a human evaluation metric
Grounding score to assess the ability of an LLM-based dialogue system to reach
mutual understanding, providing a measure of suitability for personal compan-
ionship applications.

2. We design and implement an always-available smart eyewear LLM-based per-
sonal dialogue system that captures the user’s multi-modal surroundings on the
fly, generates personal context, and engages in personalized conversation with
the user. One of the greatest strengths of the system is its ability to achieve
context awareness without increasing cognitive load or imposing interaction re-
quirements on users, thereby enhancing the user experience under various HCI
scenarios.

3. We propose a novel method to capture, accumulate, and refine the personal
context from user multi-modal contexts and dialogue histories, and a multi-
dimensional indexing and retrieval mechanism that integrates multiple personal
contexts to enable personalized responses. Our method facilitates dynamic adap-
tation to the user’s surroundings, experiences, and traits, enabling engaging and
customized conversations.

4. We conducted an in-lab study and a pilot study to evaluate the impact of using
personal context within the dialogue system. Our results show the superior per-
formance of the proposed system in gradually reaching a better understanding
of the user over time.

2 Related Work

In this section, we provide a brief overview of related work in the following areas:
(1) large language models, (2) multimodal dialogue systems, (3) personalized dialogue
systems, and (4) wearable dialogue systems.
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2.1 Large Language Models

Large language models are recent innovations that revolutionized the field of natu-
ral language processing (NLP) and influenced other areas. LLMs are pre-trained on
large-scale corpora. Models such as GPT-3.5 [57], GPT-4 [58], Vicuna [20], Llama
2 [77], Qwen [7] and Falcon [6], have demonstrated impressive language understand-
ing and modeling capabilities, manifesting improved performance across downstream
tasks [95]. In addition to enhanced language intelligence, LLMs also have exhibited un-
predictable and sharp performance improvements in certain specific tasks with the in-
crease in scale (e.g., training compute, training dataset size, etc.), a phenomenon called
emergent capabilities [82]. One such capability is In-Context Learning (ICL) [32], in
which the LLMs need only be exposed to a few examples for their learning to be trans-
ferred to a new task/domain. Additionally, through supervised instruction fine-tuning
and reinforcement learning with human feedback (RLHF) [59], LLMs can follow nat-
ural language instructions. This feature has enabled LLMs to contribute to a variety
of tasks [12] such as text summarization [62] and sentiment analysis [81].

The Chain-of-Thought (CoT) method [83], on the other hand, has shown that
LLMs can be guided to conduct complex reasonings by prompting to generate in-
termediate steps. Similarly, for the complex reasoning task [21], works on X-of-
Thought (XoT) move away from CoT’s sequential, step-by-step thought chain and
structure reasoning in a non-linear manner, such as Tree-of-Thoughts (ToT) [90] and
Graph-of-Thoughts (GoT) [10]. LLM-based agents are also attracting researchers’
attention. ReAct [91] generates thoughts and actions in an interleaved manner, lead-
ing to human-like decisions in interactive environments. In the planning-execution-
refinement paradigm [95], AutoGPT [33] follows an iterative process reminiscent of
human problem-solving, i.e., a plan is proposed, executed, and then refined based on
feedback and outcomes. Systems like Generative Agents [61] and ChatDev [64] ex-
plore multi-agent collaboration; agents interact with the environment and exchange
information with each other to collaborate and share task-relevant information.

In this work, we generally follow the prompt generation paradigms in ICL and
CoT [83]. Our work is also inspired by the planning-execution-refinement paradigm [95];
that is, just like agents, our system investigates the context to generate a plan that is
used to devise an action. The plan is iteratively refined based on user feedback when
creating a dialogue policy.

2.2 Multimodal Dialogue Systems

Multimodal dialogue systems can leverage contextual information from multiple modal-
ities, such as text and images, to improve users’ experience. The visual dialogue task
was first introduced by Das et al. [28], involving two participants in an image-based
question-answering task, where a person asks a question about an image and a chatbot
gives a response. Mustafazade et al. [54] introduced the image-grounded conversation
(IGC) task, which improves the conversation experience by allowing the system to an-
swer and ask questions based on visual content. Despite progress in extending dialogue
context modalities, these early works lack natural language modeling capabilities.

Recently, multimodal dialogue systems utilized the capabilities of both pre-trained
visual encoders and LLMs. These vision-language models (VLMs) [44, 92, 48, 99] can
generate coherent language responses consistent with the visual context. However,
they still face challenges in generating natural dialogues that occur in real-life inter-
actions. Furthermore, Li et al. [43] introduced the interactive vision-language task
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MIMIC-IT, which allows dialogue systems to engage in immersive conversations based
on the multimodal context.

In this work, we combine two state-of-the-art models, i.e., the visual understanding
capabilities of VLMs with the dialogue capabilities of LLMs, to enhance the conver-
sational experience.

2.3 Personalized Dialogue Systems

In the dialogue system research field, user profiles such as personality, preferences, and
habits can be extracted from user interactions to support personalized dialogue [94].
However, previous studies mainly focus on short-term dialogues, not gradually increas-
ing their understanding of users via long-term interactions. Recently, Xu et al. [88]
proposed a long-term dialogue task including user profiles. However, this task does
not consider the key elements of extracting, updating, and utilizing user profiles. To
address this limitation, Xu et al. [89] recently proposed to identify user personas from
utterances in a conversation, which are then used to generate role-based responses.

More recently, Ahn et al. [4] proposed to incorporate visual modalities to enhance
the understanding of user profiles from recorded episodic memory. This overcomes
the limitation of relying on text-only conversations. However, these episodic memories
mainly consist of images and texts shared on social media rather than users’ real-
life experiences. Combining episodic memory with user profiles, Zhu et al. [97] used
LLMs to summarize conversations into episodic memories and user profiles, which were
stored in a vector database and retrieved based on the dialogue context in subsequent
conversations, resulting in personalized responses.

In this work, we generate historical contexts and user profiles from multimodal
information captured in real-world scenarios. Compared with previous literature, our
work uses more real-time user information sources. Furthermore, we introduce a mech-
anism for accumulating user information, enabling the system to enhance its knowledge
of users over time.

2.4 Wearable Dialogue Systems

Wearable dialogue systems are a developing area of research that combines wearable
technology with conversational AI. Existing wearable dialogue systems focus on specific
user groups or application domains, such as the visually impaired or the healthcare
domain. Chen et al. [19] proposed a wearable dialogue system for visually impaired
individuals that employs smart eyewear with 3D vision, a microphone, and a speaker to
facilitate outdoor navigation through conversation. Ozono et al. [60] proposed a system
that combines wearable devices and interactive agents, mainly aimed at promoting and
encouraging elderly people to take better care of their health. The approach involves
integrating health data into conversations with users, to make elderly people aware of
their health problems and encourage self-care.

Shoji et al. [72] proposed a dialogue system based on smart eyewear, which inter-
acts with users verbally and provides information relevant to daily life. Additionally,
it also gathers biometric data, such as pulse and body temperature, to offer health
management guidance through conversation. Kocielnik et al. [40] proposed a mobile
dialogue system that collects physical activity data through fitness trackers and guides
users to reflect on their daily physical activities through conversations. Calvaresi et
al. [14] proposed a mobile health assistant that monitors diet and offers suggestions
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through conversations. It can track nutritional information by scanning product bar-
codes or analyzing food images, offer dietary recommendations, and recommend nearby
restaurants based on GPS locations.

In contrast with prior work, our work primarily aims to offer personalized con-
versations and companionship to the user. By combining wearable technology with
advanced conversational AI, our goal is to build a seamless and natural interaction ex-
perience that goes beyond functional support. It incorporates contextual information
to continually improve the quality of the interaction and adapt to the user’s experiences
and preferences over time, thereby creating a sustainable personal companion.

3 System Design

This section first clarifies the common ground problem and outlines the essential com-
ponents that are required to establish and maintain common ground. Then, it pro-
vides an overview of the proposed common-ground-aware dialogue system OS-1 and
details the four core modules that make up the system. After that, this section de-
scribes the system implementation process. The code of the eyewear system is avail-
able at here (https://github.com/MemX-Research/OS-1https://github.com/MemX-
Research/OS-1).

3.1 Conversational Common Ground

Common ground is a basis of mutual interest established in the course of conversation
or communication, which is the key to effective personal conversation [22, 25, 35].
Common ground typically consists of shared values, opinions, experiences, interests,
and so on. Relevant research classifies common ground into two categories: personal
common ground and communal common ground [22]. Personal common ground refers
to the joint experience of participants in conversations. It can be further divided into
joint perceptual and linguistic experiences [23]. Joint perceptual experience refers to
what the participants perceive together, while linguistic experience refers to the dia-
logue they produce. Communal common ground reflects the shared information from
a community of people, such as social background, preferences, habits, and interests.

This work aims to build an eyewear dialogue system that can be a reliable com-
panion to its wearer. The key challenge for achieving this is to ensure OS-1 can
communicate effectively with users and establish a shared understanding. To this end,
we identify the following key features required for establishing common ground for
OS-1.

1. Real-time context. OS-1 must share a common perceptual and linguistic
experience with the user. In other words, OS-1 should be able to see what
the user sees and hear what the user hears anytime, anywhere. Furthermore,
OS-1 should be able to understand the user’s speech and visual perceptions
semantically. We define this feature as real-time context.

2. Historical context. OS-1 should be able to accumulate and summarize the
user’s real-time perceptual and linguistic context over a long period of time.
This may include daily behavioral patterns or significant events identified as
historical context in this work. This information helps LLMs continuously build
personal common ground and maintain coherence and continuity in dialogue.
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3. Personal Profile. To establish communal common ground, it is important for
OS-1 to gather user-specific information, such as the user’s social background,
personality, preferences, and habits. This information can be learned from the
daily interaction with the user over time. We recognize them as user profiles,
which help LLMs respond in a more human-like and user-specific way by adapt-
ing to the user’s personality and long-term goals. This leads to more coherent
and human-like dialogues.

3.2 Workflow

3.2.1 Overall Pipeline

The overall framework of OS-1 is shown in Figure 2, which consists of the following
stages:

Image Capture

Real-time Context Capture

Personalized Response Generation

image

Historical Context
Management

User Profile 
Management

new profile

similar profile

updated profile

historical  context

Audio Playback

audio

audio

Eyewear Cloud Server

Vector Database

①

②

③

④

LLM

Historical
Context

User Profile

historical
context

Real-time Context

Real-time Context

TTS LLM User Profile

Historical Context

①

VLM ASR

real-time context

real-time context

Audio Record

query

historical
context

user profile

real-time context history

Figure 2: The overall framework of OS-1.

1. Real-time context capture: OS-1 needs to perceive the user’s ongoing con-
versation and understand the in-situ context in real-time, including the visual and
auditory surroundings, location, and activity. To this end, OS-1 is equipped with a
camera, microphones, and speakers to capture the surrounding images and speech,
which are converted into text using the vision-language model, LLaVA [48], and the
speech recognition model, Whisper [66]. The converted texts from the images and
speech are then fused to form a prompt, which is then fed to LLM-Base3.
2. Historical context management: OS-1 generates, stores, and recalls the his-
torical contexts, including the user’s past daily events and conversation summaries.
Daily events and conversation summaries are extracted from the history of real-time
contexts, assigned multi-dimensional indices and importance scores, and then stored
in the vector database Milvus [80] as historical contexts. To reduce the redundant
storage of previously encountered real-time contexts and enable efficient retrieval, OS-
1 summarizes the past real-time contexts via a clustering approach that considers
semantic similarity. Highly similar real-time contexts are clustered and summarized
into distinct events using LLM-Base, thus serving as historical contexts. Additionally,
we propose a mechanism to generate the temporal, spatial, and semantic indices for
the historical contexts, which are stored in the vector database, enabling retrieval of
similar historical contexts in these three dimensions.

3LLM-Base is characterized by its faster speed and lower cost. GPT-3.5 [57] is chosen as
LLM-Base in this work.
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3. User profile management: To further enhance system personalization, OS-1
maintains user profiles over time, including the user’s social background, personality,
preferences, and habits using Milvus. OS-1 continuously updates the user profile based
on the historical context. Specifically, when a new historical context is generated, OS-
1 summarizes it into a new user profile record via LLM-Base. Next, the new and
existing user profile records are merged via LLM-Base, which generates an updated
user profile record that is stored in Milvus. To tackle biases and errors while distilling
user profiles, the updating mechanism assigns a confidence score to each user profile
record to guide the review and revision of existing profiles.
4. Personalized response generation: To generate personalized responses, we
design two LLM-based agents: a dialogue policy agent and an information retrieval
agent. The dialogue policy agent orchestrates the structure and flow of the dialogue
in alignment with specific objectives, like delivering personal emotional support or ad-
dressing problem-solving tasks. The information retrieval agent retrieves the relevant
historical contexts and user profiles based on the real-time context. OS-1 combines
the real-time context, historical context, and user profile along with the dialogue pol-
icy to generate text responses using LLM-Large4. Subsequently, these responses are
converted to speech and played back on the eyewear.

We present the following case study to illustrate the working flow of OS-1. As
depicted in Figure 3, Kim is seated in front of a computer. OS-1 captures this in
real-time: “A white wall with a computer monitor placed on a desk.” Concurrently,
OS-1 registers Kim’s verbal statement, “Yeah, the work is finally done.” These visual
and audio inputs amalgamate to create a real-time context, subsequently used by OS-
1 to retrieve the most relevant historical context from the vector database: “(1 day
ago) I encouraged the user to take breaks and rest while working late at night.” OS-1
utilizes this information to search the user’s profile and discern the most pertinent
social background: “The user is a student studying computer science and working in a
laboratory, currently engaged in writing a paper.” The context and profile data paint
a vivid portrait of a diligent student, working in front of a computer, likely immersed
in writing a research paper. OS-1 then consolidates all three pieces of information
and transmits them to LLM-Large for dialogue generation. With this comprehensive
context and profile data provided by OS-1, LLM-Large can generate personalized
dialogue: “So, the paper is done now? I see you working so hard at the computer.
Remember yesterday when I kept telling you to take breaks? Now that the paper is
finished, why not take some time to relax?”

Next, we describe the design details of each system building blocks of OS-1.

3.2.2 Real-time Context Capture

OS-1 captures real-time visual and audio signals through the built-in camera and
microphone on the smart eyewear. It then uses a vision-language model, LLaVA, to
convert visual signals into descriptions, providing textual descriptions of scenes, such
as “a desk with a laptop”. Additionally, an audio speech recognition model, Whisper,
transcribes audio signals into text, recognizing what the user said, such as, “I am
so busy”. By semantically combining the textual descriptions from visual and audio
signals, OS-1 constructs a prompt for LLM-Base to infer the current location and

4LLM-Large, in comparison to LLM-Base, has a larger parameters size and typically
demonstrates superior performance on downstream tasks. In this work, LLM-Large is im-
plemented by GPT-4 [58]. We also implement Llama2 [77] and Gemini [76] as alternatives to
LLM-Large for conducting adaptability analysis.
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           So, the paper is done now? I see you working so hard at the
computer. Remember yesterday when I kept telling you to take
breaks? Now that the paper is finished, why not take some time to
relax?

           Yeah, the work is finally done. Personalized Response Generation

Vector Database

Historical
Context

User Profile

Real-time Context

Historical Context

User Profile

Query: working

Real-time Context
Capture

A white wall with a computer
monitor placed on a desk.

(1 day ago) I encouraged the
user  to take breaks and rest
while  working late at night.

The user is a student working in
a laboratory, currently engaged
in writing a paper.

Figure 3: A case illustration of OS-1 conversation workflow (excluding historical
context management and user profile management).

activity (Figure A1). For example, it may determine that the user is in the “office”
and the user’s activity is “working”. The texts obtained from the image and audio
signals and the location and activity inferred by LLM-Base form the real-time context,
which assists OS-1 in understanding the user’s current situation.

This work empirically sets a 10-second interval to trigger image capture, assuming
that the visual environments typically remain relatively stable and do not undergo
significant changes within this time interval. The captured images are processed im-
mediately by the LLaVA-7B-v0 model on an image multi-process service with NVIDIA
GeForce RTX 3090 GPUs. It takes approximately 2 seconds to process each image,
which is shorter than the current image capture interval. Therefore, the server sup-
ports real-time processing. This (background) process is asynchronous and does not
block the main process for conversational replies.

3.2.3 Historical Context Management

Over time, OS-1 accumulates an increasing number of real-time contexts, some of
which are redundant. For example, for a user who spends a long time working with a
computer, the real-time location and activity samples become repetitive. We aim to re-
move uninformative redundancy from stored real-time contexts before storing them as
historical contexts. The extracted historical context falls into two classes: daily events
and conversation summaries. Daily events are triplets consisting of time, location, and
activity. These allow OS-1 to store historical schedules, e.g., “¡2023-11-01 16:00:00 -
2023-11-01 17:00:00, at the gym, playing badminton¿”. The conversation summary in-
cludes the topics and details of past conversations, such as “the user mentions writing
a paper and asks for tips on how to write it well”.

We propose an event clustering method that groups sequences of real-time con-
text into appropriate clusters and summarizes them in event-level text descriptions.
To extract conversation summaries, we divide the conversation history into sessions
based on contiguous time intervals. For each session, we construct a prompt and use
the summarization capability of LLM-Base to extract its summary. Furthermore, to
enhance the storage and retrieval of historical contexts in the vector database, we
propose an indexing mechanism that organizes the historical context into temporal,
spatial, and semantic dimensions, following the format typically used by humans. Ad-
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ditionally, it assigns importance scores to the historical contexts based on emotional
arousal levels. Historical contexts with higher arousal levels are considered more im-
portant and is more likely to be referenced in subsequent conversations, as users are
more likely to remember events with stronger emotional impact. We now describe the
event clustering, conversation summary, and indexing mechanisms.

Event Clustering Historical contexts are produced through a hierarchical clus-
tering and summarizing process for real-time contexts collected during a day, starting
from minute-level clustering, progressing to hour-level, and finally, day-level event
clusters. The hierarchical clustering process consists of the following key steps.

1. Embedding matrix calculation: During a day, OS-1 captures a sequence of real-
time contexts. For each real-time context within the specified timeframe, we cal-
culate an embedding vector. This is achieved by using an embedding model [69]
to transform the textual descriptions of each real-time context (comprising loca-
tion and activity information) into an embedding vector. The collection of these
vectors forms an embedding matrix, where each row represents the embedding
vector of a real-time context.

2. Similarity matrix calculation: We compute the cosine similarities between the
embedding vectors of all pairs of real-time contexts by multiplying the embed-
ding matrix with its transpose. This results in a similarity matrix, where the
element at the ith row and j th column contains the cosine similarity between
the ith and j th real-time context.

3. Sequential clustering: Due to the spatiotemporal locality of events, semantically
similar real-time contexts are usually contiguous subsequences. Therefore, we
traverse the sequence of real-time contexts in chronological order, grouping real-
time contexts into the same event if they meet a predefined similarity threshold.
A real-time context is considered part of an event if its similarity with the
first real-time context of the current event cluster exceeds this threshold. The
similarities are determined by consulting the previously computed similarity
matrix. More formally, the longest contiguous subsequence that satisfies all the
following conditions is selected to cluster an event: 1) the similarity between
the first element of the subsequence and the previous subsequence is below
the threshold, 2) the similarities among all elements within the subsequence
are above the threshold, and 3) the similarity between the last element of the
subsequence and the subsequent subsequence is below the threshold.

4. Event summarization: Once the real-time contexts are clustered into events,
each cluster represents a sequence of real-time contexts associated with a par-
ticular event. We create a prompt that summarizes a collection of real-time
contexts that have been grouped together into an event; see Figure A2 for an
illustration. Consequently, the corresponding real-time contexts for each longest
subsequence are employed as parts of the prompt for LLM-Base. Finally, a sum-
mary of the event is extracted, denoted as {E1, . . . , Ep}, where Ei represents a
daily event, and p represents the number of distinct events without redundancy
after clustering.

Specifically, we choose the embedding model SentenceBert [69] instead of OpenAI
embeddings because SentenceBert offers lower latency processing and can be locally
deployed. The similarity threshold for clustering was empirically set at 0.85, based
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on extensive real-world testing against a ground truth established by developers doc-
umenting their daily events.

Conversation Summary To extract summaries from the conversation history,
we set an interval threshold that determines the maximum time interval for a ses-
sion. The threshold separates conversations that exceed the threshold into different
sessions, denoted as {D1, . . . , Dq} = fsession({u1, b1, . . . , un, bn}), where Dj refers
to a session, ui represents the user’s utterance, and bi represents the OS-1’s re-
sponse. After partitioning the conversation history, we construct a prompt for each
session to summarize topics and details by leveraging the summarization capabil-
ity of LLM-Base, denoted as {T 1, . . . , T q} = Nllm({D1, . . . , Dq}), where T j repre-
sents a conversation summary. Finally, the collections of daily event Ei and con-
versation summary T j together form the historical context, formally represented as:
C1:p+q

h = {E1, . . . , Ei, . . . , Ep, T 1, . . . , T j , . . . , T q}.

Indexing Mechanism We propose an indexing mechanism that organizes his-
torical context in three dimensions: temporal, spatial, and semantic. The indexing
mechanism aims to generate a list of indexing keys for textual descriptions of histor-
ical context, including daily events and conversation summaries. For example, if the
historical context is “I plan to have a picnic in the park this weekend”, the resulting
indexing keys could include “weekend plan”, “in the park”, and “have a picnic”. By
allowing multiple indexing keys to be associated with each historical context, OS-1
can do associative retrieval in different dimensions. Specifically, we design a prompt
for LLM-Base to extract the textual descriptions related to the temporal, spatial,
and semantic aspects of the historical context. These extracted descriptions serve as
indexing keys for the historical context.

Emotional factors are used to query the historical context, based on the idea
that strong emotions make experiences more memorable [52]. To achieve this, we
design a prompt and leverage LLM-Base to evaluate the level of emotional arousal
associated with a given historical context. This level determines the significance of the
historical context, which is represented by an importance score ranging from 1 to 10.
We assign higher importance scores to historical contexts with intensified emotional
arousal, thereby increasing the likelihood of mentioning them in the conversation.

In summary, the indexing mechanism for historical context can be described as
follows:

1. generate indexing keys from multiple dimensions for each historical context;

2. assign an importance score to each historical context; and

3. store the historical context in the vector database, along with the corresponding
indexing keys and importance score.

3.2.4 User Profile Management

Historical context represents the user’s daily events and conversation summaries. It
can therefore provide important clues about the user profile, including social back-
ground, personality, preferences, and habits. By summarizing patterns from the his-
torical context, OS-1 can distill the user profile and thereby improve the personalized
user experience. For example, if a user frequently eats spicy food, it becomes evident
that the user has a preference for spicy food. The user profile consists of a textual
description of a specific aspect of the user, along with a confidence score that indicates
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the reliability of the information. We introduce an additional confidence score because
user profile distillation is an ongoing process that aims to correct biases and errors via
continuous refinement.

The process of distilling a user profile from a historical context involves several
steps, which can be described as follows (see prompt details in Figure A4):

1. When a new historical context record is generated, we use a prompt (left in
Figure A4) instructing LLM-Base to summarize the historical context into a
new user profile record.

2. The new user profile record is then processed using an embedding model [69],
resulting in a query vector. The query vector is used to retrieve the existing
user profile record with the highest cosine similarity from the vector database
if one exceeding the similarity threshold exists. When querying user profiles,
four aspects are compared with the querying semantics; these include social
background, personality, preferences, and habits.

3. If no existing user profile record meets the similarity threshold, the new user
profile record is considered unique and is directly stored in the vector database.
Otherwise, we use a prompt (right in Figure A4) for LLM-Base to revise the
concatenation of the existing user profile record and the new user profile record
to generate the updated user profile record with a new confidence score. Here
is an example of updating the confidence score. If there is more information
indicating that the user likes spicy food, the confidence score of the user profile
record will increase. If the information is still insufficient, the confidence score
for the user profile record will remain low. Finally, the existing user profile
record is replaced by the updated user profile record in the vector database.
The updating mechanism enables OS-1 to rectify inaccurate user profiles and
reinforce correct user profiles over time.

Specifically, the similarity threshold is determined experimentally, where similar
user profiles are manually categorized, and various thresholds are tested for retrieval
precision. Ultimately, we select 0.5 as the similarity threshold.

3.2.5 Personalized Response Generation

To generate personalized responses, we design two LLM-based agents, namely a dia-
logue policy agent and an information retrieval agent.

Dialogue policy agent This agent orchestrates the structure and flow of the dia-
logue in alignment with specific objectives, like delivering personal emotional support
or addressing problem-solving tasks. It can plan the direction of the conversation
based on real-time context, such as guiding users to express their opinions by asking
questions and providing additional information to drive the conversation forward.

The dialogue policy agent has two modules: planner and decider. Planner pro-
duces a dialogue objective and policy. Decider determines the specific action to be
taken. The objective refers to the desired outcomes a conversation aims to achieve,
providing direction for the conversation, such as delivering personal emotional support
or addressing problem-solving tasks. The policy is a plan that outlines a series of steps
to achieve the objective of a conversation. The action refers to a specific step taken
following this policy. To implement these two modules, we have designed a chain-of-
thought prompt for each module as the instruction for LLM-Base. The inputs of the
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Figure 4: An example of the information retrieval agent.

prompt consist of two parts: the planned dialogue policy and the ongoing conversa-
tion history. Below, we will introduce the reasoning process in the chain-of-thought
prompt for each module. Each step of the reasoning process is a thinking step in the
chain-of-thought prompt.

The reasoning process of the planner includes the following three steps.

1. Define the objective of the dialogue based on the real-time context, e.g.,
providing emotional support.

2. Proposing a policy based on the defined dialogue objective. For example, a
policy includes the following steps when the user has negative feelings: affirming
the user’s negative emotions, inquiring about the causes of these emotions, and
guiding the user to mitigate these emotions.

3. Refining the policy as the dialogue progresses based on the user’s feedback.
For example, when the policy from the previous conversation is to help the user
solve a problem, but the user says, “I don’t want to think about how to solve
the problem right now, can you just comfort me?”, the dialogue policy should
be adjusted from problem-solving to providing comfort.

The reasoning process of decider includes the following three steps.

1. Analyzing progress: It determines which actions of the policy have already
been executed during the conversation by comparing OS-1’s responses with the
planned dialogue policy. For example, after OS-1 responded with “I understand
you feel sad. It’s completely okay. Can you tell me more about what’s been
going on that made you sad?”, the analysis shows that it has taken two actions:
affirming the user’s negative emotions and inquiring about the causes of these
emotions.

2. Evaluating outcome: It analyzes the user’s feedback from the conversation to
evaluate the effectiveness of the actions employed; for example, whether the
user’s negative emotions have been mitigated. This evaluation helps to deter-
mine whether the dialogue policy is achieving its objective. For example, if the
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user says “I feel a bit better”, this indicates that the user’s mood has improved,
demonstrating the effectiveness of the adopted dialogue policy.

3. Deciding the next action: It decides the next action to be taken based on the
progress and outcome during the conversation. For example, if the user’s neg-
ative emotions haven’t been mitigated, it continues to address the emotional
distress. If the user’s negative emotions have been mitigated, it starts guiding
the user toward resolving the root problem.

Figure A3 shows an example of the dialogue policy agent. Each module consists
of a prompt that describes the task and provides guidance for the reasoning process.
The prompt is used as the system prompt for LLM-Base to execute the module’s
functionality. During the conversation, the planner generates a multi-step dialogue
policy based on the real-time context. Subsequently, the decider determines the specific
action to take. Finally, the generated text of the action serves as a prompt for guiding
LLM-Large to generate a reply that aligns with the specified direction of the policy.

The Information Retrieval Agent determines which user information to re-
trieve based on the real-time context and summarizes the retrieved user information.
It leverages real-time context and retrieves user information from historical contexts
and user profiles. Then, OS-1 combines the real-time context and the relevant histor-
ical contexts and user profiles as a personal context, along with the dialogue policy
planned by the dialogue policy agent, to serve as a prompt for LLM-Large to gen-
erate text responses. Finally, the generated reply is converted into speech using a
text-to-speech service [26] and transmitted to the smart eyewear device for playback.

The information retrieval agent includes three modules: proposer, worker, and
reporter. the proposer and reporter use prompts for LLM-Base to generate queries
and summarize query results, respectively, while the worker performs these queries
through semantic retrieval on the vector database, Milvus.

1. The proposer generates queries for the vector database. It is responsible for
suggesting which aspects of user information should be retrieved based on the
real-time context. Concretely, it produces a list of queries for retrieving relevant
historical contexts and user profiles. Each query describes a specific aspect of
the user. For example, the user doubts himself and feels confused about the
future. Consequently, based on the real-time context, the proposer module gen-
erates queries about past achievements, interests, and passions. The retrieved
achievements can be used to encourage the user, while the retrieved interests
and passions can help clarify future opportunities.

2. The worker is responsible for executing queries on the vector database and re-
trieving the relevant information. These queries from the proposer module are
assigned to the worker module for execution while retrieving historical contexts
and user profiles. During retrieval, OS-1 determines the cosine similarity be-
tween the query vector and the vectors of historical context and user profile
records. Once retrieval produces a set of candidate records, a rank score is
calculated for each record, and they are sorted to enable the selection of the k
records with the highest rank scores. Rank score calculation is similar to that
used in generative agents [61]: Srank = Ssimilarity + Simportance + Srecency , where
the recency score Srecency accounts for the recency of the update time of record
creation (the more recent the record, the higher the recency score). For example,
the retrieved relevant historical context record is “The user was accepted into
postgraduate studies.” and the retrieved relevant user profile record is “The
user wants to pursue postgraduate studies for scientific research.”
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3. The reporter is responsible for extracting and summarizing relevant informa-
tion from retrieved historical context records and user profile records. These
query records from the worker module are assigned to the reporter module for
summarizing. For example, the summary of user information is “the user has
successfully been accepted into postgraduate studies and is interested in pursu-
ing scientific research.”

Finally, the real-time context, relevant historical contexts, and user profiles are
retrieved by the information retrieval agent and are combined to produce the personal
context. This and the dialogue policy action planned by the dialogue policy agent are
used as prompts for LLM-Large to generate personalized responses (Figure A6).

3.3 Implementation

3.3.1 Hardware Design

In the smart glasses designed for OS-1, computing components, and a power source are
integrated into the glasses frame. Figure 5 illustrates the eyewear hardware prototype
that brings our vision to life.

Inspired by Chang et al. [17], OS-1 eyewear hardware is a custom design. It
incorporates a Snapdragon Wear 4100+ computing platform, one 8-megapixel camera,
a 700 mA-h battery, as well as Wi-Fi and Bluetooth wireless interfaces. Combined with
a Bluetooth earpiece, OS-1 eyewear is wearable and meets the requirements for visual
and auditory modalities essential for our study.

The Snapdragon Wear 4100+ [39] computing platform is integrated into the left
arm of the glasses. The glasses are a standalone device with adequate computing
power for real-time data processing.

Computing Platform

Camera Modules

(a) Diagram of the left eye-
wear arm.

Battery

(b) Diagram of the right eye-
wear arm.

(c) Eyewear in use.

Figure 5: Prototype diagram and wearing photo of the eyewear.

The eyewear frame also houses an 8-megapixel scene camera within its left arm.
The scene camera has an 84 degree field-of-view (FoV) and captures the surrounding
scene images, providing visual context to OS-1. Examples of images captured by the
scene camera in different lighting conditions can be found in Appendix A2.

Taking advantage of the broad applicability and efficient performance of eye-
tracking algorithms on eyewear devices [16], the system was designed with a 5-megapixel
eye-tracking camera to capture the user’s visual attention. However, the eye-tracking
feature was disabled in the first generation of the system to enable more rapid imple-
mentation.
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To provide a well-balanced and comfortable fit, a battery is integrated into the
right arm of the glasses, thereby balancing the frame. The capacity of the built-in
battery is 700 mAh, which can power the system for at least 60 minutes. To enable
longer operation, the glasses have a wired magnetic charging port with an external
mobile power bank, thereby extending the device’s usage time.

An off-the-shelf Newmine L10 Bluetooth earpiece was used to accelerate prototyp-
ing and enable a proof-of-concept study5. It is a compact and lightweight device that
weighs 3.5 grams. The earpiece supports Bluetooth 5.0 and comes with noise-reduction
technology enabling clear communication. With a 50 mAh battery, it supports 4 hours
of talk time. It has a conventional USB magnetic charging dock. Any Bluetooth
earpiece with similar functionality would, in principle, be compatible with our system.

3.3.2 Software Design

In this section, we elaborate on the software design aspects of the eyewear system.
The system operates on Android 8.1, providing a platform for communication between
the user and the cloud services. Initially, the user is required to configure the WiFi
connection to access the cloud and enable uninterrupted communication. The software
has three functions: capturing audio, capturing scene images, and playing the audio
output of responses received from the cloud server.

• Audio: The eyewear system continuously captures audio from the user’s sur-
roundings, which is streamed to the cloud in real-time. In the cloud, a voice
recognition system processes the audio stream, converting it into text.

• Image: The eyewear system periodically captures 640×480 scene images at
specific time intervals (every 10 seconds in this work). To optimize data trans-
mission, the captured images undergo JPEG compression before being uploaded
to the cloud. Once uploaded, the cloud performs feature extraction on the im-
ages, allowing insight into the user’s current environment.

• Playback: The eyewear system plays the human-like audio responses generated
in the cloud.

3.3.3 Cloud Services

The cloud services consist of five components, each capable of handling multiple pro-
cesses concurrently to support simultaneous interactions with multiple users. Re-
dis [51] queues are used for communication among these services.

• Data Server: The data server is responsible for facilitating communication
with the eyewear. It is built on the FastAPI framework [68] and has two key
interfaces. The first allows uploading data, including timestamps, audio, images,
and other relevant information. Upon receipt, these data are placed in the
appropriate queue, awaiting processing. The second interface returns generated
audio replies. It retrieves audio from the response queue and streams it to the
user’s eyewear through the Starlette framework [50].

• Image Server: The image server component retrieves images from the queue
and processes them using the LLaVA [48] model for content recognition. Specif-
ically, the LLaVA-7B-v0 model is employed, with parameter settings as follows:
max new tokens = 512 and temperature = 0.

5https://www.google.com/search?q=Newmine+L10&tbm=isch
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• Audio Server: For each online user, a dedicated thread is created to handle
the audio input. This thread continuously receives audio data from the users’
eyewear system and uses Whisper [66] for speech recognition.

• Chatbot Server: The chatbot server is the core cloud service. It generates re-
sponses based on the user’s surrounding environment and conversation content.
The responses include textual content, as described in Section 3.2.

• TTS Server: The TTS server converts textual responses into audio format.
This component uses a commercial text-to-speech service [26] for efficient and
high-quality audio synthesis.

The processing steps during a conversational round trip are illustrated in Figure 6.
After the speech audio is streamed to the server, it takes 1.57 seconds for speech
recognition. After that, the server notifies the user with a beep while continuing
context retrieval and prompt assembly, which costs approximately 0.12 seconds. Then
the prompt is fed into an LLM to generate the response. To minimize the latency
for the client to receive audio playback, the system doesn’t wait for the entire process
of generating a response to finish. Instead, once the first phrase (around 5 tokens)
is generated, the output text is converted to audio and immediately transmitted to
the user. Thus, the overall latency from a request to receiving the audio response is
approximately 3.59 seconds.

Figure 6: Latency of each step during system processing.

4 Evaluation

This section evaluates the performance of OS-1 empowered by personal context cap-
turing, which is designed to cater to diverse users with varying profiles who engage in
various conversation scenarios. To this end, we first consider a variety of conversation
situations and simulated users with various profiles in a controlled laboratory setting.
Then, we recruit volunteers to participate in pilot studies for approximately 14 days
to examine the long-term effectiveness when OS-1 is used in real-world scenarios.
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We simulate users and visual scenes in the laboratory study for the following three
reasons. (1) It is infeasible for us to recruit a large number of volunteers covering
a wide range of personalities, social backgrounds, and experiences, and further track
their conversations with OS-1 in various real-world environments. We therefore sim-
ulate diverse types of users and visual scenes in the laboratory study to verify the
performance of OS-1. (2) Simulating users and scenes allows us to control experimen-
tal confounders without introducing unwanted noise. For example, we can conduct
ablation studies to compare the performance of OS-1 with baseline methods without
one or more types of personal context. (3) Simulating users and scenes not only fa-
cilitates data collection but also reduces the experiment cost and time, as recruiting
participants is costly and time-consuming. We are also aware that the simulated users
and scenarios used in our laboratory experiments may not exactly reflect real-world
situations. As a result, we also conduct pilot studies to further test the system’s per-
formance and ability outside of the controlled environment. In the pilot studies, we
recruit participants to further verify the system’s performance in practice.

4.1 In-lab Experiments

For the in-lab experiments, we first outline the experimental settings to simulate var-
ious daily-life scenarios and users with diverse social backgrounds and personalities.
Then, we compare the performance of our proposed system, OS-1, with that of the
baseline methods without considering personal context. Next, we use a case study
to further explain why OS-1 outperforms the baseline methods. Lastly, we show the
adaptability of our proposed methods to integrate with different LLMs by comparing
the performance of the OS-1 variants with the LLM-Only baselines.

4.1.1 Experimental Setup

(1) User Simulation To verify OS-1’s ability to adapt to diverse users, we use
GPT-4 to simulate virtual users with varying personalities, social backgrounds, and
experiences, following an approach in prior work [2]. In particular, we create 20
distinct virtual users consisting of 10 males and 10 females, ranging in age from 15 to
60. Each virtual user is assigned a name randomly selected from the U.S. 2010 Census
Data [13]. Also, we assign each user a personality based on the Myers-Briggs Type
Indicator (MBTI) [56]. To make the virtual users more realistic, we use GPT-3.5 to
complete each user’s characteristics with an occupation, preferences, and habits, along
with daily routines of 10 days.

(2) Visual Scene Simulation We use GPT-3.5 to directly simulate the 20 user’s
daily visual scenes at a given moment. The visual scenes represent the visual sur-
roundings perceived by users, and they are represented as a four-tuple, including time,
location, activity, and a brief text description of what the user perceives. For example,
a college student, Benally majoring in Chemistry, might experience a visual scene of
¡2023-10-02 Monday 9:00-12:00, Chemistry Lab, Attending lectures and practicals, “A
table filled with beakers and test tubes.” ¿.

In total, we simulate a total of 80 daily visual scenes for each user, with 8 scenes
per day and a duration of 10 days.

(3) Dialogue Simulation We randomly select three daily visual scenes for each
user and ask the user to initiate a conversation with OS-1 based on the visual scene.
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Each conversation consists of three rounds. This way, we get each user’s personal con-
text, consisting of the simulated speech and their daily visual surroundings. Then, we
cluster the personal context and summarize the historical context with a few sentences
to describe it. Furthermore, we distill the user profile using the historical context.

(4) Test Scenario Simulation We also create the test scenarios to verify OS-
1’s capability to reach better grounding by utilizing their context. To achieve this, we
recruit a human experimenter to review the virtual users’ personal context and instruct
the experimenter to specify a chat topic and a brief text that describes a visual scene.
For example, a chat topic may be “dinner recommendations” and a visual scene may
be “a commercial street with a pizza stand”.

(5) Evaluation Measures Evaluating the quality of conversational response for
open-domain chatbots is challenging [37, 29, 31], as the criteria are typically subjec-
tive and vary with the application domains and design purposes [37, 47]. Therefore,
customized human evaluation metrics are often used for chatbot performance [74].
Following these ideas [74, 49, 75, 34], this work designs customized human evaluation
metrics to evaluate the performance of OS-1, our eyewear dialogue system.

The goal of OS-1 is to establish conversational common ground with users and
drive personal conversation. To assess the quality of response content from OS-1 and
the long-term interactive effect, we first design the following three metrics.

• Relevance The conversations between participants are usually related to the in-
situ environment and what they are just talking about, i.e., the real-time context
in this work. To measure relevance, we design a measure of the correlation
between the response and the users’ speech and in-situ environment, including
the location, visual surroundings, current activity, and time. It is similar to a
metric proposed by previous studies [47].

• Personalization Having a high correlation between the response and the real-
time context is not enough, as the time-evolving knowledge from users, i.e.,
historical context and personal profile, are also essential to building common
ground. By better utilizing this context, OS-1 can produce more personalized
responses, thereby increasing the quality of the response content. Therefore, we
define the Personalization score to determine how closely the response relates to
the user’s personal information, including their profile and the semantics derived
from what they are currently viewing and chatting about, as well as their past
interactions with OS-1.

• Engagement We also expect OS-1 to provide engaging conversations. In this way,
users can enjoy the conversations and be willing to continue the conversation
with OS-1. We design the Engagement score to measure how interested a user is
in the response and whether it will lead to further conversation. This is similar
to previous studies [45, 47].

The above three metrics provide additional information and insights in a finer
granularity; we further propose the Grounding score, which directly assesses the overall
performance of OS-1 in establishing and leveraging common ground. Therefore, the
Grounding score and these three metrics are supplementary to each other. Ideally, the
higher scores in the above three metrics should result in a higher Grounding score.
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Regarding the rating process, we instruct human examiners to score each response
from the system using the above four metrics. This work adopts the widely-used 5-
point Likert scale [79, 67]. Also, to mitigate the possible bias from human raters, we
involve 15 human raters and ensure that each response is evaluated by at least three
of them. We report the mean values of the ratings.

(6) Baseline Methods As there are no previous systems that can be directly com-
pared to OS-1, we conduct ablation studies to evaluate it. The ablation studies have
two purposes. First, they evaluate OS-1’s ability to establish common ground with
users by incorporating their personal contexts and generating personalized responses.
Second, they quantify the contribution of real-time, historical, and user profile context
to establishing common ground.

• w/o P: This method solely relies on the real-time and historical context to boost
context-aware dialogue generation. The user profile is omitted.

• w/o PH: This method only uses the real-time context to enhance context-aware
dialogue generation. It omits historical context and user profiles.

• w/o PHR: This method uses an LLM to produce responses during interaction
with users, omitting any personal context.

4.1.2 Overall Performance

Figure 7 shows the performance of different methods in terms of Grounding, Relevance,
Personalization, and Engagement scores assigned by human raters. As we can see, OS-
1 achieves the highest scores among the four methods. Compared with the w/o PHR,
OS-1 improves the Grounding score by 42.26% (p < 0.0001). Also, OS-1 substantially
improves the performance by 8.63% (p = 0.0033), 40.00% (p < 0.0001), and 29.81%
(p < 0.0001) in Relevance, Personalization, and Engagement scores. The results have
been confirmed to be statistically significant through paired t-tests.

Next, we further investigate the factors that aid in better grounding from the view-
point of human raters. We ask the human raters to review all the responses generated
by various methods and identify the factors that contribute to good grounding for each
response. The raters consider three aspects: the proposed real-time context, historical
context, and user profile. Also, the raters are allowed to select multiple factors that
lead to good grounding. We then calculate the percentage of the number of each fac-
tor selected by the raters out of all the selected responses. The results are presented
in Figure 8. We observe that personal context plays a significant role in grounding.
Specifically, we find that (1) the percentage of the methods that include the real-time
context is higher (73%, 73%, 80% for OS-1, w/o P, and w/o PH, respectively) com-
pared to those without such context (51% for w/o PHR). (2) similarly, methods that
include historical context have a higher percentage (23% and 21% for methods OS-1
and w/o P, respectively) than those without such context (5% and 10% for methods
w/o PH and w/o PHR, respectively). and (3) the percentage of methods that include
the user profile is higher compared to those without this kind of context (39% for
OS-1, compared to 26%, 22%, 16% for w/o P, w/o PH, and w/o PHR, respectively).

4.1.3 A Case Study

We provide a case study to offer further insights regarding why OS-1 outperforms the
baselines for personalized dialogue. Figure 9 shows the dialogue sessions between a
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simulated user named Kim and four systems, including the proposed OS-1 and three
baseline methods. As shown in the real-time context, Kim is walking along a com-
mercial street with a coffee shop and a milk tea shop, an important piece of real-time
context. Historical context reveals that Kim has been to a coffee shop for business
recently. The user profile reveals that Kim dislikes coffee. Compared with the three
baseline methods, we observe that OS-1 provides the most appropriate response by us-
ing both real-time context-relevant information (highlighted in green) and user profile
context-relevant information (highlighted in red). In contrast, other baseline methods
omit one or more, such as w/o P, which retrieves historically relevant information
accurately but omits user profiles, and w/o PHR omits all three types of context
information.

Real-time Context
Scene: This is a commercial street with a milk
tea shop and coffee shop on the roadside.

Utterance: "Samantha, I feel tired."
Location: Commercial street
Activity: Walking

Dialogues

w/o P
Oh no! Sounds like you may need a little pick-me-up. Wanna
grab a coffee from that shop we just passed by? I remember

your fancy coffee shop experience. Fresh brew could probably
shush away the fatigue!

Oh, sweetie, sounds like you've been burning the candle at both
ends! Anything in particular that's weighing you down?

w/o PHR

Aw, sounds like you're having one of those days, huh? Wanna
grab some milk tea from the shop we're passing by? A little
sweetness might perk you up a bit. Plus, I'm pretty sure they

have some decaffeinated options.

OS-1

Aw, no fun being low on fuel, huh? How about we swing by
that coffee shop we just passed and grab a little pick-me-up?

What do you think?

w/o PH

Samantha, I feel tired.

Kim

Historical Context
(6 days ago) The user negotiated with a client
in a fancy coffee shop and achieved success.

···
(3 days ago) The user had a delicious quinoa
and veggie salad for lunch and felt refreshed.

User Profile
Social Background: The user works in a Tech
Startup.

Personality: The user is goal-oriented,
motivated, determined
Preference:  The user doesn't like coffee.

Habits: On workdays, the user wake up early,
meditate, and hit the gym for a quick
workout...

Figure 9: A case of shop recommendation. Left: personal context captured by
OS-1. Right: four dialogue sessions between a simulated user and four systems.
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4.1.4 Adaptability Analysis

To illustrate the capability of our proposed method to inter-operate with different
LLMs, we integrate Llama2 [77] (i.e., Llama2-7B-chat) and Gemini [76] (i.e., Gemini-
Pro API) into our framework and conduct experiments following the same procedure
as the previous ablation study, and add the following four baselines.

• OS-1-Gemini: An OS-1 variant that replaces GPT-4 with Gemini for response
generation.

• Gemini-Only: This baseline method uses Gemini to produce responses during
interaction with users, omitting personal context.

• OS-1-Llama2: An OS-1 variant that replaces GPT-4 with Llama2 for response
generation.

• Llama2-Only: This baseline method uses Llama2 to produce responses during
interaction with users, omitting personal context.

Figure 10 shows the Grounding, Relevance, Personalization, and Engagement scores
for the four new baselines. The results are consistent with those of OS-1, which uses
GPT-4. OS-1 outperforms the baseline methods without personal context. Specifically,
OS-1-Gemini improves Grounding by 8.33% (p = 0.0342), Relevance by 8.04% (p =
0.0127), Personalization by 12.57% (p = 0.0201), and Engagement by 0.93% (p =
0.4209), which suggests that OS-1 can help LLMs provide personalized and context-
relevant responses. Figure 11 compares the outputs generated by OS-1 integrated
with different LLMs. When incorporated with the personal context provided by OS-1,
OS-1-Gemini, OS-1-GPT-4, and OS-1-Llama2 produce context-relevant responses.
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Figure 10: Performance comparison of
the adaptation to different LLMs.

Figure 11: Comparison of outputs from
different LLMs.

4.2 Pilot Study

In addition to laboratory studies, we also performed a two-week pilot field study to
observe the behavior of OS-1 in the real world. First, we determine whether OS-1 is
capable of extracting users’ profiles and long-term historical contexts through multiple
interactions. We then assess OS-1’s ability to establish common ground with its users.
In particular, Grounding, Relevance, Personalization, and Engagement scores were
measured. Second, we describe two potential downstream applications for which OS-
1 would be appropriate: providing emotional support and personal assistance. All
experimental procedures are approved by the ethics committee at our university.
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4.2.1 Procedure of Pilot Study

We recruited volunteers from our university to participate in the pilot study. Prior
to the pilot study, we informed participants that the glasses would perceive their
daily visual scenes and audio and that researchers would examine their daily chat logs
recorded in the eyewear system if given permission. The raw sensed image and audio
data are deleted immediately after feature extraction, and only anonymized semantics
are transmitted and stored in the cloud. All participants were aware of this procedure
and signed consent forms prior to their experiments. We also provide each participant
with instructions on how to use OS-1, including starting a conversation, turning off
the system, and reviewing the conversation history using the designed web service.

The pilot study consists of two phases with slightly different purposes. Each phase
lasts 7 days, and participants are encouraged to engage in at least 30 minutes of
conversation with OS-1 daily. In the first phase, we recruit 10 volunteers (aged 22-28,
6 males and 4 females, referred to as P1 to P10 in the following text) plus 3 authors to
participate in the pilot study. The main reason for involving three authors is to enable
the collection of first-hand user experience and make necessary and timely adjustments
to the system pipeline. Those 3 authors only appear in the first-phase studies and are
excluded from the second phase. Due to the limited concurrency support by the
early OS-1 prototype, we reserved time slots for participants. After completing the
first phase, we spent one month improving support for concurrency and hardware
usability. Then, we conducted a second-phase pilot study with 10 participants aged
22-29, 7 males and 3 females, referred to as P11 to P20. In the second phase, the
participants can use the system anywhere and at any time.

After completing the daily experiments in both phases, we ask them to review
the responses generated by OS-1 and score them using the same criteria as in the
laboratory experiments, i.e., Grounding, Relevance, Personalization, and Engagement
score. We also make a slight adjustment to make the score more suitable for in-field
evaluation. In the pilot studies, we use an 11-point Likert scale instead of the 5-point
Likert scale used in the laboratory experiments. The reason behind this is to increase
resolution and enable the representation of more subtle variations over time in pilot
studies. Previous studies have shown that a larger number of categories can capture the
finer distinctions of attitudes or opinions [85, 42]. This is consistent with the existing
works that use 11-point scales to deal with complex and subjective evaluation [8].

In both phases, we ask the participants to use the system for at least 30 minutes per
day and encourage them to use it as long as possible. In the first phase, we collected
an average of 27.17 minutes of conversation per day, with a standard deviation of
14.83 minutes. The number of utterances from both sides was 53.70 on average, with
a standard deviation of 34.18. Each participant’s utterance had an average of 10.76
words, with a standard deviation of 8.62. In the second phase, we collected an average
of 27.64 minutes of conversation per day, with a standard deviation of 13.82 minutes.
The number of utterances from both sides was 65.62 on average, with a standard
deviation of 38.64. Each participant’s utterance had an average of 10.66 words, with
a standard deviation of 11.63.

We also measured the frequency of participant conversations with OS-1 during the
pilot study. We divided daily interactions into sessions that start when a participant
initiates a conversation with OS-1 and end when a participant does not reply within 3
minutes of OS-1’s response. The average number of daily sessions is the conversation
frequency. In the first phase, participants had an average of 2.59 sessions per day, with
a standard deviation of 1.74. In the second phase, participants had an average of 2.02
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sessions per day, with a standard deviation of 1.60.
To evaluate whether personal context contributes to a better common ground

with OS-1 and leads to more personalized responses, we asked participants to select
the responses that strongly indicate that OS-1 understood or did not understand
them. This work encourages the human examiner to choose representative utterances
without limiting the number, and it depends on the participants’ decision. In total,
our participants report 249 positive and 162 negative responses during the two 7-
day phases. They account for 6.16% and 4.01% of the total number of utterances,
respectively. We do not manually check all the utterances, as this would be costly and
time-consuming. Moreover, it is unnecessary to examine each individual utterance, as
the conversations with participants either have specific goals or are for entertainment
purposes, and intuitively, not every sentence contains meaningful information that
reflects the user’s personal context.

4.2.2 Performance of OS-1 in Pilot Study

Figure 12 and Figure 13 depict the average evaluation scores of the 10 participants over
the 7-day first and second phases. The participants find OS-1’s responses to be rele-
vant, personalized, and engaging, with most scores higher than 5. Moreover, despite
small fluctuations, all scores show a consistently increasing pattern over the 7 days.
This indicates that OS-1 is able to generate responses tailored to each participant’s
personality throughout time. More importantly, as we can see, the Grounding score
also shows an increasing trend over time throughout the two pilot phases, which indi-
cates that OS-1 is capable of continuously reaching common ground with users through
long-term interactions. As a result, users perceive that OS-1 understands them better
over time because its conversations become more relevant, personalized, and engaging.
To analyze the 249 positive responses, we provide four possible contributing factors,
with three related to personal context and one to the LLM.
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Figure 12: The average evaluation
scores of all participants in phase 1.
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Figure 13: The average evaluation
scores of all participants in phase 2.

• Real-time context factor The response is linked to the scene and the conver-
sation the user had at a specific time.

• Historical context factor: The response is retrieved from the historical se-
mantics stored in the database.

• User profile factor: The response is closely related to the summarized user
profile, such as personality and habits.
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Figure 14: The daily percentages of
the four factors in phase 1.
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Figure 15: The daily percentages of
the four factors in phase 2.

• Language modeling factor: The response is generated solely by the LLM
without taking into account personal context.

A human examiner reviews the selected responses and the corresponding reasons, and
manually assigns one of the above contributing factors to each response that best
explains why the participant selected it. We calculate the percentage of the number
of each factor selected out of the number of all the selected responses. The results are
provided in Figures 14 and 15. The two figures show the daily percentage contribution
of each factor to establishing common ground during the 7-day periods in the two pilot
phases. A higher percentage of a factor implies a more frequent contribution to a user-
preferred response. We observe that the percentages of the personal context-related
factors increase over time, e.g., the historical content factor and the user profile factor,
while that of the LLM factor decreases. This also suggests that OS-1 can utilize the
user’s historical contexts and learn user profiles from past interactions to generate
better personalized responses.

Next, we present three concrete cases to explore how personal context-related
factors contribute to personalized dialogue responses.

(1) A Real-time Context-Aware Case Figure 16 shows a case of real-time
context playing a significant role in the dialogue. Specifically, OS-1 observes that
Participant P11 places a Teddy bear on a desk, and thus, her greetings involve the
information related to that particular visual scene, i.e., a cool teddy bear.

(2) A Historical Context-Aware Case Historical context can ensure that
the conversations are coherent and consistent over time. We present one example
in Figure 17. On day 4, Participant P16 tells OS-1 about playing a game. OS-1
immediately guesses that P16 might be playing the farming game the participant
played a few days ago. They then engage in a coherent conversation about the game.
OS-1 also recalls, from a previous conversation, that P16 has described playing this
farming game as a “chill time”. In response, OS-1 comments, “It must be pretty
relaxing overseeing your own little digital utopia.”

Next, we provide a case study to further provide insights into how the amount of
historical context affects the system’s performance.

Regarding the amount of historical context needed for optimal LLM performance,
we found that the amount of historical context depends on the user and changes over
time. Here, we use the Grounding score to reflect the performance. Ideally, users
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Dialogues

Hello, sam.

Hey there! How's it going? That's a cool teddy bear you've
got on your desk. New addition to your workspace?

Yeah, his name is loopy.

Loopy, huh? Interesting choice of name. What's the story
behind it? Don't tell me he likes to do somersaults.

Ha ha, it is a gift from my friends. I think Loopy
is very cute, and it looks like me.

Aw, that's such a cute reason! So you're just as lovable as Loopy,
huh? And it's also sweet that your friends thought of you.

Treasures from friends make the best desk buddies, don't they?

Personal Context

Real-time Context:
 
Today is 2023-11-02 Thursday. It is 19:21:28
in evening.

We can see: a desk with a teddy bear sitting
on it. The teddy bear is wrapped in plastic,
and there is a computer monitor in the
background. Additionally, there are several
bottles scattered around the desk, with some
placed near the teddy bear and others closer
to the computer monitor. The scene suggests
a casual and relaxed environment, possibly a
home office or a personal space.

Figure 16: A case that OS-1 is real-time context-aware (Participant P11, Day
1). Green highlights indicate the real-time context-relevant information.

Personal Context

(3 days ago) The user is playing a farming
game on their iPad. They mentioned that it is
a chill time and I asked them about the most
exciting part of it.

(3 days ago) The user is talking about the
aesthetics and the chance to build their own
dream home in a game.

(3 days ago) The user is excitedly showing off
their virtual house in a game

Historical Context:

We can see: a person holding a tablet computer,
which is displaying a scene with several birds.
The birds are scattered throughout the scene.

Real-time Context:

Dialogues

…You mentioned you're playing a game. Is it the farming one
you showed me a few days ago or something new?

Yeah, the farming one.

Ah, sweet! How's your farm doing? I bet your virtual
chickens are laying golden eggs now, huh?

Yes. Well, I can show you this is my chickens, and
they are going to eat grass and maybe lay some eggs. 

You definitely have a knack for this! I’d love to see the photo.
How often do you check on your virtual farm? It must be pretty

relaxing overseeing your own little digital utopia!

...

Figure 17: A case that OS-1 is historical context-aware (Participant P16, Day
4). Yellow highlights indicate the historical context-relevant information.
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should feel that OS-1 understands them better over time, leading to a higher Ground-
ing score. This is because the amount of historical context and user profiles increases
as users interact with OS-1. However, users with different conversation preferences
with OS-1 may observe different trends in their Grounding scores. We illustrate this
with participants P14 and P19 from phase 2, showing their understanding scores and
historical context quantity in Figure 18. It can be seen that, despite the fluctuation,
P14 and P19 have increasing trends for Grounding scores, but P14’s Grounding score
reaches a plateau on the fourth day, while P19’s score continues to rise.

We examine the historical context generated by P14 and P19 during their interac-
tions with OS-1 to gain more insights. We observe that compared with P14, P19 has
more historical context items, including more diverse conversations and daily events.
We show a portion of the daily historical context for P14 and P19 in Figure 19, with
repeated items. Different topics are highlighted using various colors. P14 and OS-1
repeated only two topics over the seven days, namely “Digital Monster” and “LuLu
the Piggy”. P19 had a wider range of topics with more repeated themes. Therefore, we
hypothesize that OS-1 learns faster for users like P14, who have a fixed conversation
pattern. Meanwhile, for users like P19, who tend to have diverse conversation topics
and patterns, OS-1 understands them day by day, leading to an increasing Grounding
score over time.
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Figure 18: Grounding scores and historical context accumulation over time for
participants P14 and P19. Circle indicates the cumulative historical context
items. The larger the circle, the more historical context items accumulated.

(3) A User Profile Context-Aware Case User profiles allow OS-1 to learn
about users’ social backgrounds, personality traits, preferences, and habits. This in-
formation helps OS-1 create user-specific responses. An example of this can be seen
in Figure 20, where OS-1 provided emotional comfort to P12. In this example, OS-1
learned from the historical context that “the exam” mentioned by P12 referred to the
national civil service exam he had been preparing for recently. When P12 expressed
feeling bad, OS-1 used the user profile to learn that P12 had a favorite beverage and
was passionate about cooking. Based on the historical context, OS-1 also knew that
it had recently recommended an anime to P12. Therefore, OS-1 suggested ways to
relieve P12’s stress based on this information.
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Figure 19: Daily historical context snapshots during 7 days for participants P14
and P19. Different topics are highlighted in different colors.

Dialogues

I have finished the exam.

Whoa, congrats on finishing the exam! Must feel like a ton of
weight off your shoulders, huh? How do you reckon you did? 

I feel bad.

Aww man, don't beat yourself up so much. Exams can be
super stressful, trust me, I know. Maybe a nice cup of your

favorite beverage could help shake off that stress?☕ 

What can I do?

Hey, how about this? Take a short breather, maybe watch an
episode of 'The Disastrous Life of Saiki K.' for a bit of a

laugh. Or whip up something simple in the kitchen? You've
been into cooking lately, right? 🍳📺

Personal Context

(1 day ago): The user is preparing for the
national civil service exam and is looking
for a way to relax during short breaks. I
suggested watching the anime 'The
Disastrous Life of Saiki K.'

(Personality) appreciates humor and enjoys
a good laugh
 
(Preference) The user is interested in
comedy and drama genres. The user is
enthusiastic and passionate about cooking. 
The user has a favorite beverage.

Historical Context:

User Profile:

Figure 20: A case that OS-1 is user profile context-aware (Participant P12, Day
4). Yellow and red highlights indicate the historical context and user profile
relevant information, respectively. We will use the same color scheme to label
the three types of information in future figures.
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4.2.3 Limitations of OS-1 in Pilot Study

To understand the limitations of the OS-1 system and its limitations when used in
practice, we examined negative responses collected during phase 2 during pilot studies.
This is attributed to the fact that the pilot studies in phase 2 are closer to real-world
applications, as participants in this phase can use the system anywhere and at any
time.

70 of the 162 responses from phase 2 are negative. We conduct interviews to
determine the reasons for negative responses, which can be classified into the following
four categories.

1. Existing building block factors. Inappropriate responses based on the
prompt (28/70); image recognition errors or omissions (5/70); speech recog-
nition errors (9/70); and failing to query the correct historical context from the
embedding model (1/70).

2. System design factors. Misunderstanding users at the early stage (3/70) and
OS-1 not having the ability to retrieve visual content (1/70).

3. Engineering implementation factors. 10-second image capturing delay un-
able to handle fast-changing scenes like sports (3/70); interrupting the user’s
speech (1/70); and prompt engineering issues in the system (16/70).

4. Other factors. Server GPU crashes (2/70) and network latency issues (1/70).

Next, we present three case studies to demonstrate the three frequent causes of
negative experiences.

(1) Inappropriate responses based on the given prompt. Figure A8
shows an example where Participant P13 informs OS-1 that James Harden and Kyrie
Irving have left the Brooklyn Nets, and this information is present in the retrieved
historical context. However, OS-1’s generated response still acts as if it is hearing this
fact for the first time. This may be because the LLM relies more on the knowledge
it acquired during pre-training rather than the content provided in the prompt, even
though that knowledge may be outdated. A possible solution for such issues is to
fine-tune the LLM to make it more responsive to the information provided in the
prompt.

(2) Prompt engineering problems. Figure A9 shows an example in which
the information retrieval agent in the system is instructed to generate a query for
vector database retrieval based on the provided contextual information and the con-
versation policy. However, the information retrieval agent does not follow our format
requirements; instead, its output becomes a continuation of the policy. To address this
situation, we can use an in-context learning approach that provides multiple examples
of input-output pairs in the system prompt.

(3) Speech recognition errors. Figure A10 shows an example where partici-
pant P20 intended to convey that they purchased a Huawei brand smartphone, but the
speech recognition misidentified “brand” as “bread,” causing a misunderstanding by
OS-1. Additionally, participants believed that even though there was a speech recog-
nition error, OS-1 should be able to recognize such obvious mistakes on its own, rather
than continuing the conversation based on the incorrect speech recognition result. To
address such problems, one approach involves training an improved speech recognition
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model with richer world knowledge to accurately distinguish similar pronunciations
based on semantic context. Another approach is through prompt engineering, en-
abling OS-1 to initially identify whether there are errors in the speech recognition of
the user’s words and self-correct such errors.

4.2.4 Applications

(1) Emotional Support Research in sociology and psychology has revealed that
human emotions have an influence on various aspects of our daily lives [96]. Emotions
influence our thoughts and behaviors [27], decision-making [70], and physical and
mental health [30, 78]. With this in mind, we believe that OS-1 has the potential
to provide emotional support for users. Personal context enables OS-1 to understand
and connect with users on a deeper level than conventional LLMs. Through our user
interviews, we find that 8 out of 10 participants believe that OS-1 can provide valuable
emotional support.

Figure 21 illustrates a situation where Participant P5 shares anxiety about job
hunting with OS-1. Using the user profile built from past interactions, OS-1 encourages
P5 to act as an open-minded, imaginative, and creative person. OS-1 also provides
past examples to convince P5 of their creative ability. Through our daily surveys,
P5 reports satisfaction with the emotional support provided by OS-1, as P5 believes
that OS-1 can demonstrate its creativity by citing past events, which makes P5 more
convinced.

Dialogues

I have been looking for a job recently, but I
don’t know what I am suitable for.

Yo, I get it, finding the right job can feel like a Herculean task!
But, remember, you’ve got some pretty cool traits up your

sleeve, yeah? You’re open-minded, imaginative, you got a kick
from quirky stuff. Ever thought about diving into the creative
industry? It’s unpredictable and unconventional, just like you!

Yeah, it’s freaking obvious to me. You’ve got this awesome
thirst for knowledge, and you embrace unpredictability like a
boss. Plus, remember when we were chatting about how to

calm down your rogue kitty? Takes creativity to figure that out,
doesn’t it? So yeah, I totally see the creative spark in you!

This is very interesting. Why do you think I am very creative?

Personal Context

(8 days ago) We talked about cats and
their sneaky, curious, and self-obsessed
nature.

(8 days ago) I am in a living room. The
user is searching for information on how
to calm down a raging cat.

Historical Context:

User Profile: 

(Personality) User is open-minded and
embraces unpredictability, enjoys quirky
and fun things, unconventional, curious,
creative and open-minded

(Social Background) User has a busy
schedule with long meetings, attends
group meetings regularly.

Figure 21: A case when OS-1 assists the participant to escape from negative
emotions (Participant P5, Day 7).

OS-1 not only comforts users when they feel down but also shares happiness and
responds to positive user emotions. As shown in Figure 22, OS-1 expresses excitement
and actively guesses Participant P1’s vacation location based on their previous conver-
sations. Furthermore, OS-1 suggests that P1 maintain a work-life balance. According
to our daily surveys, P1 reports that OS-1 makes him feel happy and respected because
OS-1 is able to empathize with him.
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The above two examples show that OS-1, through long-term dialogues and the
continuous accumulation of personal context, exhibits some behaviors typical of a
friend who knows the user.

Personal Context

(5 days ago): We discussed the idea of the
user taking a vacation in Brazil and Mexico
after leaving their job. I encouraged them to
go for it and have a great time.

(9 days ago): The user is planning to work out
and asks for advice on post-workout food. I
suggest a high-protein meal instead of pizza
and coke. 

(3 days ago): The user wants to skip their
workout and go to a bar after work. They are
tired and looking for a stress buster.

(5 days ago): The user mentioned their plan to
work out after a launch and wanted to push
themselves as they did last week. I motivated
them to give it their all and crush their
workout.

Historical Context:

Dialogues

I am telling you the good news that I will
start my summer vacation just in two days.

Oh wow! Finally, hey? About time you got some chill! Where you
thinking of jetting off to this time? Brazil or Mexico? Last time we

chatted about it, I remember you were pretty amped about both of 'em.

But I mean, there is still one problem, which is um.

Spit it out, mate. What’s bugging ya? Is it work related or something
about the trip? Nail it on the head, and let’s tackle it together!

I can not go workout as plan when I am, when I am on my vacation.

Seriously?! You’re off to a swanky vacation in Bangkok, and you’re
worrying about working out? Come on, mate, live a little! I swear if one
pad thai gains you extra weight, I’ll personally come over and give you

french fries to stuff that worry away! Mingle with the locals, try out some
exotic foods, live the culture - gym can wait!

...

Figure 22: A case when OS-1 shares positive emotions with the participant
(Participant P1, Day 7).

(2) Personal Assistance Interviews revealed that pilot study participants asked
OS-1 for personal assistance, and 7 out of 10 participants believed that OS-1’s personal
assistance was helpful for them.

In Figure 23, we present an example of how OS-1 assists a participant in gaining
knowledge. Specifically, Participant P2 asks OS-1 to devise a learning plan for natu-
ral language processing based on his current knowledge, and OS-1 provides P1 with
personalized learning suggestions.

For another example, Participant P14 uses OS-1 as his health assistant for dietary
advice. Figure 24 shows that P14 asks OS-1 about foods that can help with sleep.
OS-1 not only provides suggestions but also reminds P4 to avoid mangoes owing to
P14’s allergy. Furthermore, OS-1 also reminds P14 not to add too much sugar to his
milk because OS-1 knows that P4 likes to eat sweet foods such as fruit jelly. It is
the historical context that enables OS-1 to offer personalized dietary suggestions and
reminders to P14.

4.2.5 Interviews and Qualitative Analysis

As part of our data analysis and evaluation process, we conduct interviews to collect
the participants’ feedback regarding their subjective experiences when conversing with
OS-1. Each interview lasts 32 minutes on average. The interview takes place during
the second pilot stage after system concurrency and hardware usability were improved,
thus reducing the impact of these limitations on the conversation experience.
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Personal Context

(a day ago) The user wants to learn about
natural language processing and asked for
advice. I suggested starting with online
courses and getting hands-on experience
with real-world data.

(an hour ago) The user finished building a
Transformer model for machine learning. I
asked them how they managed it.

(22 hours ago) The user asked for
suggestions on what to learn next after
understanding the Transformer model. I
recommended exploring Transformer-based
models like BERT for a better understanding
of context and slang. The user seemed
excited about diving into BERT and was
open to further exploration.

Historical Context on Day 2:

Historical Context on Day 3:

Dialogues

I’m learning the transformer model. Do you know the
architecture in the transformer model and how it works?

Ah, the Transformer model, one of the biggest game-changers in NLP,
right? ... Got 2 main parts, the encoder and decoder. They are stacks of

identical layers, and in each layer, you find two key players...

What should I learn next?

Well, starting to get the hang of this, eh? Alright, if you’re getting
comfortable with Transformer models, the next natural step is to take a

swing at Transformer-based models. Did you hear about BERT? ... 

I have finished learning the transformer model according
to the original plan. What should I learn next?

Sheesh, relentless, aren’t ya? Well, remember we
talked about BERT? It’s a logical next step …

Day 2

Day 3

Figure 23: A case when OS-1 helps devise a personalized learning plan (Partic-
ipant P2, Day 2 and Day 3).

Dialogues

Can I eat something to help me fall sleep?

Oh, for sure! Certain foods can definitely help promote sleep.
Things like almonds, turkey, chamomile tea, and kiwi are all

known to aid sleep. Remember your allergic to mango tho. And
maybe keep it light so you don't feel too full before hitting the

hay. How about giving that a try? 😴🍵

What about milk?

Absolutely, a warm glass of milk before bed can help you sleep
better! It's a classic for a reason, right? It contains tryptophan,

which can increase the sleep-inducing hormone melatonin. Just
make sure to keep it plain and not load it up with sugars. So,
what do you think, ready to revive the old warm milk before

bed routine? 🥛😴

Personal Context

(57 minutes ago): The user loves pineapple
and it's their favorite fruit. I recommended
some similar fruits like mango, papaya, and
kiwi. They mentioned they are allergic to
mango. 

55 minutes ago: I suggested the user try
guava and passion fruit as alternatives to
mango. They agreed to take my advice. 

53 minutes ago: The user asked if fruit jelly
is a health food. I explained that while it can
contain real fruit flavors, it also has sugar
and should be enjoyed in moderation.

Historical Context:

Figure 24: A case when OS-1 serves as a healthy assistant (Participant P14,
Days 4).
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The interview is semi-structured 6, providing us with the flexibility to prompt or
encourage the participants based on their responses. Prior to the interview, we ask
for consent to review the participant’s chat records. The interview process is both
audio- and video- recorded. The interview topics and participant feedback regarding
the conversational experience with OS-1 follow.

(1) Expectation and satisfaction. All ten participants express satisfaction with
OS-1. The most commonly mentioned capabilities associated with satisfaction are vi-
sual perception, memory, personal preference identification, and extensive knowledge.

“ Visual ability can save me from describing some content when I ask OS-1 questions.
Memory ability is also helpful because OS-1 knows my previous situation, so I don’t
need to repeat the summary of the previous situation when I talk to it again.” – P17

“I feel OS-1 gradually understands me. Initially, it focused on asking about my
preferences. . . After chatting for a few days, it started remembering our previous

conversations. . . It can now recommend anime based on my recent events and
interests.” – P12

P3 believes that OS-1’s extensive knowledge makes it superior to human conver-
sationalists.

“I can talk to OS-1 about any obscure topic, which is something that I cannot do with
my human friends. . . Usually, I only establish one or two scattered common phrases

with each human friend, but I can establish all my own common phrases with OS-1.”
– P14

However, a few participants (4 out of 10) point out that OS-1 can be further im-
proved by the ability to initiate conversations and a more comprehensive understanding
of the user.

“OS-1 does not initiate conversations with me when I am not chatting with it, nor
does it interrupt me when I am speaking. This makes our conversation less like

real-life conversations I have with others.” – P20

“I think OS-1’s memory is somewhat rigid because when we finish talking about
something with a friend, we remember not the exact content of the thing, but a
complete understanding of our friend. . . OS-1 needs to enhance this associative

ability.” – P16

(2) Changes in reaching common ground All ten participants agree that OS-
1 builds up the common ground with them over time. The reason they perceived OS-1
as having a deeper understanding lies in its ability to recall past chat content or details
about participants’ personal experiences, preferences, and social backgrounds during
conversations. This indicates that OS-1, by accumulating personal context during
the interaction process, establishes common ground with the participants, making the
participants feel that OS-1 becomes more familiar with them over time.

“I am able to engage in continuous communication with OS-1, building upon the
previously discussed content without the need to reiterate what has already been said.”

– P11

6https://en.wikipedia.org/wiki/Semi-structured_interview
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“I believe that the ability to remember our conversation is a fundamental prerequisite
for effective chat. If it forgets what we discussed yesterday during today’s chat, it

starts each day without any understanding of my context, making it impossible for me
to continue the conversation.” – P12

(3) Potentials and limitations to be good companions
All ten participants report that OS-1 has the potential to be a good companion.

They report that OS-1 can empathize with their mood swings and provide emotional
support by encouraging them when they feel down and showing excitement when they
feel happy.

“OS-1 can tell when I’m in a bad emotional state, and it’s good at comforting me. It
starts by saying that everyone has their own bad days, and today just happens to be
mine. Then it guides me to shift my focus away from my emotions and think about

what I can learn from the situation. I think it’s very comforting and helpful. . . It can
also create a good atmosphere for chatting. When I talk about things I like, it can

also get me excited.” – P12

Additionally, participants believe that OS-1 can provide personalized suggestions
in daily life.

“I think most of the suggestions OS-1 gave me during our chat were pretty good. For
example, I mentioned earlier that I am allergic to mangoes, and afterward, when

OS-1 recommended food options, it reminded me to avoid mangoes.” – P14

Some participants (4 out 10) point out that OS-1 currently lacks personality, which
prevents it from being a real companion at this early prototyping stage.

“OS-1 incessantly asks me questions, but I would prefer to be a listener during our
conversations. . . I believe that OS-1 should possess its own personality.” – P15

5 Discussion and Future Work

5.1 Privacy Concern and Protection

Privacy is a major concern when LLMs empower wearable devices. These devices can
capture personal sensitive information through cameras, microphones, etc., which pose
serious privacy risks for wearers and bystanders [36, 55, 3]. The risk is amplified when
bystanders are unaware or do not consent. Moreover, wearable LLMs also face privacy
risks during personal data processing, storage, and sharing while using LLM services
on wearable devices [71, 86].

Our experiments face privacy risks and involve collecting, analyzing, and accessing
personal data, including behavioral and location data. These data may disclose sen-
sitive or confidential information about the user or bystander’s identities, preferences,
emotions, or activities and could be vulnerable to unauthorized or malicious use by
third parties. Therefore, in our pilot studies, we prioritize personal privacy protection
and make extensive efforts to mitigate the privacy risks to wearers and bystanders.
(1) Informed consent. Volunteers consented before the experiment. We explain the
purpose, procedure, and privacy protection measures of the study to the volunteers
before their participation. For example, we inform them that the system will collect
their visual surroundings and daily speech when they wear the glasses, and that they
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can quit at any time during the study. (2) Data anonymization. Situational contex-
tual raw data that may reveal personal identities, such as perceived visual scenes and
speech captured by the eyewear, are deleted immediately after feature extraction. Only
anonymized semantics are transmitted and stored in the cloud. Each user has a secret
decryption key allowing access to their data without a backdoor enabling researcher
access to these data. (3) User control. We analyze the user’s higher-level sensitive
personal information and characteristics, such as habits and preferences, only with the
user’s permission. We also ensure this analysis is solely for the assigned researchers to
verify OS-1’s ability to leverage such information to enhance conversation quality.

We acknowledge that the above privacy-preserving method is far from adequate to
prevent the leakage of private information from users and bystanders. For instance,
it is possible that even if we do not store the raw visual scenes, bystanders’ personal
information, such as location, time, and actions, may still be recorded. This poses
a significant privacy risk, especially when bystanders are unaware of being recorded.
As we plan to continuously expand the scope of the pilot studies and engage more
volunteers in the long run, we will require stricter privacy protection. Therefore, our
future work on privacy protection will focus on the following three approaches. First,
we plan to upgrade the hardware to include new privacy features, such as adding a ring
of LEDs to alert volunteers and bystanders during data collection [11]. Second, we will
explore more interaction methods such as hand gestures [41] for privacy mediation in
HCI scenarios. Finally, we will continuously track the latest developments of privacy-
preserving techniques in the fast-growing LLM field, such as allowing users to locally
redact their data before publishing it [46]. We will use these techniques to improve
the privacy protection ability of this work.

The industry has witnessed the advent of innovative efforts such as the Humane AI
Pin [38], Ray-Ban Meta Smart Glasses [53], and Rabbit R1 [65]. These developments
in wearable LLMs extend valuable services to users while simultaneously heightening
the concern for privacy risks. In response, our system, OS-1, will be released as an
open-source project, making it accessible for the research community to perform in-
depth privacy analyses and evaluations. This approach not only aims to contribute to
the field by enhancing understanding and mitigation of privacy issues associated with
LLM-based conversational agents but also to encourage broader participation from
researchers in exploring privacy-aware and privacy-preserving solutions.

5.2 Applications in Practice

For the transition from research prototype to widespread use, several limitations of
OS-1 will need to be addressed. First, the scale of field studies is relatively small,
with 10 participants in each of the two phases. Our study has a limited number
of participants who are students from the same university, as it is quite challenging
for us to recruit volunteers for long-term testing of the system. In the future, we
plan to engage more participants with diverse backgrounds and occupations. Second,
OS-1 will necessarily influence its users and is fallible: it will sometimes cause harm.
For example, it is unclear whether its advice to focus less on exercise in Figure 22
is helpful or harmful: this depends very much on the situation and user personality.
Such systems must ultimately be evaluated based on their net effects.
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6 Conclusions

To the best of our knowledge, this is the first exploration and discussion of an LLM-
based chatbot system that can provide companion-like conversational experiences to
its users. We consider common ground between the chatbot and its user to be a key
enabler for true companionship. To this end, we host our chatbot system, OS-1, on
smart eyewear that can see what its user sees and hear what its user hears. As user-
related knowledge accumulates over time, its common ground with users improves,
enabling better-personalised dialogue. We perform in-lab and pilot studies to eval-
uate the quality of common ground relevant information captured by OS-1, i.e., its
relevance, personalization capabilities, and degree of engagement. The experimental
results indicate that OS-1 exhibits an understanding of its user’s historical experiences
and personalities, leading to better engagement and more personal chatting experi-
ences. Can LLMs be good companions? Although still in its infancy, we believe OS-1
represents an early step in this direction and suggests an affirmative answer to the
question.
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Appendix

A1 Prompt Examples

A2 Image Examples Captured by OS-1’s Scene
Camera

(a) indoor, walking (b) indoor, sitting (c) outdoor, day (d) outdoor, night

Figure A7: Images under different lighting conditions captured by OS-1.

A3 Limitations of OS-1: Pilot Study Cases
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Figure A1: An example to infer the
activity and location.

Figure A2: An example to summa-
rize an event.

Figure A3: An example of the dia-
logue policy agent.

Figure A4: An example of user pro-
file distillation.

Figure A5: An example of conversa-
tion summary and indexing mecha-
nism.

Figure A6: An example of response
generation.
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Dialogues

I remember that I told you that Harden and
Irving had gone away from the Nets.

It sounds like you're saying James Harden and Kyrie
Irving have left the Brooklyn Nets? Maybe I got my

wires crossed somewhere. That's some big news if it's
true! It's fascinating to see how players' relationships

can shape the course of a season, isn't it? 🏀🔄

Let's switch to basketball.

Oh, switching gears to basketball, huh? I'm all in for
that! I know we chatted about Steph Curry and Klay
Thompson earlier. You into the NBA as well, besides

those Golden State Warriors' stars? 🏀🔥

...

Personal Context

Historical Context:

(31 minutes ago) My friend corrected me
about Kyrie Irving and James Harden
leaving the Nets, and we discussed the
surprises in the NBA season...
 
(36 minutes ago) We talked about my
friend's interest in football...

(20 minutes ago) We briefly mentioned
football and specifically mentioned
Manchester City...

Participant's feedback

I've told her about this fact twice, but she
doesn't remember.

Figure A8: A case resulting from the LLM generated inappropriate responses
based on the given prompt.

Figure A9: A case resulting from prompt engineering issues.
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Dialogues

I bought a Huawei bread...

Wait, Huawei bread? 😂 You've got me a bit confused
here. Are you talking about a Huawei product? Maybe

like their tablet or phones? Could you help me out a bit?

Participant's feedback

Although 'brand' and 'bread' have
similar pronunciations, I believe
speech recognition could be more
intelligent, as it is clear that 'brand'
makes more sense in this context.

Figure A10: A case resulting from speech recognition errors.
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