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Abstract

Loop analysis is a key component of static analysis tools. Un-
fortunately, there are several rare edge cases. As a tool moves
from academic prototype to production-ready, obscure cases
can and do occur. This results in loop analysis being a key
source of late-discovered but significant algorithmic bugs.
To avoid these, this paper presents a collection of examples
and “folklore” challenges in loop analysis.
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1 Introduction

When developing a new static analysis tool, there is little
distance between the developers and users. Often they are
the same. Diagnosing and debugging issues with the tool
is no more difficult than regular development. The distance
between users and developers grows as a tool becomes more
successful. Identifying faults requires the users to be will-
ing and able to file bug reports. Reproduction may require
non-disclosure agreements or travel to customer premises.
Confirming fixes may require a full release and deploy cycle.
Bugs that would have taken days to fix in early development
now take weeks, highlighting the importance of early bug
detection.

Bugs in static analysis tools vary in terms of severity and
impact. Crashes early in inputs can normally be isolated
relatively easily. Correctness bugs from mistakes in the core
algorithms are some of the most challenging to find and fix.
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The worst of these are cases with several edge cases, and
it seems like only one needs to be fixed. This can lead to a
cycle of bug reports and fixes, consuming time, budget and
user goodwill frighteningly quickly.

This paper addresses bugs that arise from tool develop-
ers’ mistaken beliefs and incorrect assumptions about loops
and their structure. Experience with various tools including
CBMC [17, 18, 21], SPARK [16], 2LS [4] and goto-analyzer
[14, 23] at different stages of development has shown that
these are a persistent source of complex and late-detected
bugs. Loops that do not meet the developer’s assumptions are
often fixed with a simple workaround for the specific exam-
ple, rarely solving the entire problem, leading to additional
bugs with precarious fixes and ballooning code complexity.

This paper makes the following contributions:

• Section 2 reviews several definitions of loops using
different program representations and gives examples
highlighting their differences.

• Section 3 explains mistakes (marked E) that the au-
thors and others, have made about the structure of
loops. These were identified as root causes of correct-
ness bugs found in several tools, with many leading
to severe and time-consuming bugs.

• Section 4 provides recommendations for handling loop
analysis, bug prevention and checks to avoid some
mistakes outlined in section 3.

2 What Are Loops?

To illustrate our definitions we use the “first” loop in C [11]:

whi l e ( f a h r <= upper ) {

c e l s i u s = ( 5 . 0 / 9 . 0 ) ∗ ( f a h r −32 . 0 ) ;

p r i n t f ( " %4 . 0 f ␣ %6 . 1 f \ n " , f ahr , c e l s i u s ) ;

f a h r = f a h r + s t e p ;

}

This has all the classical features of a loop [19]:

1. The program first checks the loop condition. . .
2. . . .which is the only way out of the loop.
3. If the condition is true, the loop body is run.
4. The program jumps back to the top of the loop after

the loop body finishes and everything repeats.

Unfortunately none of these is true for all loops.
When a program is represented as a parse tree, a loop is

any instance of the loop grammar rules, such as the while

or for rules. In the example, we have a single while loop,
with a loop condition (fahr <= upper) and a loop body.

This work is licensed under a Creative Commons Attribution 4.0 Interna-

tional License.
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JUMP_IF

ASSIGN

CALL

ASSIGN

JUMP

SKIP

Figure 1. A control flow graph for the first loop example

An alternative representation for the program is a list of
instructions. Jumps transfer execution to a different part of
the instruction list, dependent on some condition or uncon-
ditionally forgoing execution of instructions between the
jump and target label. The running example is representable
using six instructions:

A: JUMP_IF !(fahr <= upper), B

ASSIGN celsius, (5.0/9.0) * (fahr-32.0)

CALL printf, "%4.0f %6.1f\n", fahr, celsius

ASSIGN fahr, fahr + step

JUMP A

B: SKIP

The first jump is a conditional, the second is unconditional
and is a backwards jump as the target is earlier in the list.

A third representation is a control flow graph (CFG) [3],
which abstracts the list of instructions into a directed graph.
Each instruction becomes a node. Conditional jumps have
two edges: to the jump target and to the next instruction.
Unconditional jumps have a single edge to their target. All
other instructions (except the last) have a single edge to the
next instruction. Figure 1 gives the example’s CFG.

There are two widely used definitions of loops in CFGs:
a natural loop and a cycle. Following [2, 10] we describe
a back edge as any edge in the graph from C → ℎ where
every path from the start of the function to C passes through
ℎ. We call ℎ the head of the loop and C the tail of the loop.
The corresponding natural loop is ℎ plus the set of nodes
that can reach C without passing through ℎ. Natural loops
with the same head are merged and regarded as a singular
loop. Following [9] we describe a cycle as a maximal strongly
connected component (SCC). Cycles are more general and
can contain multiple entry points, unlike natural loops.

Loop Definitions Are Not Equivalent. As all four defini-
tions seek to describe the same fundamental structure, it is
not unreasonable to treat them as the same or at least “essen-
tially equivalent”. For example, deductive verification tools
provide annotations to allow the programmer to state loop in-
variants. Abstract interpreters and counterexample-guided
inductive synthesis based tools also compute loop invari-
ants. Deductive verification tools typically use the parse

tree definitions of loops, whilst other tools use the CFG or
list definitions. These definition mismatches and differing
properties of loops can cause considerable misunderstanding
and bugs when trying to combine different kinds of tools
[4, 21]. This section presents some sources of these mistakes.

E Loop conditions are the same in all definitions. Loop
conditions are a feature of the parse tree representation as
they are a syntactic feature of most languages. Unfortunately,
loop conditions are more fragile than often assumed. In the
following code, the parse tree representation has a single
loop condition true suggesting the loop does not terminate:

do {

o p e n _ s o ck e t ( ) ;

i f ( connec t ( ) == SUCCESS ) { b reak ; }

c l o s e _ s o c k e t ( ) ;

} wh i l e ( 1 ) ;

In languages with alternative means of exiting a loop, the
syntactic loop conditions are sufficient but not necessary for
loop termination . The other routes must be detected and
added to precisely reason about the loop exit. See Section
3.3 for more details about the subtleties involved.

The parse tree loop conditions are not directly definable
in the instruction lists and CFGs. Compare the following two
programs that make use of “shortcut” operators :

whi l e (A ( ) && B ( ) ) {

green ( ) ;

}

wh i l e (A ( ) ) {

i f ( ! B ( ) ) { b reak ; }

green ( ) ;

}

The CFGs are equivalent but the parse tree loop conditions
are {A && B } and {A} (or {A,B} if augmented as above).

It is tempting to think there is a CFG definition of a loop
condition along the lines of “A conditional branch where one
branch is outside of the SCC”, but this does not match the
parse tree definition:

whi l e (A ( ) | | B ( ) | | C ( ) ) {

i f (D ( ) ) { b reak ; }

p ink ( ) ;

i f ( E ( ) ) { b reak ; }

}

Here {C, D, E } would be “CFG loop conditions” but {A ||

B || C} (and possibly D and E) would be parse tree loop
conditions.

E Loop bodies are the same in all definitions. Similarly
to loop conditions, loop bodies are a syntactic feature in most
languages and are clearly defined. They do not necessarily
correspond to what instructions are regarded to be in the
loop in other representations. For example, consider:

whi l e ( choose ( ) ) {

i f ( choose ( ) ) { r ed ( ) ; b reak ; }

e l s e i f ( choose ( ) ) { goto out ; }

}
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unsigned int return_value_choose;

return_value_choose=choose();

!(return_value_choose != 0u)?

Skip

true

unsigned int return_value_choose$1;

false

!(0 != 0)?

return_value_choose$1=choose();

Skip

true blue();

false

!(return_value_choose$1 != 0u)?

Goto

unsigned int return_value_choose$0;

true

red();

false

End of Function

return_value_choose$0=choose();Goto

return_value_choose$0 != 0u?

true Goto

false

Figure 2. In the CFG, neither red or blue are in the loop

i f ( 0 ) { out : b l u e ( ) ; }

In the parse tree representation, red is in the loop body and
blue is not. The CFG given in Figure 2 shows that neither
red or blue are in the loop as they cannot reach themselves.
They are also largely indistinguishable suggesting that the
parse tree notion of loop body is not expressible in the CFG.

E Back edges are the same as backwards jumps. Back-
wards edges in a list representation are not guaranteed CFG
back edges. Consider the following list representation:

goto A ;

B : second ( ) ;

a s s e r t ( c o u n t e r == 2 ) ;

goto C ;

A : f i r s t ( ) ;

a s s e r t ( c o u n t e r == 1 ) ;

goto B ;

C : t h i r d ( ) ;

a s s e r t ( c o u n t e r == 3 ) ;

r e t u r n ;

In the list representation, goto B gives a backwards jump
but in the CFG representation it is not a back edge.

E The number of loops is the same in all definitions.

Compare the following programs:

do {

do {

b l u e ( ) ;

} wh i l e (A ( ) ) ;

} wh i l e ( B ( ) ) ;

do {

b l u e ( ) ;

} wh i l e (A ( ) | | B ( ) ) ;

r e t u r n ;

unsigned int return_value_choose;

return_value_choose=choose();

!(return_value_choose != 0u)?

orange();

true

green();

false

unsigned int return_value_choose$0;

Goto

return_value_choose$0=choose();

!(return_value_choose$0 != 0u)?

Goto

true

purple();

false

End of Function Goto

Figure 3. Control flow merges can create multiple loop entry
edges

In the parse tree representation, the left example has two
loops while the right has only one. However in the CFG
representation both have one natural loop.

3 Common Mistakes About Loop Structure

3.1 Entering Loops

E Loops have one entry edge. If two or more control flow
paths merge at the loop entry and there is no explicit merge
node, it is possible to have multiple entry edges. Consider
the following program and its CFG given in Figure 3:

i f ( choose ( ) )

green ( ) ;

e l s e

orange ( ) ;

wh i l e ( choose ( ) )

p u r p l e ( ) ;

E All entry edges go to the same location. C and some
other languages allow writing loops with multiple entry
points. Arguably an unintentional “feature” of the language,
the labels used by switch statements are normal labels and
can appear within other control flow structures. Duff [8, 13]
used this to provide a manual version of loop unrolling for
older compilers and hardware:

s w i t c h ( n & 0 x3 ) {

do {

c a s e 0 : d e s t [ i ++] = s r c [ j ++] ;

c a s e 1 : d e s t [ i ++] = s r c [ j ++] ;

c a s e 2 : d e s t [ i ++] = s r c [ j ++] ;

c a s e 3 : d e s t [ i ++] = s r c [ j ++] ;

} wh i l e ( j < n ) ;

}
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Simon Tatham’s implementation of coroutines uses a more
advanced version of the same idea [22]. Studies suggest cy-
cles with multiple entry points are rare [20].

E Multiple loop entry locations can be fixed by one

unrolling. As entry locations only affect the first iteration,
a tempting solution is to unroll the first iteration of any loop
with multiple entry locations. In most cases this is a simple
and reasonably efficient solution. However [6, 15] shows
there are pathological cases which result in an exponential
size increase.

E The first instruction must be an entry location. It is
possible for no entry to exist to the obvious first instruction,
and that the entry can be from inside a nested loop.

i f ( choose ( ) ) goto one ;

e l s e i f ( choose ( ) ) goto two ;

e l s e goto t h r e e ;

wh i l e ( choose ( ) ) {

wh i l e ( choose ( ) ) {

r ed ( ) ;

one : orange ( ) ;

two : ye l low ( ) ;

t h r e e : green ( ) ;

}

}

3.2 Inside Loops

E Loops have contents. In all representations, it is possi-
ble to create an empty loop. For example busy-wait loops
for low latency inter-thread communication:

vo id busy_wai t ( vo id ) {

wh i l e ( z e r o _ t o _ u n l o c k ) ;

r e t u r n ;

}

SV-COMP[1] and others [7] use empty loops as an idiom to
terminate an analysis path.

l oop : goto loop ;

E The entry location is a test for exiting the loop. C
and many other languages have a syntactic construct where
this is not true; the do/while loop:

do {

b l u e ( ) ;

} wh i l e ( choose ( ) ) ;

It is tempting to think that marking do/while loops or un-
rolling the loop once will make this belief true. There are a
number of less obvious cases where this does not hold. De-
pending on whether function calls, pointer validity checks,
modifications of variables, etc. need separate instructions
this may not start with a conditional exit:

whi l e ( f 0 0 ( ∗ ( p o i n t e r + + ) ) == v a l u e )

ye l l ow ( ) ;

This is also a case where inlining can cause significant changes
to the properties of the loop, see Section 3.4.

E End of a loop is an unconditional jump. Only the
parse tree and list representations primarily have a concept
of a last instruction. In the list representation, the last in-
struction must be a backwards jump for it to be a loop, but
it can be conditional, for example in the do/while loop.

EThere is a single backwards jump or back edge. Within
the list representation, this depends on whether continue is
implemented as a jump to the end or as a jump to the start:

whi l e ( choose ( ) ) {

p ink ( ) ;

i f ( choose ( ) ) { c o n t i n u e ; }

b l u e ( ) ;

}

Some languages have control flow statements for “redo this
loop iteration (without testing the loop condition)”. Perl and
Ruby have the redo keyword, useful for iterating over data
structures or streams where there may not be a way of undo-
ing the loop counter update. The simplest implementation
of these is using additional back edges.

E Loops may have multiple back edges but they all

go to the same place. In nested loops the back edge of the
inner loop will appear as a back edge into the middle of the
outer loop.

whi l e ( choose ( ) ) {

wh i l e ( choose ( ) ) {

ye l l ow ( ) ;

}

}

3.3 Exiting Loops

E Loops have an exit. Infinite loops can and do happen in
correct code. Event driven systems and some control systems
will often have one main control loop without an exit.

do {

h a n d l e _ r e q u e s t ( ) ;

} wh i l e ( 1 ) ;

E Loops have a single exit edge. The break gives a simple
way to have multiple exit edges to the same location:

whi l e ( choose ( ) ) {

orange ( ) ;

i f ( choose ( ) ) { b reak ; }

p ink ( ) ;

}

EAll break statements go to the same location. A subtle
consequence of the example in Figure 2 is that the CFG
loop exits as soon as a break statement is unavoidable, not
at the break. The instructions between the if and break

statements are the actual exit locations. The following loop
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has three exit locations, one for each break and one for the
loop condition:

f o r ( i n t i = 0 ; i < f i r e w a l l −> r u l e _ c o u n t ; ++ i ) {

i f ( f i r e w a l l −> r u l e [ i ] . matches ( p a c k e t ) ) {

i f ( f i r e w a l l −> r u l e [ i ] . type == WHITELIST ) {

p a c k e t . s t a t u s = ACCEPTED ; / / 1 s t e x i t l o c a t i o n

break ;

}

e l s e i f ( f i r e w a l l −> r u l e [ i ] . type == BLACKLIST ) {

p a c k e t . s t a t u s = REJECTED ; / / 2nd e x i t l o c a t i o n

break ;

}

}

}

/ / 3 rd e x i t l o c a t i o n

In effect this inserts code “after” the loop exit when using
break but not when exiting via the loop condition. Python
supports else statements attached to loops to resolve this
asymmetry. Another version of this problem occurs when
the loop contains multiple variable declaration scopes and
the source or intermediate language requires actions at the
end of scope (marking dead variables, C++ destructors, etc.).
A break may need to perform end of scope actions while the
loop condition does not as it is before the start of the scope.

E Loops can only exit using the loop condition or break.

A return statement provides a third kind of exit location
that is not the same as the loop condition or break:

whi l e ( choose ( ) ) {

orange ( ) ;

i f ( choose ( ) ) { r e t u r n ; }

p ink ( ) ;

}

E Loops can only exit using the loop condition, break

or return. Many languages allow break statements to spec-
ify the depth of nested loops they are exiting. Kosaraju [12]
shows this to be vital to prove a version of the structured
programming theorem that does not require additional vari-
ables. Thus it can be argued to be a fundamental control flow
statement. C does not have break to label so this is regarded
as one of the legitimate uses of goto, for example:

f o r ( uns igned i n t i = 0 ; i < WIDTH ; ++ i ) {

f o r ( uns igned i n t j = 0 ; j < HEIGHT ; ++ j ) {

f o r ( uns igned i n t k = 0 ; k < DEPTH ; ++k ) {

i f ( n e x t _ c e l l ( i , j , k ) ) { c o n t i n u e ; }

e l s e i f ( next_column ( i , j , k ) ) { b reak ; }

e l s e i f ( next_row ( i , j , k ) ) { goto nextRow ; }

e l s e p r o c e s s _ c e l l ( i , j , k ) ;

}

}

nextRow : ;

}

Another legitimate use of goto is the creation of multiple
return paths with different resource deallocation and error

handling strategies. This is a common pattern in the Linux
kernel and can give additional exit locations. The follow-
ing example provides a degree of robustness against pro-
gramming errors as unhandled branches and conditions will
default to the error exit path:

s t r u c t s u b s y s ∗ s = k a l l o c ( s i z e o f ( s t r u c t s u b s y s ) ) ;

i n t e r r = s u b s y s _ i n i t ( s , parameter s , p o l i c y ) ;

i f ( e r r ) { goto f a i l _ s u b s y s ; }

f o r ( uns igned i n t i = 0 ; i < s−>hook_count ; ++ i ) {

e r r = s u b s y s _ r e g i s t e r _ h o o k ( s , i ) ;

i f ( e r r ) { goto f a i l _ h o o k ; }

}

i f ( s u b s y t e m _ s t a t u s ( s ) == FUNCTIONAL )

{ goto s u c c e s s ; }

f a i l _ h o o k : s u b s y s _ u n r e g i s t e r _ h o o k s ( ) ;

f a i l _ s u b s y s : k f r e e ( s ) ;

k log ( " F a i l e d ␣ t o ␣ c o n f i g u r e ␣ s u b s y s ␣ %d " , e r r ) ;

r e t u r n f a l s e ;

s u c c e s s :

k log ( " Subsys ␣ %s ␣ c o n f i g u r e d ␣ with ␣ %d ␣ hooks " ,

s−> i d e n t i f i e r , s−>hook_count ) ;

r e t u r n t r u e ;

Some languages have additional control flow statements
which provide additional different exit locations for example
exception handlers.

3.4 Simplification, Preprocessing and Optimisation

E Simplifications do not affect loop analysis. Semantic
reasoning can alter the results of loop analysis. For example,
a common pattern to force a macro to be used like a statement
requires a do/while loop to “swallow” the semi-colon:

# d e f i n e INIT_SUBSYSTEM (X) do { \

b z e r o ( ( X ) , s i z e o f ( s t r u c t subsys tem ) ) ; \

l o a d _ s y s t e m _ c o n f i g ( ( X ) ) ; \

r e g i s t e r _ s u b s y s t e m ( ( X ) ) ; \

} wh i l e ( 0 )

INIT_SUBSYSTEM ( networking ) ;

Whether this is regarded as a loop depends on the kind and
amount of simplification before the loop analysis.

E Simplification only affects control edges decisions.

The previous example can be handled during the construc-
tion of the CFG by omitting edges that cannot be taken.
Unfortunately not all simplifications are so straight-forward:

# d e f i n e POINTER_RW ( p ) do { ∗ ( p ) = ∗ ( p ) ; } wh i l e ( 0 )

do {

POINTER_RW ( p ) ;

do {

some_code ( p ) ;
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} wh i l e ( c o n d i t i o n 1 ( ) ) ;

p = p−> next ;

} wh i l e ( p ! = n u l l ) ;

If p is always an accessible address, then POINTER_RW can
be removed such that there is one CFG loop rather than two.
The converse effect is also possible; adding instructions or
instrumentation at the start of loop bodies can increase the
number of loops.

E Preprocessing can alter the number of loops but not

create them from nothing. Depending on the language’s
requirements and where in the compilation process loop
analysis is performed, this may not be true. If the language re-
quires that tail recursive functions are rewritten it is possible
for loops to “appear” in an acyclic (but recursive) function.

E Inlining is harmless. Inlining allows simulation of
context-aware analysis to potentially simplify the handling
of small utility functions, and “syntactic sugar”. On inlining,
return statements act as a lightly restricted form of forward
goto statements. The return is replaced with a jump to
the calling context. This can give a loop exits which are a
significant distance from the loop, may or may not merge
with flow control from the loop and are not easily recognised
as a special case in the way normal return statements are. If
the tool performs inlining then a lot of developer intuitions,
“This works as long as the input programs do not have goto”
no longer hold. Many uses of goto in this paper can be
simulated with inlined return statements1.

E Jump threading is harmless. If a jump instruction �
targets a second, unconditional jump  , then � can be redi-
rected to directly jump to the target of  . In most cases this
simplifies the resultant CFG but it can interact in unexpected
ways with other preprocessing steps and undo other sim-
plifications. For example, if continue is implemented as a
jump to the end of the loop body (see Section 3.2) then jump
threading can covert these to additional back edges. If the
instruction after a function call is a jump then inlining and
then jump threading can create a goto from anywhere in
the callee to anywhere in the caller.

4 Recommendations

Faced with some of the oddities and edge cases described
in this paper, a reasonable reaction is to ask how common
they are. In our experience, loop edge cases are more com-
mon than anticipated in user-supplied code. Sources include
code compiled from languages with non-C control flow con-
structs like Python’s for-else, Ada’s loop or nested break

instructions, autogenerated code from DSLs (like Simulink),
combinations of preprocessing steps, such as inline, loop ac-
celeration, unrolling then simplification, legacy code, hand
optimised high-performance code, decompiled optimised

1returns should be thought of as domesticated gotos but domesticated in

the same way that cats are domesticated.

code, particularly loop unrolling, splitting, fusion and i-cache
layout optimisations and decompiled obfuscated code.

As a tool becomes prosperous, the chances of encoun-
tering one or more edge cases rise dramatically. Thus we
recommend the following steps:

1. Design for the most general case. For example, if you
are using the CFG definitions of a loop, the API should
return the set of entry locations and the (possibly
empty) set of exit locations. It is fine to have more
specific calls such as getting the entry location or the
exit condition but these should have at least a run-time
check that the loop is in the required form.

2. Make explicit which cases are not handled. It is rea-
sonable to initially not handle irreducible loops or to
handle them with a naïve exponential algorithm. How-
ever this should be explicitly checked at run time and
documented to the user. Extending support by adding
extra cases is strongly preferable to having a complete
algorithm for some loops and adding rewrite steps
before and after to expand the set of supported loops.

3. If your system makes use of more than one representa-
tion then handling the translation between them needs
to be part of the design. For example, a system that
generates source/parse tree loop invariants using a
CFG-based technique will need to track the correspon-
dence between the two definitions of loop. Annotating
parse tree concepts such as the loop body and loop
conditions into the CFG is one approach but care needs
to be taken to preserve them (see Section 3.4).

4. Loop analysis code needs careful and systematic test-
ing with awareness of the possible edge cases. The ex-
amples given in this paper are available as a test suite
[5]. Each program is a minimal test for the specific
issue, with a single input that controls the path taken
through the program, providing a single output that
records the branches taken. This can be used for back-
to-back testing with compilers, interpreters, source-
to-source translation, or dynamic analysis tools. If the
input/output relation changes, the transformation is
buggy and is either inserting or omitting edges. To
test static analysis tools, the programs also contain
assertions that are only true for valid paths through
the program. If an assertion fails, it indicates a bug in
the static analysis tool. We provide a usable set-up to
test the examples supplied with CBMC.
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