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Abstract
Discrimination in the evaluation of others is a key cause of social inequality around the world.
However, relatively little is known about psychological interventions that can be used to prevent
biased evaluations. The limited evidence that exists on these strategies is spread across many
methods and populations, making it difficult to generate reliable best practices that can be
effective across contexts. In the present work, we held a research contest to solicit interventions
with the goal of reducing discrimination based on physical attractiveness using a hypothetical
admissions task. Thirty interventions were tested across four rounds of data collection (total N >
20,000). Using a Signal Detection Theory approach to evaluate interventions, we identified two
interventions that reduced discrimination by lessening both decision noise and decision bias,
while two other interventions reduced overall discrimination by only lessening noise or bias.
The most effective interventions largely provided concrete strategies that directed participants’
attention towards decision-relevant criteria and away from socially biasing information, though
the fact that very similar interventions produced differing effects on discrimination suggests
certain key characteristics that are needed for manipulations to reliably impact judgment. The
effects of these four interventions on decision bias, noise, or both also replicated in a different
discrimination domain, political affiliation, and generalized to populations with self-reported
hiring experience. Results of the contest for decreasing attractiveness-based favoritism suggest
that identifying effective routes for changing discriminatory behavior is a challenge, and that
greater investment is needed to develop impactful, flexible, and scalable strategies for reducing
discrimination.
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Statement of limitations
The studies presented in this article should be considered in light of some limitations. First, the
conclusions from this work are limited by the narrow scope in which discrimination was
assessed. In all studies, we used the same paradigm (the Judgment Bias Task) to measure
discrimination, and thus we cannot claim to understand the effectiveness of interventions in
different discrimination contexts, such as various real-world settings. In addition, we
investigated discrimination in only one judgment context (admission decisions) and two
domains (physical attractiveness and political affiliation), meaning results could differ if
extended to other contexts or domains in which discrimination occurs. In addition, interventions
tested in the studies were not subject to manipulation checks, meaning we cannot rule out the
possibility that findings would change if we could ensure all participants complied with their
intervention’s instructions. Our choice of domains (attractiveness and political ideology) also
meant that most of the interventions were adapted from research on other forms of
discrimination, and we may have seen more success if using a form of discrimination (e.g.,
based on race) that had a richer literature of discrimination-reducing interventions. Lastly,
although samples included both novice participants and those with self-reported hiring
experience, these participants came primarily from the US or Canada. As such, results may
differ in other populations.
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A contest study to reduce attractiveness-based discrimination in social judgment

People rely on social categories to navigate their environment. One problem with this
tendency is that our perceptions, beliefs, and behaviors can be biased by social information,
even when such information is non-diagnostic or irrelevant (Wilson & Brekke, 1994). As a
result, discrimination — the prejudicial treatment of one social group over another — can occur,
contributing to disparities in many spheres of life, from academia (Milkman et al., 2012; Moss-
Racusin et al., 2012), to employment (Ameri et al., 2015), to policing (Hester & Gray, 2018)
and other economic outcomes (Doleac & Stein, 2013; Edelman et al., 2017).

The far-reaching consequences of social category bias have inspired a wealth of research
in social psychology on prejudice, stereotyping, and discrimination, with one analysis finding
that around one in every eight articles from leading psychology journals focused on these topics
(Dovidio & Gaertner, 2010). Yet, while the presence and impact of discrimination has been
well-documented, comparatively less progress has been made in the development and
implementation of scalable and generalizable interventions for reducing discrimination,
especially in the context of interpersonal evaluation. In fact, many popular methods used by
organizations to curb discrimination (e.g., diversity training, implicit bias workshops,
multicultural education) often lack support from both theory and research (Paluck & Green,
2009; Dobbin & Kalev, 2016; Chang et al., 2019; Lai & Lisnek, 2023). In this work, we explore
how a variety of potential interventions submitted by social scientists fared in lessening
discrimination based on physical attractiveness, a prominent and pervasive form of favoritism in
social judgment (e.g., Feingold, 1992; Lippens et al., 2023; Mobius & Rosenblat, 2006).

Prior research has identified several interventions that show promise for effectively

reducing socially biased judgment across a broad array of contexts and outcomes. Some of these



approaches target decision-makers’ motivation or provide evaluators with helpful strategies for
navigating judgment. For instance, one study found that increasing feelings of accountability
among undergraduates reduced biases in reliance on first impressions during a mock job
interview (Webster et al., 1996), while other work (Mendoza et al., 2010) has shown that giving
undergraduates an "if-then" judgment strategy for making decisions reduced racial bias in a task
that required quickly identifying guns or harmless objects in the hands of Black or White men
(e.g., “If I see a person, then I will ignore his race!”).

Other interventions have looked to shift aspects of the decision-making process. For
instance, one series of studies (Uhlmann & Cohen, 2005) found that asking adult participants to
commit to prioritizing specific criteria before a mock hiring task eliminated gender-based
discrimination. In another example, providing undergraduates with a more subjective scale for
rating the value of a piece of written work (e.g., a scale from “worth very little money” to
“worth lots of money”) lessened reliance on the journalist’s gender relative to using a more
objective scale (e.g., inputting a value between 50$ and 1000$; Biernat & Manis, 1994).
Alternatively, manipulating choice architecture by having decision-makers evaluate candidates
jointly rather than separately eliminated gender biases in hypothetical selection decisions
(Bohnet et al., 2016). Finally, initially partitioning candidates into groups (e.g., by gender,
nationality or university) has led to more diverse selections without any changes to average
applicant competence (Feng et al., 2020). More broadly, debiasing approaches in decision-
making have shown several successful applications to the context of discriminatory judgment
(see Soll et al., 2015 for review).

While the findings from these studies are useful for understanding what could reduce

discrimination, they are difficult to directly compare with each other. This is because the studies



were conducted across a wide range of populations, a diverse set of procedures, and many
different discrimination-related outcomes. As a result, the current literature lacks comparative
evidence across different intervention strategies that use the same sample source and outcome.
When studies do not share such properties, determining the relative efficacy of each intervention
is challenging. In other words, when two interventions are tested under different conditions
(e.g., using samples from different populations or different measures of discrimination), it is
unclear the degree to which differences in the interventions’ effectiveness are due to aspects of
the sample or the operationalization of discrimination.

One means of addressing this issue would be for researchers to develop interventions and
test them sequentially over a period of time, using the same sample source and outcome measure
across studies. While this approach has the benefit of being relatively simple in execution, it is
time-consuming and inefficient, as each intervention needs to be tested one after the other.
Moreover, temporal shocks or historical movements occurring during the testing of the many
interventions can create inconsistency in responses even across the same sample source. In
addition, the breadth of interventions deployed is limited to a single research team, who likely
share assumptions about what interventions will be more or less effective. This narrow thinking
can reduce the possible number of interventions created or selected for testing. That is, many
potentially successful intervention approaches could be excluded simply due to a lack of
familiarity with certain research literatures.

In this project, we adopted a different methodology for identifying effective interventions
for reducing one form of socially biased judgment: discrimination based on physical
attractiveness. Specifically, we held a “research contest” to determine the most effective

interventions for reducing attractiveness-based discrimination, using the same sample and



outcome measure across interventions. A contest approach allows for a greater diversity of
interventions to be tested and can be completed in a relatively short timeframe, and thus
provides many advantages over the sequential testing approach.

The effectiveness of these interventions was tested on a judgment task known to reliably
produce discrimination that favors more over less physically attractive people (Axt et al., 2018).
A great deal of prior research has documented the robust and impactful consequences of
favoritism based on physical attractiveness, and such discrimination has been tied to wage
disparities (Hamermesh & Biddle, 1993; Mobius & Rosenblat, 2006; Monk et al., 2021), unfair
promotion to leadership positions (Nault et al., 2020), unequitable voting outcomes (Berggren et
al., 2010), biased teaching evaluations (Felton et al., 2008), and unjust hiring outcomes (Lippens
etal., 2023).

Psychological Insights through Research Contests

Research contests have a long history in science. One of the first psychological studies
that used a contest design focused on strategies to navigate the prisoner’s dilemma (Axelrod,
1980). Researchers recruited experts in game theory for a computer tournament that aimed to
find the most effective way to play the prisoner’s dilemma game across multiple rounds. Of the
fourteen entries in the tournament, the simplest strategy, named “tit-for-tat,” yielded the best
results, and “tit-for-tat” has since had a marked influence in the fields of economics and
psychology and has helped propel research on cooperative behavior (Kopelman, 2020).

Similar crowdsourcing approaches have been used more recently in psychological
research and have shown great promise in advancing our understanding of processes like
prejudice, health behavior, and social cohesion (Bruneau et al., 2018; Lai et al., 2014, 2016). For

example, Bruneau et al. (2018) tested interventions to reduce people’s tendencies to blame all



Muslims as a collective for the harmful actions of only a few Muslims (i.e., Muslim terrorists).
In all, the intervention tournament tested eight videos that challenged participants’ homogenous
perception of Muslims through strategies like presenting Muslims as a diverse group, engaging
with counter-stereotypical Muslims, or viewing a confrontational media interview. They found
that the most effective intervention was one that made participants reflect on the hypocrisy they
displayed by blaming all Muslims for the violent acts of a small group of Muslims yet failing to
do the same when a small group of White people committed violence. Follow-up research then
found that this intervention reduced collective blame towards Muslims for up to one year after
its administration (Bruneau et al., 2020). Another recent example of a contest study aimed to
identify the best method to reinforce Americans’ attitudes towards democracy, further
illustrating how the contest approach is being applied to a wide range of issues (Voelkel et al.,
2023). The findings of these studies demonstrate that intervention tournaments can be a valuable
method to efficiently identify successful strategies before moving on to more resource-intensive
studies that can further dissect long-term efficacy and generalizability.

Most relevant to the present work is the intervention tournament led by Lai et al. (2014),
which tested the effectiveness of 17 interventions to reduce implicit racial bias, measured by
performance on an Implicit Association Test (IAT; Greenwald, McGhee, & Schwartz, 1998),
which measured positive and negative associations towards White and Black people. The
contest identified eight interventions that reduced implicit racial bias in the short term, and these
interventions were also used in a follow-up study to examine their effectiveness over time (Lai
et al., 2016). Here, we adopt a similar approach but use an outcome that is more connected to
discriminatory behavior, though many of the intervention approaches we test share similarities

with those previously used for reducing intergroup bias in implicit associations.



In all, intervention tournaments allow researchers to compare many different ideas to a
single control condition, with one defined goal: finding what works (Hameiri & Moore-Berg,
2022). Adopting a contest approach can accelerate progress on practical and theoretical issues
inherent in reducing discriminatory behavior. From a practical perspective, it is possible that any
intervention identified as able to reduce discrimination in a research contest could be
incorporated into real-world field studies of biased behavior (e.g., Chang et al., 2019). From a
theoretical perspective, researchers may use these data to develop novel insights into
mechanisms of discrimination reduction by identifying the “key ingredients” of effective
behavior change. In short, a research contest design will be highly generative for finding what
strategies best reduce discriminatory behavior and can facilitate future investigations into the
psychological processes that give rise to their effectiveness.

Contest Overview

Our contest had the goal of comparing a variety of interventions that researchers believed
would reduce discrimination in the Judgment Bias Task (JBT; Axt et al., 2018). The JBT is a
decision-making task that has been shown to consistently reveal discrimination in decision-
making (Axt et al., 2018, 2019; Axt & Johnson, 2021; Axt & Lai, 2019; Axt et al., 2021).
During the task, participants are presented with applications for a hypothetical academic honor
society that contain both relevant information (i.e., qualifications) and irrelevant information
(i.e., a picture of the applicant). More specifically, the JBT used in the present work contained
four relevant pieces of information for evaluating applicants — GPA in science (1-4), GPA in
humanities (1-4), interview score (1-100), and recommendation letter score (bad, fair, good,
outstanding) — and one irrelevant piece of information: the applicant’s photo. Even though the

difference between more qualified and less qualified applicants is small, the applications are



designed in such a way that some are objectively better than others. Particularly, the
standardized sums of all four qualification indicators were the same across all “less qualified”
candidates and similarly across all “more qualified” candidates, which allows for responses to
be compared to an objectively correct answer (Axt et al., 2018).

Previous work using the JBT has shown that the magnitude of discrimination can be
viewed as the product of two processes using Signal Detection Theory (SDT; Green & Swets,
1966). First, participants may make errors in judgment, which leads to noise (Axt & Lai, 2019).
That is, participants may poorly differentiate between qualified and unqualified candidates,
resulting in more incorrect decisions. In SDT, this ability to differentiate between more and less
qualified applicants is called sensitivity (d”); greater sensitivity means less noise. Given the
50/50 split between more and less qualified applicants in the JBT used here, sensitivity is highly
correlated with overall accuracy (r = .97 across all participants).

Second, participants may have a distribution of errors that reveals social favoritism (Axt &
Lai, 2019). For example, errors may show that participants are too lenient towards physically
attractive applicants (i.e., more errors of falsely accepting less qualified people) and are too
stringent towards less physically attractive applicants (i.e., more errors of falsely rejecting more
qualified people). In this context, an uneven distribution of the kind of errors committed is
called bias, and SDT quantifies this effect by comparing the response criterion value for more
versus less physically attractive applicants. Criterion refers to decision threshold (i.e., what level
of qualification is needed to elicit an “accept” decision). Lower values of criterion reflect more
leniency in the selection process, indicating that applicants do not need to be as qualified in
order to receive an “accept’” decision. Prior JBT studies consistently show lower criterion values

for more relative to less physically attractive applicants (Axt et al., 2018). We build off these
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prior studies by also using a JBT that focuses on discrimination concerning physical
attractiveness.

The magnitude of discrimination is then a combination of how much noise and bias there
is in judgment; whereas noise concerns the total number of errors made, bias is a proportional
measure that indicates the rate at which the errors made favor one group over another. Prior
work (Axt & Lai, 2019) has found that bias and noise are differently impacted by certain
interventions. When unfair treatment is present in judgment, interventions that reduce decision
bias (i.e., the relative degree of preference for a particular group) and interventions that reduce
decision noise (i.e., the total number of errors/unfair judgments made) are both effective routes
towards reducing overall discrimination. In other words, successful interventions may reduce
the degree to which one group is favored over another in judgment either by leaving overall
amount of errors made (i.e., noise) unchanged but reducing the proportional spread of errors in
favor of a certain group (i.e., bias) or by leaving the proportional spread of unequitable errors
unchanged but reducing the overall amount of judgment errors committed. In the online
supplement, we document the results of a simulated, 64-trial JBT that illustrates how three
different hypothetical interventions — one that only increases sensitivity, one that only reduces
criterion bias, and one that does both — can be equally effective at reducing discrimination (here,
lessening the degree to which acceptance decisions are given towards more attractive applicants
relative to equally-qualified less attractive applicants). In all, interventions in our research
contest were considered effective if they reduced either noise or bias on the JBT, though we
considered interventions as ideal and most effective if they simultaneously reduced bias and

increased sensitivity.
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To solicit interventions for the contest, we advertised on various platforms, such as social
media, discussion boards, listservs, and newsletters for relevant professional societies. In total,
we received 30 interventions, which were submitted by researchers from around the world.
Interventions varied greatly in terms of the psychological mechanism employed and
methodological demands. However, each intervention had to respect the contest’s criteria,
specifically that 1) interventions could not explicitly mention physical attractiveness, 2) the total
duration of the intervention needed to be less than seven minutes, and 3) the intervention could
not involve changes to the JBT itself (e.g., requiring a 10-second delay before responses could
be made).

These criteria were put in place for several reasons. First, interventions could not mention
physical attractiveness, as a goal of the contest was to develop generalizable strategies that
could be applied to various forms of discrimination, including potentially reducing
discrimination along multiple dimensions simultaneously. Prior work using the JBT (Axt et al.,
2019) has found that merely raising awareness about one form of discrimination (e.g., based on
physical attractiveness) has a narrow effect on behavior, with no impact on other forms of
discrimination that may be operating simultaneously (e.g., based on political affiliation).
Second, interventions needed to be less than seven minutes to enhance comparability across
interventions and minimize dropout among our online participant samples. Third, interventions
could not change the JBT because doing so would impair comparability across intervention (i.e.,
interventions would no longer have the exact same outcome measure).

In total, we tested submitted interventions across four rounds of data collection and more
than 20,000 participants. The first two rounds of the contest (Studies 1-2) focus on intervention

effectiveness for a single form of discrimination (i.e., based on physical attractiveness) using
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convenience samples. Study 3 builds on the findings from the prior rounds and explores how
interventions previously identified as reducing noise and/or bias would fare in a context where
two potential sources of discrimination (i.e., based on physical attractiveness and political
affiliation) exist simultaneously. Lastly, the fourth round (Study 4) investigates the
generalizability of the findings across a sample of participants with self-reported hiring
experience.
Studies 1-2
Methods

Participants

Study 1 participants came from Project Implicit (implicit.harvard.edu), a non-profit
organization and online research laboratory. A total of 12,519 participants completed at least all
trials in the JBT (i.e., provided full data on our main outcome variable). As in the task validation
studies (e.g., Axt et al., 2018), data from participants who did not fully complete the JBT’s 64
trials or who had an acceptance rate of less than 20% or more than 80% were removed from the
analysis, in addition to participants who either accepted or rejected all of the more or less
physically attractive applicants, respectively (Axt et al., 2018) . The resulting sample was N =
11,196 (Mage = 38.4, SDage = 15.2, 58.2% White, 65.7% female). Data collection continued until
there was an average of 350 eligible participants in every condition, which provided more than
80% power to detect an effect as small as d = .21 when comparing each intervention to the

control condition. See https://osf.io/m2a9w/ for pre-registration of all methods, measures, data

tWhen including all participants with full JBT data, conclusions from only 3 out of the 99
(3.03%) reported analyses changed across all four studies.
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exclusion practices, and analyses. See https://osf.io/wk2s9/ for materials, data, and analysis

syntax for all studies.

Following this first round of data collection, Study 2 was a direct replication using
participants from Prolific (https://www:.prolific.co), allowing for a test of whether Study 1
results (which used volunteer participants) would replicate among a sample of paid participants.
Aside from investigating whether the effects of interventions identified in Study 1 as
successfully reducing decision noise, decision bias, or both outcomes would replicate in a new
sample, Study 2 limited the risks of Type I errors. That is, even if no interventions actually
changed JBT decision-making, testing 30 interventions across two outcomes each at a = .05
could lead to three Study 1 interventions being falsely identified as effective at changing at least
one outcome based on chance.

For Study 2, we included 11 interventions from Study 1. Nine interventions had either
reliably reduced biases in response criterion, reliably increased sensitivity, or impacted both
outcomes simultaneously. One additional intervention had a marginally significant effect on
increasing sensitivity in Study 1, and one had an abnormally low sample size in Study 1. A total
of 4,731 participants completed Study 2. We excluded participants based on the same criteria as
Study 1, resulting in a final sample of N = 4,446 (Mage = 37.7, SDage = 13.4, 78.6% White,
50.8% female).2 We targeted an average of at least 400 participants per condition (final average
N = 404 per condition), which provided more than 80% power to detect an effect as small as d =

.20 when comparing each intervention to the control condition.

2 The direct replication of one intervention (Mindfulness Exercise) was conducted separately
due to an analysis error in Study 1. For this replication, participants were randomly assigned to a
control condition or the Mindfulness Exercise intervention, using Prolific. The total sample was
N = 842. After applying the same data-cleaning procedures as the other studies, the final sample
was N = 811 (Mage = 392, SDage = 140, 79.2% Wh|te, 47.4% female)
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Procedure

Study 1 participants reported demographics when first registering for the Project Implicit
research pool. Participants in Study 1 were then assigned to one of 31 conditions (one control
condition that completed a JBT following standard task instructions and 30 intervention
conditions), and participants in Study 2 were assigned to one of 12 conditions (one control
condition plus 11 intervention conditions). After receiving their intervention, participants in
both studies completed the JBT and then a short self-report questionnaire. Study 2 participants
then completed a seven-item demographics questionnaire as well as an attention check item. All
participants were debriefed and received feedback on their JBT performance.

Judgment Bias Task. The JBT employed in these studies involved evaluating 64
applicants (Axt et al., 2018) for an academic honor society. In particular, the study used a JBT
investigating discrimination based on physical attractiveness, which past research has shown to
be a significant source of bias (Feingold, 1992).

Each application vignette was made up of a picture of the applicant, as well as four
qualification indicators: GPA in science (1-4), GPA in humanities (1-4), interview score (1-
100), and recommendation letter score (bad, fair, good, excellent). Within the JBT, applicants
were then evaluated in a two (more physically attractive, less physically attractive) by two
(more qualified, less qualified) within-subjects design. To manipulate physical attractiveness,
we used the same pictures from prior JBT studies, which had been rated for differences in
perceived attractiveness (Axt et al., 2018). These pictures were all of White, college-aged
people who were smiling. Each level of physical attractiveness (i.e., high vs. low) had an equal

number of men versus women.
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To manipulate applicant qualifications, we first placed all qualifications on the same 1-4
scale. GPAs were already on a 1-4 scale, interview scores were divided by 25, and
recommendation letters were scored such that Bad = 1, Fair = 2, Good = 3, and Excellent = 4.
We then built unique qualification combinations such that the sum of the qualifications for a
given applicant would add up to either 14 (more qualified) or 13 (less qualified). For example, a
“more qualified” candidate could have a 3.8 science GPA, a 3.3 humanities GPA, “good”
recommendation letters (value of 3), and a 97.5 interview score (value of 3.9 when divided by
25). Another equally “more qualified” candidate could, alternatively, have a 3.1 science GPA, a
3.4 humanities GPA, “excellent” recommendation letters (a value of 4), and an 87.5 interview
score (value of 3.5 when divided by 25). Participants were randomly assigned to one of 12 JBT
orders; across orders, each application was equally likely to be paired with a more versus less
physically attractive face.

The JBT had two phases: an encoding task that passively displayed each application for
one second, and a test phase in which participants chose to accept or reject each applicant (with
a 15-second timeout per trial). After the encoding phase, participants were instructed to accept
approximately half of the applicants, selecting those whom they deemed to be “more qualified”
over others. Interventions were allowed to vary in terms of administering components of the
intervention before versus after the encoding phase; all interventions preceded the test phase.

Self-report questionnaire. Participants completed three self-report items that have been
used in previous JBT studies (Axt et al., 2018, 2019; Axt & Lai, 2019). First, participants were
asked about their perceived and desired performance on the task. They also reported their
explicit attractiveness attitudes. These items were not included in any confirmatory analyses in

our pre-registration but were added to data collection to facilitate potential exploratory analyses
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in future work (e.g., whether interventions that reduced discrimination were mediated by
changes to desired JBT performance).
Calculating Intervention Effectiveness
For ease of interpretation, we determined intervention effectiveness as a combination of
how well the manipulation either reduced attractiveness-based biases in response criterion or
increased overall sensitivity. Specifically, interventions were judged as more effective when
they reliably increased sensitivity or reliably reduced attractiveness-based differences in
criterion at p <.05. An intervention’s total effectiveness score was then the sum of the Cohen’s
d effect size for the degree to which the intervention reliably impacted sensitivity and/or
criterion bias (see online supplement for specific instructions given to researchers about how
interventions would be evaluated). For interventions that did not reliably change either outcome,
we averaged the Cohen’s d effect sizes for reducing criterion bias and increasing sensitivity,
though these interventions were always ranked after any intervention that reliably changed
either outcome. Using Study 1 results, this method was used to determine authorship order
(excluding the first and two last authors).
Background and Results

Table 1 lists the sample size, acceptance rate, and accuracy for each condition in Study
1, in addition to descriptive statistics for sensitivity, criterion for less attractive applicants,
criterion for more attractive applicants, and a criterion bias difference score (calculated by
subtracting the criterion for more physically attractive applicants from the criterion for less
physically attractive applicants, such that higher values mean more leniency towards more less
attractive applicants). Finally, Table 1 also lists the results of a within-subjects t-test for each

condition comparing the criterion for more versus less physically attractive applicants. See
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Table 2 for the same information regarding Study 2. In both studies, control conditions showed
accuracy = 67.8%. In addition, control conditions in both studies showed a robust criterion bias
(Study 1 control condition bias d = .24, Study 2 control condition bias d = .29).

In line with our pre-registration, our primary analyses compared each intervention to the control
condition on overall sensitivity as well as the criterion bias difference score.® See Figure 1
(Study 1) and Figure 2 (Study 2) for graphical displays of results concerning the Cohen’s d
effect size of each intervention’s effect on sensitivity and the criterion bias difference score
relative to the control condition. To facilitate presentation of methods and results, all
interventions were grouped into seven categories, which were agreed on post-hoc by the first
and two last authors. Specifically, interventions fell into the following categories: 1)
accountability, 2) association training, 3) bias awareness, 4) counter-stereotypical exemplar, 5)
general self-reflection, 6) evaluation criteria (provided), and 7) evaluation criteria (self-
determined). See Table 3 for more information about each category, as well as the interventions
included in each category. Given the number of interventions, in-text summaries and rationales
for each intervention are condensed, and researchers were given the opportunity to present a
longer rationale in the online supplement. The online supplement also contains the full materials

for each intervention. Finally, readers can test the JBT at this link: https://tinyurl.com/3t5vnyv9,

and review each intervention at this link: https://tinyurl.com/3nnm3j6n.

$ Whenever Levene’s Tests showed reliable differences in variances, we report results with
equal variances not assumed (conclusions never change when assuming equal variances).
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Table 1

Descriptive and Test Statistics for Each Condition in Study 1

Condition N Acclgg;t:nce Accuracy Sensitivity Cg:?;;?gnlz;as Moggggzﬁve Les(s:r/ibiétrria(l)cr':ive Criterion Comparison
Control 400 51.3% 66.5%  0.95 (.97) 0.10 (43) -0.09 (.45) 0.02 (.46) £(399) = 4.78, d = 0.24, p < .001
Justification Instructions 406 52.2% 66.6%  0.97 (.57) 0.09 (.46) -0.11 (.46) -0.02 (.48) t(405) = 4.05, d = 0.20, p < .001
Attractive = Harmful Movie 365 50.9% 66.1%  0.92 (.55) 0.09 (.46) -0.07 (.43) 0.02 (.46) t(364) = 3.52, d = 0.18, p < .001
Blind Evaluation Instructions 439 51.6% 67.4%  1.00 (.56) 0.06 (.41) -0.07 (.44) -0.02 (.43) t(438) = 2.89, d = 0.14, p <.01
Criteria from Min-Max Values 301 52.0% 67.3%  1.02(.60) 0.04 (.37) -0.08 (.44) -0.04 (.45) t(300) = 1.85, d = 0.11, p = .066
Criteria from Mean Values 295 48.9% 65.7%  0.94 (.56) 0.04 (.40) 0.03 (.49) 0.06 (.52) t(294) = 1.56, d = 0.09, p = .120
Jury Instructions 445 52.0% 67.2%  1.00 (.54) 0.07 (.39) -0.09 (.44) -0.02 (.48) t(444) = 3.88, d = 0.18, p < .001
Orchestra Case 440 52.0% 67.0%  0.98 (.57) 0.10 (.48) -0.11 (.45) -0.01 (.46) t(439) = 4.49, d = 0.21, p < .001
Bias Blind Spot 389 52.8% 67.0%  0.98 (.52) 0.06 (.44) -0.11 (.47) -0.05 (.44) t(388) = 2.80, d = 0.14, p < .01
Imagined Contact 240 51.4% 65.5%  0.89 (.58) 0.15 (.50) -0.11 (.47) 0.03 (.47) t(239) = 4.57, d = 0.30, p < .001
Zevrg?d“aar:c':g’;ma“"” 417 51.2% 66.2%  0.94 (50) 0.09 (.38) -0.08 (.47) 0.01 (.45) t(416) = 4.90, d = 0.24, p < .001
Norm Information 474 50.9% 66.5%  0.96 (.61) 0.12 (.44) -0.08 (45) 0.04 (.46) t(473) =6.02,d =0.28, p<.001
Personalized Moral Concern 437 52.4% 67.2%  1.00 (.55) 0.07 (.40) -0.10 (.44) -0.04 (.47) t(436) = 3.47,d=0.17, p<.001
Minimal Threshold Criteria 325 47.9% 65.4%  0.92 (.52) 0.07 (.40) 0.04 (.51) 0.10 (.50) 1(324) =2.96,d =0.16, p< .01
Automatic Mental Processes 473 52.3% 67.2%  0.99 (.52) 0.06 (.46) -0.10 (.45) -0.04 (.46) t(472) = 2.91,d = 0.13, p < .01
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Associative Learning Paradigm
Moral First Impressions

Vivid Narrative Exercise
Like-Dislike Writing

Cultural Self-Awareness
Two-Out-of-Three Rule
WOOP-inspired Video
Mindfulness Exercise
Trial-and-Error Feedback
Separate Judgment Exercise
Qualified Brief IAT

Criteria Reinforcement Exercise
Single-Criterion Exercise

Similarity-Attraction Paradigm

Propositional-Statistical
Learning

Morality-Competence Exercise

161

413

421

320

272

441

252

237

344

404

299

334

300

411

325

409

51.7%

53.7%

51.2%

52.1%

51.8%

47.3%

50.3%

52.3%

52.5%

52.0%

51.6%

39.3%

53.7%

51.5%

51.8%

51.9%

65.4%

66.5%

67.9%

65.6%

66.8%

79.5%

68.5%

67.9%

67.9%

67.2%

66.6%

74.6%

66.2%

66.6%

65.3%

66.9%

0.89 (.56)
0.96 (.52)
1.03 (.55)
0.90 (.58)
0.95 (.55)
1.83 (.77)
1.10 (.57)
1.06 (.61)
1.03 (.58)
1.00 (.54)
0.95 (.50)
1.67 (.70)
0.96 (.55)
0.95 (.55)
0.84 (.36)

0.98 (.56)

0.05 (.48)
0.06 (.44)
0.09 (.41)
0.08 (.52)
0.07 (.40)
0.04 (.29)
0.08 (.40)
0.07 (.42)
0.07 (.40)
0.12 (.46)
0.09 (.37)
0.03 (.29)
0.03 (.37)
0.10 (.46)
0.04 (.27)

0.08 (.43)

-0.07 (0.50)
-0.14 (.47)
-0.08 (.43)
-0.11 (.48)
-0.09 (.40)
0.10 (.34)
-0.04 (.46)
-0.10 (.47)
-0.11 (.42)
-0.11 (.47)
-0.09 (.45)
0.36 (.50)
-0.13 (.49)
-0.09 (.47)
-0.07 (.35)

-0.09 (.45)

-0.02 (.50)
-0.09 (.48)
0.01 (.45)
-0.02 (.48)
-0.02 (.41)
0.14 (.33)
0.04 (.46)
-0.03 (.45)
-0.04 (.42)
0.00 (.47)
0.00 (.43)
0.39 (.49)
0.1 (.47)
0.01 (.46)
-0.03 (.34)

-0.01 (.45)

t(160) = 1.28, d = 0.10, p = .204
t(412) = 2.57,d = 0.13, p < .05
t(420) = 4.53, d = 0.22, p < .001
t(319) = 2.91, d = 0.16, p < .01
t(271) = 2.83,d=0.17, p< .01
t(440) = 3.07, d = 0.16, p < .01
t(251) = 3.05, d = 0.20, p < .01
t(236) = 2.49, d = 0.16, p < .05
t(343) = 3.16,d = 0.17, p< .01
t(403) = 5.03, d = 0.25, p < .001
t(298) = 4.03, d = 0.23, p < .001
t(333) = 2.11,d =0.12, p< .05
t(299) = 1.25, d = 0.07, p = .211
t(410) = 4.54, d = 0.22, p < .001
t(324) = 2.55, d = 0.14, p < .05

t(408) = 2.52, d = 0.12, p < .05
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Table 2

Descriptive and Test Statistics for Each Condition in Study 2

Criterion

Condition N Acc;g;tznce Accuracy Sensitivity Dif?ei?:nce Att?gc?tri(\a/e c Attrzs:fisve c Criterion Comparison

Control 417 51.3% 67.8% 1.02 (54)  012(0.41) -0.10(42)  0.02(.41) t(416) = 5.99, d = 0.29, p < .001
Criteria from Min-Max Values 389 51.4% 66.7% 0.96 (.58) 0.10 (0.39) -0.09 (.39) 0.02 (.41) t(388) = 5.35,d = 0.27, p < 001
Criteria from Mean Values 376 48.1% 67.4% 1.04 (.63) 0.04 (0.34) 0.05 (.39) 0.10 (.43) t(375) =2.51,d =0.13,p =.013
Associative Learning Paradigm 405 51.7% 66.0% 0.90 (.52) 0.12 (0.43) -0.11 (.32) 0.01 (.32) t(404) =5.51,d =0.27, p<.001
Vivid Narrative Exercise 412 51.8% 67.5% 0.99(48)  0.10(0.42)  -0.10(43)  0.00 (.43) t(411) = 5.06, d = 0.25, p < .001
Two-Out-of-Three Rule 445 47.5% 80.3% 1.87(76)  0.02(0.27)  0.10(.41) 0.13 (.42) t(444) = 1.77,d = 0.08, p = .078
WOOP-inspired Video 377 52.3% 68.3% 1.06 (56)  0.10(0.37)  -0.12(48)  -0.02 (.49) t(376) = 5.04, d = 0.26, p < .001
Mindfulness Exercise 380 52.3% 66.9% 0.97 (.51) 0.11(45)  -0.12(42)  -0.01(.47) t(379) = 4.92, d = 0.25, p < .001
Trial-and-Error Feedback 440 51.1% 69.2% 1.11 (.58) 0.08(37)  -0.08(.39)  0.01(.42) t(439) = 4.82, d = 0.23, p < .001
Criteria Reinforcement Exercise 415 39.2% 73.7% 1.62 (.76) 0.01 (0.30) 0.38 (.30) 0.39 (.31) t(414) =0.69, d = 0.03, p = .492
Single-Criterion Exercise 375 51.1% 65.0% 0.85(53)  0.06(0.38)  -0.06(42)  -0.01(.42) t(374) = 2.89, d = 0.15, p = .004
Propositional-Statistical Learning 395 52.0% 64.5% 0.79 (.38) 0.004 (0.27)  -0.06 (.42) -0.05 (.42) t(394) =0.28,d =0.01, p=.783
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Figure 1. Difference in Criterion Bias and Sensitivity with the Control Condition for each Intervention in Study 1.
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Figure 2. Difference in Criterion Bias and Sensitivity with the Control Condition for each Intervention in Study 2.
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Table 3.

List of Intervention Categories, Descriptions, and Names.

Category

Description

Intervention Name

Accountability

Association Training

Bias Awareness

Counter-Stereotypical
Exemplar

Evaluation Criteria
(Provided)

Evaluation Criteria
(Self-Determined)

General Self-
Reflection

This category included all interventions that
fostered a sense of accountability on the
participant’s part with regard to the choices they
would be making in the JBT.

This category included all interventions that
reinforced an association between concepts or
groups that would reduce bias in judgement.

This category included all interventions that
either provided information about how
judgments can be biased or gave general
strategies to overcome biases and make more
objective judgments.

This category included all interventions that
showed or described situations in which people
acted in opposition to a stereotype typically held
towards that group. In the context of this study,
these would include more physically attractive
people engaging in negative behaviors and/or
less physically attractive people engaging in
positive behaviors.

This category included all interventions that
gave participants specific evaluation criteria or a
decision-making rule to use when completing
the JBT.

This category included all interventions that
required the participant to form their own
evaluation criteria or decision-making rule when
completing the JBT.

This category included all interventions that
invited participants to reflect on themselves and
their thoughts for some time before moving on
to the JBT.

Justification Instructions
Jury Instructions

Trial-and-Error Feedback
Separate Judgment Exercise
Qualified Brief IAT

WOOP-inspired Video
Personalized Moral Concern
Orchestra Case

Moral First Impressions
Blind Evaluation Instructions
Bias Blind Spot

Automatic Mental Processes

Vivid Narrative Exercise
Norm Information
Morality-Competence Exercise
Like-Dislike Writing

Imagined Contact

Attractive = Harmful Movie
Associative Learning Paradigm

Two-Out-of-Three Rule
Propositional-Statistical Learning
Criteria Reinforcement Exercise

Single-Criterion Exercise

Personal Information Avoidance Rule
Minimal Threshold Criteria

Criteria from Min-Max Values
Criteria from Mean Values

Similarity-Attraction Paradigm
Mindfulness Exercise

Cultural Self-Awareness
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Accountability Interventions

Jury Instructions (Jacqueline M. Chen and Teneille Brown). Justice requires jurors to
base their verdicts on legally relevant characteristics. To achieve this goal, judges provide
concise legal instructions to juries (Jones et al., 2022). These instructions are thus employed as
de-biasing strategies — to reduce the impact of prejudicial information. Most studies have found
that instructions for jurors to disregard information backfire—increasing the impact of the to-be-
disregarded information (Wissler et al., 2000). Even so, some remain hopeful that specialized
instructions have mitigated implicit racial bias in a subset of cases (Capers et al., 2018). To
investigate this idea, the ‘Jury Instructions’ intervention asked participants to review a common
jury instruction to test whether it effectively mitigated the impact of physical appearance on
judgment. This intervention did not increase overall sensitivity, t(843) =-1.17, p = .244,d = .08
and did not reduce criterion biases, t(843) = -1.11, p =.268, d = -.08.

Justification Instructions (Jeremy D. Gretton). Work from Lerner and Tetlock (2003)
shows that accountability comes in many forms. In their review, Lerner and Tetlock (2003) note
that accountability can reduce bias that is due to insufficient “self-critical attention to the
judgment process,” to the extent that debiasing does not require training regarding how to make
decisions. This intervention instructed participants: “Please note that following this task you will
be asked to justify your decisions. Specifically, you will be shown one of the applicants. Then,
you will be asked to reflect on how you evaluated them and what criteria you used to either
accept or reject this applicant.” Thus, after having completed the JBT, participants were asked to
write down why they accepted or rejected one applicant, selected at random. This intervention
did not increase overall sensitivity, t(804) =-0.3, p =.761, d = .02 and did not reduce criterion

biases, t(804) = -0.35, p =.729, d = -.02.
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Association Training Interventions

Trial-and-Error Feedback (Jessica Sim and Nazia Khan). Feedback can have a positive
impact on performance (Kluger & DeNisi, 1996). When evaluating job performance, practice
and feedback can reduce rater errors (e.g., halo effect) and improve rater accuracy (Smith,
1986). In this intervention, participants completed a 32-trial practice JBT that used novel faces
and applications. Participants received feedback when submitting a response and were reminded
to use all four qualifications equally after an incorrect choice. In Study 1, this intervention fell
just short of reliably increasing overall sensitivity, t(742) = -1.92, p = .055, d = .14, and did not
reduce criterion biases, t(742) = 1.14, p = .255, d = -.08. Given these ambiguous results, we
included the intervention in Study 2, where it did increase overall sensitivity, t(855) = -2.53, p =
.012, d = .17 and did not reduce criterion bias, t(855) =-1.36, p =.176, d = -.09.

Separate Judgment Exercise (Aishwarya Kumar and Ranjavati Banerji). Advertising
strategies tend to exploit harmful physical and gender stereotypes to sell products to target
consumer groups. This intervention was interested in testing the extent to which young
consumers are more conscious of potential biases and resistant to social discrimination relating
to physical appearance and gender identity in their consumer habits. In a task similar to the JBT,
participants selected the most suitable actors to advertise a pair of sneakers. The pictures were of
novel male and female faces that had previously been rated as “more physically attractive” or
“less physically attractive” in pre-testing. The qualification information included characteristics
like audition performance, professional experience, education, etc. Participants first viewed each
applicant before starting the 16-trial selection process. This intervention did not increase overall
sensitivity, t(802) =-1.17, p = .242, d = .08, and did not reduce criterion bias, t(802) =-0.40, p =

.686, d =.03.

26



Qualified Brief IAT (Bethany Teachman). The goal of this intervention was to promote
strong associations between the characteristics of a qualified candidate (e.g., high GPA) and that
candidate being selected. The intervention used a modified Brief IAT (BIAT; Sriram &
Greenwald, 2009) with “Qualified Candidate™ as the target category and “Select” (vs “Reject”)
as the attribute category labels. Unlike a traditional BIAT, in which the category pairings switch
across blocks, all four blocks in this task (80 total trials) paired “Qualified Candidate” with
“Select.” Stimuli were chosen so that the Qualified Candidate category was composed of the
same indicators of qualified applicants on the JBT (Science GPA > 3.8, Humanities GPA > 3.0,
Good Recommendation, Interview Score > 80). The unlabeled, contrasting background stimuli
were Incompetent, Unqualified, Bad grades, Ineffective, and the attribute category stimuli were
synonyms for Select (Select, Say Yes, Accept, Choose) and Reject (Skip, Say No, Ignore, Reject).
This intervention did not increase overall sensitivity, t(697) =-0.01, p =.995, d < .01, and did
not reduce criterion biases, t(697) = -0.54, p = .592, d = -.04.

Bias Awareness Interventions

WOOP-inspired Video (Brian O’Shea and Michael Bang Petersen). This intervention
consisted of a whiteboard video animation (5.5 minutes) that included a breathing/relaxation
segment, followed by a WOOP-inspired (Wish, Outcome, Obstacle, Plan; Oettingen, 2015)
active participation segment. First, participants learned that “Most people express a desire to
treat others fair and equally” and reviewed why people may struggle to meet these ideals (e.qg.,
unconscious biases). Participants then twice repeated the following statement: “I wish to treat
the job candidates fairly and only base selection on their four scores.” Next, participants
imagined the best outcomes if their wish came true. Finally, participants developed

implementation intention strategies to overcome any obstacles (Bieleke et al., 2021). The
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instructions encouraged participants to “complete the task the same way a scientist or
mathematician would, using rationality, objectivity, and analytic skills,” or to leverage your
arousal from the stress by “focussing on the calculation strategy to reduce selection bias.” After
the video, participants had an open text box to write out the plan they would adopt for the
upcoming selection task. This intervention did increase overall sensitivity, t(650) =-3.10, p =
.002, d = .25, and did not reduce criterion biases, t(650) = 0.79, p = .432, d = -.06. Since the
intervention increased sensitivity in Study 1, we included it in Study 2. In Study 2, this
intervention did not increase overall sensitivity, t(792) = -1.13, p = .257, d = .08 and did not
reduce criterion biases, t(792) = -0.86, p = .393, d = -.06.

Bias Blind Spot (Haewon Yoon, Carey Morewedge, and Irene Scopelliti). People
perceive themselves to be less biased than their peers, and these self-assessments do not relate to
their actual susceptibility to bias or decision-making abilities (i.e., bias blind spot; Pronin et al.,
2002; Scopelliti et al., 2015). This bias blind spot has detrimental consequences for judgment
and decisions. This intervention provided information about the bias blind spot, explaining how
it is easier to detect someone else’s biases than our own (Pronin & Kugler, 2007). The
intervention encouraged participants to recognize their own bias by examining their judgment
outcomes as if they were external observers. Following the intervention, participants answered
two comprehension checks on why it is harder to detect one’s own bias compared to others and
how the bias blind spot effect can be reduced. This intervention did not increase overall
sensitivity, t(787) = -0.82, p = .415, d = .06, and did not reduce criterion biases, t(787) =-1.28, p
=.202,d =-.09.

Personalized Moral Concern (Luiza Almeida Santos and Jan G. Voelkel). This

intervention makes a moral argument in favor of unbiased selection. First, we measured
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participants’ political ideology. Then, we presented the participants with an argument that
appeals to the moral values that are typically strongly endorsed by the ideological group with
which the participants identified (Feinberg & Willer, 2019). Research suggests that the most
important moral principles for liberals are minimizing harm and ensuring fairness, whereas
conservatives also moralize in-group loyalty, respect for authority, and sanctity (Graham et al.,
2009). Building on this work, this intervention asked participants to read an essay emphasizing
that unbiased selection is consistent with their moral concerns. To assign participants to text that
aligned with their moral values, the intervention first asked participants to report political
orientation on a scale from 1 (extremely liberal) to 7 (extremely conservative), with 4 being the
neutral point. For liberal participants (who scored between 1 and 3), unbiased selection was
framed as a means of ensuring fairness, while for conservative participants (who scored between
5 and 7), unbiased selection was framed as an expression of patriotism and commitment to
American ideals. Because research has found that conservative values resonate with moderate
participants (Voelkel et al., 2021), neutral participants were assigned the conservative value
essay. This intervention did not increase overall sensitivity, t(835) =-1.33, p =.186, d =.09, and
did not reduce criterion biases, t(835) = -1.26, p = .206, d = -.09.4

Orchestra Case (Landon Schnabel). Evaluators often try to make rational decisions and

pick the best candidates, focusing only on relevant “objective” criteria while trying to ignore

4 Given that some components of the intervention relied on invoking American ideals, we ran a
follow-up, exploratory analysis keeping only American citizen control condition and
intervention participants (total N = 597). This sample showed no increase in overall sensitivity,
t(595) = -0.86, p =.392, d = .07, and no change in criterion biases, t(595) = -0.65, p = .515,d = -
.05. We also divided the American-only sample into Conservative and Liberal subgroups. The
American-Conservative subgroup showed no increase in overall sensitivity, t(113) =-0.57, p =
570, d =-.11, and did not reduce criterion biases, t(113) =-1.38, p =.171,d = -.26. The
American-Liberal subgroup also showed no increase in overall sensitivity, t(316) =-1.74,p =
.08, d = .20, and did not reduce criterion biases, t(316) = 0.22, p =.823, d = .03.
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biasing information. However, much of cognition is automatic and conscious attempts to
“ignore” irrelevant information occur too late in the thought process (Miles et al., 2019; Rivera,
2015). Regardless of intentions, evaluators develop quick first impressions—frequently based
on stereotypes about immaterial characteristics—and end up discriminating based on social
factors such as gender and race (Pager, 2003; Quadlin, 2018). This intervention had participants
read a short article about subtle discrimination and how orchestras sought to address it by
putting up screens and otherwise blinding evaluators to irrelevant information (Goldin & Rouse,
2000). It then invited respondents to implement a similar approach, using their hand as a
“screen” to block irrelevant information. This intervention did not increase overall sensitivity,
t(838) = -0.64, p = .522, d = .04 and did not reduce criterion biases, t(838) = 0.01, p =.995, d <
.01.

Automatic Mental Processes (Maddalena Marini). Studies have shown that raising
awareness of bias and asking for more deliberative judgments reduces discrimination (Axt &
Johnson, 2021; Axt & Lai, 2019; Pope et al., 2018), but only when the social category was
named explicitly (Axt et al., 2019). In this intervention, participants read an article raising
awareness of automatic mental processes that can guide our behavior and influence how we
form impressions of others. Participants were also presented with a picture representing two
groups of people, one composed of more physically attractive members and the other with less
physically attractive members. Then, they were informed that, even if all these people have
equally strong qualifications, studies showed that the one group (pictured as several more
attractive individuals) was typically judged as more competent than the other group (pictured as
several less attractive individuals) because of their facial characteristics. Finally, participants

were instructed to think about this story while completing the JBT and try to overcome these
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automatic processes. This intervention did not increase overall sensitivity, t(871) =-1.06, p =
.290, d = .07, and did not reduce criterion biases, t(871) =-1.33, p =.184, d = -.09.

Blind Evaluation Instructions (Maximilian Primbs, Gijsbert Bijlstra, Ruddy Faure, and
Johan C. Karremans). People have an automatic tendency to direct their attention to human
faces (Langton et al., 2008), and to automatically infer traits and form evaluations based on
faces’ features, such as attractiveness (Olson & Marshuetz, 2005). These automatic tendencies
affect responses, such as biases in hiring decisions in favor of physically attractive candidates
(Axt et al., 2018). The present intervention aimed to disrupt such automatic tendencies by (a)
making people aware of their existence, (b) highlighting their irrelevance, and (c) indicating
what relevant information participants should focus on instead (the qualifications). This
intervention did not increase overall sensitivity, t(837) = -1.24, p = .214, d = .09, and did not
reduce criterion biases, t(837) =-1.56, p =.120,d = -.11.

Moral First Impressions (Neil Hester). Research shows that people care deeply about
being morally good (Prentice et al., 2019) and form strong global impressions about others
based on their moral goodness (Goodwin et al., 2014). In this intervention, participants read an
evidence-based paragraph describing that relying on faces to form first impressions can result in
inaccurate judgments of targets’ traits and mental states. Then, participants were told that
inaccurately relying on faces to form first impressions results in unfair, harmful outcomes (e.g.,
unfair criminal and death sentences). To the extent that participants formed moral convictions
about not unfairly judging others based on their faces, they should be more motivated to self-
monitor their preferences for attractive faces (Skitka et al., 2021). This intervention did not
increase overall sensitivity, t(811) = -0.21, p = .833, d =.01, and did not reduce criterion biases,

t(811) = -1.55, p = .122, d = -.11.
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Counter-Stereotypical Exemplar Interventions

Vivid Narrative Exercise (Amy Hackney and Rachel Cook). Previous work shows that a
vivid second-person narrative depicting a racially counter-stereotypical villain and hero can
reduce implicit racial preferences (Lai et al., 2014; Marini et al., 2012). This intervention
presented participants with a counter-stereotypic story that associated a physically attractive
character with negative emotions (e.g., rejection) and encouraged emotional closeness with a
physically unattractive character. The task instructions were modelled from typical imagined
intergroup contact tasks (Crisp et al., 2009; Vezzali et al., 2012). This intervention did increase
overall sensitivity, t(819) = -2.00, p = .046, d = .14 and did not reduce criterion biases, t(819) =
0.39, p =.695, d = -.03. Since the intervention increased sensitivity in Study 1, it was included
in Study 2. In the second round, this intervention did not increase overall sensitivity, t(827) =
0.71, p = .476, d = -.05, and did not reduce criterion biases, t(827) = -0.57, p = .568, d = -.04.

Associative Learning Paradigm (Kao-Wei Chua and Jonathan B. Freeman). Past studies
demonstrated that a brief associative learning paradigm was effective in mitigating biases
regarding facial trustworthiness across several direct and indirect measures (Chua & Freeman,
2021). This intervention involved a training paradigm where academic competence co-occurred
with facial attractiveness. In the learning phase, participants viewed 20 people paired with a
short behavioral sentence. Some examples of behavioral sentences included: “Mentors
struggling students in their spare time” (competence) and “Does everything at the last minute”
(incompetence). Faces consisted of an equal mix of male and female White faces with a neutral
expression. Half of the faces were rated as high in facial attractiveness and the other half were
rated as low in physical attractiveness. Eight of ten individuals high in attractiveness were

associated with behaviors that were low in academic competence (e.g., “scored low on the
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SAT”) and eight of ten of the individuals low in attractiveness were associated with behaviors
high in academic competence (e.g., “made the honor roll every semester”). Participants viewed
the 20 individuals four times each, resulting in 80 total learning trials.

This intervention did not increase overall sensitivity, t(559) = 1.11, p =.267,d =-.10, and
did not reduce criterion biases, t(559) = 1.31, p =.191, d = -.12. Since this intervention had a
much lower sample in Study 1 (N = 161, average N in other intervention conditions = 350), we
included it in Study 2, where it decreased overall sensitivity, t(820) = 3.14, p =.002, d =-.22
and did not reduce criterion biases, t(820) = -0.07, p =.941, d = .01.

Morality-Competence Exercise (Xi Shen, Ming Ma, Danila Medvedev, and Emily
G. Ritchie). Diagnosticity plays a critical role in person perception (Ferguson et al., 2019;
Skowronski & Carlston, 1989). Recent work has found that only extreme and diagnostic
information can reverse both explicit and implicit impressions formed from facial appearances
(Shen et al., 2020; Shen & Ferguson, 2021), suggesting that diagnostic propositional
information that counters facial information can override people’s reliance on faces. This
intervention asked participants to learn extreme counter-facial information that varied on
morality or competence (Fiske et al., 2007), such that less attractive faces were described as
displaying moral and competent behaviors while more attractive faces were described as
displaying immoral and incompetent behaviors. All faces presented were novel and not used in
the JBT. Examples of moral/competent behaviors included stories about helping one’s neighbor
by taking care of their house while they are away, or being a highly successful student and
earning scholarships. Examples of immoral/incompetent behaviors included driving while under
the influence, or being the lowest performing employee for several years in a row. Participants

were then challenged to consider this information as more informative than facial information.
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This intervention did not increase overall sensitivity, t(807) =-0.6, p = .551, d = .04, and did not
reduce criterion biases, t(807) =-0.76, p = .450, d = -.05.

Like-Dislike Writing (Samantha M. Stevens, Stephen Anderson, and Roger Beaty).
Exposure to counter-stereotypic exemplars can reduce implicit bias (Dasgupta & Greenwald,
2001), and counter-stereotypic mental imagery can reduce implicit stereotypes (Blair et al.,
2001). This intervention combines creative mindset ideas (Sassenberg & Moskowitz, 2005) with
counter-stereotypic thinking to potential judgment biases concerning attractiveness. Participants
completed four writing exercises (two with men targets, two with women targets; all White with
neutral expressions), with each gender having one more attractive face and one less attractive
face. For less attractive targets, participants listed reasons that their friends would like the target.
For more attractive targets, participants listed reasons that their friends would dislike the target.
We asked that participants to use their imagination and be as creative as possible in their
responses. All four writing exercises were completed on the same page, and participants were
required to spend between four and six minutes on the task. This intervention did not increase
overall sensitivity, t(718) = 1.18, p =.238, d = -.09, and did not reduce criterion biases,
t(618.92) =-0.51, p =.608, d = -.04.

Imagined Contact (Sandro Rubichi, Loris Vezzali, and Veronica Margherita Cocco).
According to Crisp and Turner (2012), direct intergroup contact is not necessary to improve
intergroup relations. Rather, the simulation of an intergroup interaction is sufficient to reduce
ingroup bias. This intervention applied imagined contact to attractiveness biases, by focusing on
the role played by competence stereotypes (Fiske et al., 2002). Participants were asked to
imagine contact with a competent colleague to promote the relevance of competence (rather

than attractiveness) when evaluating others, and to imagine that this interpersonal contact was
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successful (Vezzali et al., 2015). This intervention did not increase overall sensitivity, t(645) =
0.97, p =.330, d =-.08, and did not reduce criterion biases, t(645) = 1.13, p =.258, d = .009.

Norm Information (Stephanie Johnson and Elsa Chan). Although attractiveness is
generally valued, individuals also hold negative stereotypes about attractive people and negative
views can become more pronounced when attractiveness does not seem relevant to the context
(Johnson & Chan, 2019). When such ambiguity is present, decisions can be influenced by norms
that are not only descriptive of the qualities of the current options but also prescriptive of what
the options should be (Samuelson & Zeckhauser, 1988). In this intervention, participants were
presented with photos of the current members of the academic honor society, and these
members had faces that were rated as relatively unattractive. This intervention did not increase
overall sensitivity, t(872) = -0.14, p = .892, d = .01, and did not reduce criterion biases, t(872) =
0.61, p = .545, d = .04.

Attractive = Harmful Movie (Yalda Daryani). One of the prevailing viewpoints in moral
psychology is that attractiveness bias exists because beautiful or eye-catching individuals trigger
the moral foundation of care (Haidt, 2012). Given that “harm” is the opposite of “care” (Graham
et al., 2013), this intervention proposed that when people are exposed to scenes in which
beautiful people are engaged in harmful activities, the care foundation would not be triggered
and participants would learn that being attractive does not equal being harmless. In this
intervention, participants watched two short film clips (total time = 4.3 minutes) in which the
main character is an attractive person and engages in harmful acts (e.g., killing civilians). This
intervention did not increase overall sensitivity, t(763) = 0.87, p = .385, d = -.06, and did not

reduce criterion biases, t(763) = -0.53, p = .600, d = -.04.
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General Self-Reflection Interventions
Cultural Self-Awareness (Chieh Lu and Yen-Ping Chang). Cultural self-awareness refers

to individuals’ awareness of culture’s influence on their self (Lu & Wan, 2018). Individuals with
high cultural self-awareness apply culturally-constituted evaluations in a more conscious
manner and are more reserved in evaluating others. Previous research has shown that in certain
situations, cultural self-awareness can reduce prejudicial attitudes (Lu, Lee, & Wan, 2023). This
intervention asked participants to write about how culture(s) they were immersed in early in life
have shaped who they are today. This intervention did not increase overall sensitivity, t(670) = -
0.01, p =.993, d <.01, and did not reduce criterion biases, t(670) = -1.03, p =.305, d = -.08.

Mindfulness Exercise (Denise Zheng and Kirk Warren Brown). Previous research
showed that a 10-minute mindfulness meditation decreased implicit biases toward racial out-
groups (Lueke & Gibson, 2015) and decreased discrimination in an economic trust game (Lueke
& Gibson, 2016). Based on these findings, this intervention had participants listen to a 7-minute
mindfulness audio recording. The intervention instructed participants to use their breath as the
anchor to foster greater receptive attention to and awareness of the psychological and somatic
experiences that arose during practice. Using a type of focused attention (FA) mindfulness
practice (Lutz et al., 2015), participants were instructed to acknowledge when their mind has
wandered away from the anchor during the task and then bring their attention back to their
breath. This intervention did increase overall sensitivity, t(635) = -2.18, p =.030, d = .18, and
did not reduce criterion biases, t(635) = -1.01, p = .314, d =-.08.

While this intervention increased sensitivity in Study 1, it was not initially included in
Study 2 due to an undetected error in Study 1 analyses. As a result, we conducted a separate

replication on Prolific, randomly assigning participants to the intervention or a control condition
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(total eligible N = 811). Again, the control condition showed a robust criterion bias (d = .30) and
above-chance levels of JBT accuracy (67.2%). The intervention did not increase overall
sensitivity, t(809) = 0.44, p = .658, d =-.05 and did not reduce criterion biases, t(809) =-0.72, p
= .475,d =-.03.

Similarity-Attraction Paradigm (Lusine Grigoryan and M. Isabelle Weipflog). The
similarity-attraction paradigm (Byrne, 1971) postulates that people tend to like others who are
similar to them. In a related line of research, studies on crossed categorization show that people
have more positive attitudes towards targets that share at least one form of group membership
with them (Crisp & Hewstone, 2007). This intervention was designed to increase perceived
similarity between participants and less physically attractive targets. Participants were given
information about targets’ group memberships along the dimensions of religion, political
affiliation, nationality, and occupation, which have a relatively strong effect on attitudes
(Grigoryan et al., 2022). Participants first reported their own group membership on each
dimension. This information was then used to manipulate the number of shared group
memberships between participants and targets: 3-4 shared group memberships were presented
for less attractive targets, and 0-1 shared group memberships were presented for more attractive
targets. Participants viewed 12 applicants and selected all characteristics they shared with each
target. All faces presented were novel and not used in the JBT. This intervention did not
increase overall sensitivity, t(809) = 0.03, p =.978, d < .01, and did not reduce criterion biases,
t(809) = 0.02, p = .985, d < .01.

Evaluation Criteria (Provided) Interventions
Two-Out-of-Three Rule (Bastian Jaeger and Anthony M. Evans). Decades of research

have shown that people often use mental short cuts, such as relying on easily accessible cues,
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when making decisions (Gigerenzer & Goldstein, 1996; Tversky & Kahneman, 1974). Faces
attract attention (Theeuwes & Van der Stigchel, 2006), attractiveness judgments can be formed
rapidly (Ritchie et al., 2017), and reliance on face judgments is relatively effortless (Jaeger et
al., 2019). This may explain the widespread effects of face judgments on decision-making. In
this intervention, participants were informed that decisions are often biased by irrelevant
characteristics that are visible from a person’s photo. Participants were instructed to apply a
simple decision rule to avoid this bias. Specifically, participants were told that applicants should
be admitted if they fulfilled at least two of three criteria: a science GPA above 3.3, excellent
recommendation letters, and an interview score above 80. Participants completed three practice
rounds where they received feedback on whether they applied the rule successfully. All faces
and qualification values presented were novel and not used in the JBT.

In Study 1, this intervention did increase overall sensitivity, t(809.12) = -18.93, p <.001, d
= 1.29, and also reduced criterion biases, t(683.33) =-2.40, p =.011, d =-.17. Since this
intervention both reduced criterion bias and increased sensitivity in Study 1, it was included in
Study 2. In Study 2, the intervention again increased overall sensitivity, t(800.98) = -19.07, p <
.001, d = 1.30, and reduced criterion biases, t(706.81) = -4.13, p <.001, d = -.29.

Criteria Reinforcement Exercise (Kate M. Turetsky). One mechanism for discrimination
is that people apply different standards when evaluating members of favored and disfavored
social groups (e.g., Hodson et al., 2002; Uhlmann & Cohen, 2005). Setting clear, objective, and
universal criteria for evaluation before considering candidates can reduce discrimination by
reducing the flexibility evaluators have to adjust their standards (Quinn, 2020). This intervention
provided participants with the averages of the candidate pool’s science and humanity GPAs,

recommendation letter ratings, and interview scores. Participants were told to accept the
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candidates who were above average overall when using these four components. The intervention
had an eight-trial practice round with novel applications that provided feedback on each trial.
This intervention did increase overall sensitivity, t(641.62) = 14.89, p <.001, d = 1.13 and
reduced criterion biases, t(703.22) = -2.59, p =.010, d = -.19. Since this intervention both
reduced criterion bias and increased sensitivity in Study 1, it was included in Study 2. In Study
2, this intervention again increased overall sensitivity, t(747.84) = -13.26, p <.001, d = .90, and
reduced criterion biases, t(763.34) = -4.41, p <.001, d = -.31.

Propositional-Statistical Learning (Xin Yang and Arin Korkmaz). Propositions, or
statements about relations between concepts, are effective in shaping social learning (De
Houwer, 2014) and especially effective in updating seemingly robust face-based impressions
(Shen et al., 2020). Attractiveness bias could be mitigated by a propositional statement about
qualifications (e.g., “Qualified candidates have X...”), followed by statistical learning to
establish that proposition’s reliability and decrease the reliance on physical attractiveness.
Participants read a description of qualifications from previous, excellent applicants and were
told to use these same qualification benchmarks to create their own excellent team. Specifically,
participants were given a rule consisting of pre-determined cut-offs based on some of the JBT’s
criteria, asking participants to accept applicants if they had Science GPA > 3.5 and Interview
Scores > 75. In addition, participants were instructed to conditionally accept those who were
reasonably close to those cut-offs and had a Humanities GPA > 3.5. Finally, participants
reviewed 16 novel candidates in a JBT-like paradigm and predicted whether they were selected
based on the proposition provided, receiving feedback after each decision. In Study 1, this
intervention actually decreased overall sensitivity, t(684.21) = 3.23, p =.001, d = -.23, but did

reduce criterion biases, t(685.62) = -2.44, p =.015, d = -.17. Since this intervention reduced
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biases in response criterion in Study 1, it was included in Study 2. In Study 2, the intervention
again decreased overall sensitivity, t(746.28) = 6.82, p <.001, d = -.47 and reduced criterion
biases, t(715.03) =-4.84, p <.001, d = -.34.

Evaluation Criteria (Self-Determined) Interventions

Minimal Threshold Creation (Ariella Kristal). Precommitment has been shown to be
effective at helping individuals make decisions that better align with their values (Milkman et
al., 2008; Thaler & Benartzi, 2004). While previous research has shown that precommitting to
decision criteria in advance can prevent people from changing selection criteria to justify
selecting a candidate they wanted to hire (Uhlmann & Cohen, 2005), the current intervention
sought to test whether precommitment can combat other selection biases. Participants completed
a practice round of the JBT using novel faces and applications, then read about the benefits of
precommitment before being asked to generate minimum thresholds for each of the four
qualification indicators. Participants were then told they should apply this rule in the JBT and
accept the candidate only if they exceeded each self-created threshold. This intervention did not
increase overall sensitivity, t(723) = 0.91, p =.365, d = -.07, and did not reduce criterion biases,
t(723) =-1.17, p = .242, d = -.09.

Single-Criterion Exercise (Balbir Singh and Joshua Correll). The aversive racism
framework suggests that bias occurs when qualifications are ambiguous (Dovidio & Gaertner,
2000; Hodson et al., 2002). Ambiguous qualifications allow perceivers to flexibly weigh
particular dimensions in order to justify biased decisions (Norton et al., 2004, 2006). This
intervention sought to discourage differential weighting by encouraging participants to focus on
a single qualification and to use that qualification consistently. Despite the contest study

rewarding interventions that impacted both criterion bias and sensitivity, this intervention was

40



primarily directed at reducing criterion biases. Participants began with a training block,
responding to 16 novel applicants presented with qualifications but not faces. After each of the
first eight training trials, participants were asked to write a few sentences justifying their
decisions. Participants were then asked to write down the qualification they thought was most
relevant to differentiating between more and less qualified candidates and the one they thought
was the least relevant. Next, they had to generate a rule based on the single qualification deemed
most important, thus minimizing ambiguity. They then practiced applying their rule with an
additional eight practice trials. Finally, prior to starting the JBT, participants were reminded that
they should consistently apply their rule. This intervention did not increase overall sensitivity,
t(698) = -0.28, p = .783, d = .02, but did reduce criterion biases, t(698) = -2.46, p =.014,d = -
.19. Since this intervention reduced biases in response criterion in Study 1, it was included in
Study 2. In Study 2, this intervention now reduced overall sensitivity, t(790) = 4.41, p <.001, d
=-.31, and again reduced criterion biases, t(790) = -2.24, p =.026, d = -.16.

Criteria from Mean Values (Erika L. Kirgios, Linda W. Chang, and Edward H. Chang).
Discrimination is more common under conditions of ambiguity (Hodson et al., 2002; Uhlmann
& Cohen, 2005; Dovidio & Gaertner, 2000). One potential strategy to reduce ambiguity in
hiring decisions—and mitigate discriminatory decision-making—is to ask evaluators to pre-
commit to decision rules (Uhlmann & Cohen, 2005). This intervention asked participants to
self-generate a decision rule that specified the conditions under which they would “Accept” or
“Reject” candidates. Specifically, participants were instructed to pay attention to the range of
values present in the JBT’s encoding phase. After the encoding phase, participants were first
asked to estimate the overall average value of each of the four qualifications. Then, they were

also told to write out a rule to guide their decision-making; participants were given an example
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rule of only accepting candidates who were above the perceived average on at least three
dimensions. Participants then filled in their own decision rule by completing the phrase “I will
only accept candidates if...”. Before starting the JBT, participants were shown their decision
rule and asked to apply this rule to all candidates. This intervention did not increase overall
sensitivity, t(693) = 0.38, p =.705, d = -.03, but did reduce criterion biases, t(693) = -2.06, p =
.039, d =-.16. Since this intervention reduced criterion bias in Study 1, it was included in Study
2. In Study 2, this intervention again did not increase overall sensitivity, t(742.52) = -0.64, p =
525, d = -.04, but did reduce criterion biases, t(785.37) = -2.86, p = .004, d = -.20.

Criteria from Min-Max Values (Jennifer Steele, Julia Sebastien, and Jennifer
Sedgwick). Biases based on group membership have been found in a number of hiring contexts
(Biernat & Kobrynowicz, 1997; Goldin & Rouse, 2000), and initial research suggests that
creating evaluation criteria prior to selecting candidates has the potential to decrease bias
(Uhlmann & Cohen, 2005). In this intervention, participants were introduced to the JBT and
were then told that people make less biased decisions when they outline criteria before selecting
applicants. Participants were reminded of the four types of information that they would receive
about each applicant (e.g., Science GPA) and were provided with the range of scores that these
applicants might have (e.g., 2.9-3.9). They were then encouraged to decide on the ideal
threshold that applicants would need to meet in order to be selected. To increase accountability,
participants were asked to outline their criteria, both online and on a sheet of paper prior to
starting the task (the paper would remain visible throughout the task).. This intervention did not
increase overall sensitivity, t(699) = -1.40, p = .161, d = .11, but did reduce criterion biases,

t(699) = -2.04, p =.042, d = -.16. Since this intervention reduced criterion bias in Study 1, it was
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included in Study 2. In Study 2, the intervention did not increase overall sensitivity, t(804) =
1.55, p =.122, d =-.11 and did not reduce criterion biases, t(804) = --0.57, p = .567, d = -.04.

Personal Information Avoidance Rule (Sean Fath). Cues to engage in reflective thinking
(Kahneman, 2011) may encourage selective attention to useful information. For instance,
evaluators are less likely to choose to view potentially biasing information about a target after
an intervention prompting reflection on the potential for bias associated with receipt of such
information (Fath et al., 2022). This intervention prompted participants to approach the
evaluation task in a reflective mindset. Participants were presented with a summary of the
information they would receive about the applicants, organized into “personal information” (i.e.,
photo) and “qualification information” (i.e., Science GPA, Humanities GPA, Letters of
recommendation, and Interview score). Next, they were asked to indicate the information they
thought they should focus on in order to provide an unbiased judgment. This intervention did
not increase overall sensitivity, t(792.76) = 0.41, p = .686, d = -.03, and did not reduce criterion
biases, t(815) =-0.41, p = .684, d = -.03.

Discussion

Study 1 used a contest design to test 30 interventions submitted by social scientists to
reduce discrimination in a task known to produce favoritism in judgment based on physical
attractiveness. In a series of well-powered tests, the first round of the contest found that two
interventions reduced relative biases in response criterion and increased overall sensitivity,
whereas four interventions only reduced criterion biases and three interventions only increased
overall sensitivity (one additional intervention produced marginally significant results for

increasing sensitivity). Study 2 then tested these nine interventions — as well as the intervention
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that produced the marginally significant results and one final intervention with a notable small
Study 1 sample size — on a new sample source.

In this follow-up study, one intervention now reduced sensitivity and four interventions
failed to reliably impact either sensitivity or criterion bias. Two interventions (Two Out of Three
Rule, Criteria Reinforcement Exercise) showed greater levels of effectiveness by both reliably
increasing sensitivity and reducing criterion biases, while two interventions showed more
moderate effects by either only increasing sensitivity (Trial-and-Error Feedback) or only
reducing criterion biases (Criteria from Mean Values). Finally, two interventions reduced biases
in response criterion for more versus less physically attractive applicants but did so while also
lowering sensitivity and thereby increasing the total amount of unfair treatment across all
applicants (i.e., overall instances of accepting less qualified applicants and rejecting more
qualified applicants). As a result, it is not clear that these interventions led to a more desirable
behavior, as increases in judgment errors led to a greater number of applicants being the
recipient of unfair treatment. For this reason, these two interventions (Propositional-Statistical
Learning and Single-Criterion Exercise) were not retained for Studies 3-4.

Study 3

In Study 3, we explored the generalizability of the four interventions that reduced bias,
increased sensitivity, or impacted both outcomes in Studies 1-2. One limitation of Studies 1-2 is
that the JBT only focused on a single form of social bias (physical attractiveness), which
overlooks the fact that people possess multiple social identities and as a result may be
susceptible to several forms of discrimination that operate simultaneously. To address this issue,
Study 3 used a version of the JBT that has been shown to produce two simultaneous (and

independent) forms of judgment bias (Axt et al., 2019). Specifically, participants viewed
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applicants that were either more or less physically attractive and were members of a political
ingroup or outgroup (i.e., Democrats or Republicans). Through using these same interventions
in a new context, Study 3 sought to identify interventions that address multiple forms of
discrimination and highlight strategies that can instil a more domain-general ability to ignore
potentially biasing social information.

Methods

Participants were recruited from Prolific. We only included the four interventions that
either reliably reduced criterion biases in Studies 1-2 (Criteria from Mean Values), increased
sensitivity (Trial-and-Error Feedback) or both reduced biases and increased sensitivity (Two
Out of Three Rule, Criteria Reinforcement exercise).” We also excluded the two interventions
(Propositional-Statistical Learning and Single-Criterion Exercise) that reduced discrimination by
lowering criterion bias but also reliably decreased sensitivity (i.e., increased judgment errors) as
they ultimately led to more unfair treatment.

We restricted the study to Prolific participants who were residents of the United States and
who reported being either Republican or Democrat when first registering for Prolific. A total of
2425 participants completed the study. We excluded participants based on the same JBT criteria
used for the second study (n = 121) and also screened out participants who did not explicitly
report identifying as Republican or Democrat when asked during the study session (n = 298)°.
The resulting sample was N = 2006 (Mage = 35.3, SDage = 12.7, 78.1% White, 39.1% female).

We collected an average of 401 participants per condition, which provided more than 80%

5 The Trial-and-Error Feedback intervention was only marginally significant in Study 1, but
significantly increased sensitivity in Study 2.
® When including all participants with full JBT data in Study 3, no conclusions changed.

45



power to detect an effect as small as d = .20 between each intervention and the control
condition.

Participants followed the same procedure outlined in Study 1, with the exception that they
completed a modified version of the JBT (Axt et al., 2019). Participants were randomly assigned
to complete one of the four interventions — Criteria from Mean Values, Criteria Reinforcement
Exercise, Trial-and-Error Feedback, and Two-Out-of-Three Rule — or to a control condition, and
then completed the JBT. In this dual-bias version of the JBT, the 64 applicants were presented
with information related to physical attractiveness (less vs more; communicated by a face) and
political party affiliation (Democrat vs. Republican; communicated by a party logo), as well as
qualification information that made the applicant more or less qualified using the same
procedure as Studies 1-2.

After completing the JBT, participants answered self-report items about their desired and
perceived performance on the task. Lastly, participants completed a 7-item demographic
questionnaire and an attention check item.

Results

For analyses, judgments were recoded to focus on whether the applicant was a political
ingroup or outgroup member. In Study 3, the control condition showed above-chance, moderate
levels of overall accuracy (66.1%), leaving significant room for interventions to improve
accuracy/sensitivity. A 2 (Physical attractiveness: more vs. less) by 2 (Political group status:
ingroup vs. outgroup) ANOVA on response criterion values revealed two simultaneous biases in

criterion in the control condition; a main effect of physical attractiveness (ﬂf, =.048, p <.001)

showing that on average, more physically attractive applicants had a lower response criterion (M

=-.04, SD = .59) than less physically attractive applicants (M = .04, SD = .58), as well as a main
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effect of political ingroup status (n; =.172, p < .001) showing that on average political ingroup

members received a lower response criterion (M = -.18, SD = .58) than political outgroup
members (M = .18, SD = .58). There was no interaction between attractiveness and political
ingroup status in response criterion (nf, =.004, p =.168; see online supplement for full
reporting).
Given that the control condition successfully produced two separate criterion biases, we

then ran a series of 2 (Applicant attractiveness) by 2 (Applicant political ingroup status) by 2
(Condition: Control versus Intervention) ANOVAS on criterion values. Here, an interaction
between applicant attractiveness and condition would indicate that the intervention impacted
criterion biases regarding physical attractiveness, and an interaction between applicant political
ingroup status and condition would indicate that the intervention impacted criterion biases
regarding political ingroup status. Finally, to examine the effects of each intervention on
sensitivity, we performed a t-test on the difference in overall JBT sensitivity for each
intervention relative to the control condition. See Table 4 for sample size as well as descriptive
statistics for overall sensitivity and response criterion for more attractive and less attractive
ingroup and outgroup members. Figure 3 displays results comparing each intervention relative
to control on overall JBT sensitivity, and Figure 4 displays results (converted to a Cohen’s d
effect size) for each intervention relative to control on criterion biases based on applicants’
physical attractiveness or political ingroup status.

Trial-and-Error Feedback. This intervention increased overall sensitivity, t1(816.87) =
2.49, p =.013, d = .17. For response criterion, the interaction between political ingroup and

condition was not significant (F(1, 858) = .883, p =.348, n; =.001), such that participants in

the intervention still showed an effect of political ingroup status on criterion (Tlf, =.142) that did
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not reliably differ from the control condition. The interaction between attractiveness and

condition was also not significant (F(1, 858) = .028, p = .867, Tlf, =.000), such that participants
in the intervention still showed an effect of attractiveness on criterion (Tlf, =.059) that did not

differ from the control condition (see online supplement for full reporting).
Two-Out-of-Three Rule. This intervention did increase overall sensitivity, t(745.75) =
17.94, p <.001, d = 1.21. For response criterion, the interaction between political ingroup and

condition was significant (F(1, 893) = 45.5, p <.001, n; =.048), such that among participants

in the intervention, there was a present but reliably smaller effect of political ingroup status on

criterion (nf, =.028). The interaction between attractiveness and condition was also significant
(F(1, 893) = 12.46, p < .001, ﬂf, =.014), such that among participants in the intervention, there
was no main effect of attractiveness on criterion (Tlf, =.001; see online supplement for full

reporting).
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Table 4.
Means and Standard Deviations of JBT Outcomes for Each Condition in Study 3

More Attractive Criterion Less Attractive Criterion
Condition Sensitivity Ingroup Members Outgroup Members Ingroup Members Outgroup Members
Control (N = 464) 0.94 (.59) -0.23 (.59) 0.15 (.58) -0.13 (.57) 0.21 (.59)
Trial-and-Error Feedback (N = 388) 1.05 (.60) -0.24 (.54) 0.08 (.56) -0.15 (.57) 0.16 (.56)
Two-Out-of-Three Rule (N = 428) 1.84 (.85) .06 (.36) 0.13 (.37) 0.07 (.40) 0.14 (.38)
Criteria Reinforcement Exercise (N = 380) 1.63 (.68) 0.25 (.49) 0.31 (.45) 0.27 (.47) 0.31 (.45)
Criteria from Mean Values (N = 351) 0.94 (.58) -0.01 (.54) 0.12 (.52) 0.02 (.53) 0.23 (.52)

49



Figure 3. Difference in Sensitivity with the Control Condition for each Intervention in Study 3.
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Figure 4. Effect Size of the Interactions between Criterion biases and Condition for

Study 3.
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Criteria Reinforcement Exercise. This intervention did increase overall sensitivity,
t(755.26) = 15.42, p <.001, d = 1.08. For response criterion, the interaction between political

ingroup and condition was significant (F(1, 846) =51.734, p <.001, Tlf, =.058), such that

among participants in the intervention, there was a present but smaller effect of political ingroup

status on criterion (nf, =.026). The interaction between attractiveness and condition was also
significant (F(1, 846) = 8.276, p = .004, n; =.010), such that among participants in the
intervention, there was no main effect of attractiveness on criterion (Tlf, =.003; see online

supplement for full reporting).
Criteria from Mean Values. As in Studies 1-2, this intervention did not increase overall
sensitivity, t(762.63) = .27, p = .790, d = .02. For response criterion, the interaction between

political ingroup and condition was significant (F(1, 816) = 15.190, p < .001, Tlf, =.018), such

that among participants in the intervention, there was a present but smaller effect of political

ingroup status on criterion (nz =.085). However, the interaction between attractiveness and
condition was not significant (F(1, 816) = .44, p = .834, Tlf, =.000), such that participants in the
intervention still showed an effect of attractiveness on criterion (n; =.056) that did not reliably

differ from the control condition (see online supplement for full reporting).
Discussion
Study 3 used a JBT that, in control conditions, produced two simultaneous and
independent biases based on physical attractiveness and political ingroup status. Two
interventions (Two-Out-of-Three Rule and Criteria Reinforcement Exercise) produced similar
effects as Studies 1-2 in that each strategy both improved sensitivity and now reduced two forms

of criterion bias. Another intervention (Criteria from Mean Values), was only effective at
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reducing criterion biases based on political ingroup affiliation, leaving criterion biases based on
physical attractiveness unchanged. This result is a contrast with Studies 1-2, where the
intervention reduced criterion biases based on physical attractiveness. As in Studies 1-2, the
Criteria from Mean Values intervention did not impact overall sensitivity. Finally, another
intervention (Trial-and-Error feedback) showed results consistent with Studies 1-2 in that the
intervention only increased sensitivity. One potential limitation of Studies 1-3 is the reliance on
convenience samples. It is possible that participants with hiring experience may be less
susceptible to these judgment biases (e.g., Lehman & Nisbett, 1990) or less responsive to any of
the proposed interventions due to greater confidence in their ability to evaluate others (e.g.,
Fisher et al., 2020). To explore this possibility, Study 4 tested the effectiveness of the four Study
3 interventions on participants who reported having experience with hiring employees.
Study 4

Methods

Participants were recruited from Prolific, and only participants who responded “yes” to
the pre-screen item “Do you have any experience in making hiring decisions (i.e. have you been
responsible for hiring job candidates)?” were eligible to view the study. We added an additional
screener item within the study session where participants had to report that they “had experience
in hiring employees.” Despite 2821 participants completing the study, only 2318 passed the pre-
screen item about hiring experience included in the actual study, leaving a final sample of 2162
(Mage = 40.4, SDage = 12.3, 71.3% White, 45.3% female) who in addition passed an attention
check item and had the same JBT performance criteria as used in Studies 1-2. Eligibility criteria,

sample sizes, methods and analyses were pre-registered at https://osf.io/gbpga/. Conclusions do
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not change when including all participants with self-reported hiring experience (i.e., removing
exclusions based on JBT criteria).

In our pre-registered analyses concerning the effectiveness of each intervention, we used
one-tailed analyses.’ Past work highlights how, when pre-registered, one-tailed analyses can be
an effective means of increasing statistical power and controlling error rates (Hales, 2023).
Specifically, we tested whether, relative to the control condition, each intervention 1) reduced
criterion biases and 2) increased overall sensitivity. Though the four interventions used in Study
4 did not each consistently produce these two effects in Studies 1-3, we still pre-registered these
comparisons to maximize similarity across analyses.

Participants followed the same procedure outlined in Study 2 but were assigned to one of
the four interventions used in Study 3. As in Studies 1-2, the JBT only included a manipulation
of target physical attractiveness. Aside from including only four interventions, there were two
other changes from Study 2. The first was the addition of the two items about whether the
participant had hiring experience and how many years of experience they had hiring employees
(this item was not included in primary pre-registered analyses but is available in the online
dataset). Overall, 83.3% of participants reported having more than one year of hiring
experience.

The second change was the use of a weighted random assignment to conditions based off
meta-analytic effect sizes from Studies 1-2, such that the Two-out-of-Three condition and
Criteria Reinforcement Exercise condition had approximately half as many participants as the

Control condition or two other intervention conditions (see online supplement for more detail

7 All the conclusions hold when using two-tailed analyses, with one exception: for the Trial-and-
Error feedback intervention, the two-tailed test found only a marginally significant reduction in
criterion bias, t(1145.12) =1.90, p =.058,d = -.11.
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about power analysis calculations). Using one-tailed analyses and effect sizes calculated from
meta-analyzing the results of Studies 1-2, the sample sizes obtained in Study 4 allowed for a
minimum statistical power of 84.4% and an average power of 92.4% for tests of each
intervention’s effectiveness relative to the control condition (see pre-registration file for more
details about anticipated effect sizes and target sample sizes).
Results

Table 5 reports sample sizes for each condition as well as means, standard deviations,
and (two-tailed) within-subjects t-tests comparing criterion for more versus less physically
attractive applicants. There tests were two-tailed to align with our pre-registration.

Trial-and-Error Feedback. This intervention increased overall sensitivity, t(1136.15) =
3.92, p<.001, d =.23, and reduced criterion biases, t(1145.12) = 1.90, p =.029, d = -.11. This
latter result — a significant reduction in criterion bias — was not in our pre-registered set of
predictions, nor was it observed in Studies 1-3.

Two-Out-of-Three Rule. This intervention increased overall sensitivity, t(432.02) =
19.17, p <.001, d = 1.46, and reduced criterion biases, t(738.43) = 3.23, p < .001, d = -.22.

Criteria Reinforcement Exercise. This intervention increased overall sensitivity,
t(317.22) =-13.60, p <.001, d = 1.13, and reduced criterion biases, t(633.71) = 2.58, p = .005, d
=-.18.

Criteria from Mean Values. This intervention did not increase overall sensitivity,
t(1100) = 1.63, p =.052, d = .10, though the effect was marginally significant. The intervention

did reliably reduce criterion biases, t(1098.02) = 2.17, p =.015,d =-.13.
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Table 5.

Sample sizes, Means, Standard Deviations, and Within-Subjects t-tests of JBT Outcomes for Each Condition in Study 4.

Condition Sensitivity More Attractive c Less Attractive ¢ Criterion t-test

Control (N = 601) .96 (.53) -.09 (.43) .01 (.42) t(600) = 5.70, p < .001, d = .23
Trial-and-Error Feedback (N =561) 1.09 (.57) -.06 (.42) -.003 (.41) t(560) = 3.71, p< .001, d = .16
Two-Out-of-Three Rule (N =273) 1.84 (.67) 14 (.34) .16 (.36) t(272) =1.07, p=.287,d = .06
Criteria Reinforcement Exercise (N = 226) 1.69 (.73) .32 (.50) .35 (.49) t(225)=1.92, p=.057,d = .13
Criteria from Mean Values (N =501) 1.01 (.51) .05 (.49) .10 (.48) t(500) =3.21,p=.001,d = .14

56



Discussion
In a sample of participants with self-reported hiring experience, those completing the
JBT with no intervention showed biases in criterion that favored more over less physically
attractive applicants.® In addition, three of the interventions in Study 4 were able to change both
criterion bias and sensitivity (Trial-and-Error Feedback, Two-out-of-Three Rule, Criteria
Reinforcement Exercise). Another intervention only reduced criterion bias (Criteria from Mean
Values), though this intervention also produced a marginally significant increase in sensitivity.
The Study 4 results then suggest that the effects of these interventions are not limited to novice
participants. Rather, results seem to extend to decision-makers with self-reported experience of
evaluating others within a professional context. However, one weakness of Study 4 is its
reliance on self-reported experience rather than directly sampling participants with more known
experience (e.g., by recruiting at a conference for human resources professionals).
General Discussion

Thirty interventions aiming to reduce discrimination in social judgment were tested over
four rounds of a research contest that involved over 20,000 participants. The interventions were
submitted by teams of researchers, with 97% of teams having at least one member with a Ph.D.
in psychology or a related field (e.g., organizational behavior), and 90% of teams having at least
one member that previously published work on stereotypes, prejudice, or discrimination. In the
first round of the contest, nine of the 30 interventions reliably reduced decision bias and/or
