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This article considers how subjectivities are enlivened in algorithmic systems. We first review related literature
to clarify how we see “subjectivities” as emerging through a tangled web of processes and actors. We then offer
two case studies exemplifying the emergence of algorithmic subjectivities: one involving computational topic
modeling of blogs written by parents with children on the autism spectrum and one involving algorithmic
moderation of social media content. Drawing on these case studies, we then articulate a series of qualities
that characterizes algorithmic subjectivities. We also compare and contrast these qualities with a number of
related concepts from prior literature to articulate how algorithmic subjectivities constitute a novel theoretical
contribution, as well as how it offers a focal lens for future empirical investigation and for design. In short,
this article points out how certain worlds are being made and/or being made possible via algorithmic systems,
and it asks Human–Computer Interaction (HCI) to consider what other worlds might be possible.
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1 Introduction
Numerous interactive technologies now incorporate sophisticatedMachine Learning (ML) and/or
Artificial Intelligence (AI). Examples range from sentiment analysis of online reviews [199], to
social media news feed curation [71], to algorithmically targeted advertising [145, 188]. Many of
these technologies are based on automated inferences about attributes of individual users, including
age, race, gender, friendship networks, media preferences, political views, religious beliefs, and
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35:2 E. P. S. Baumer et al.

others [97]. An emerging body of work is examining the kinds of interactions and experiences
to which these systems give rise, as well as how to design such systems [5, 10, 16, 36, 48, 61, 71,
72, 80].

This article offers a theoretical contribution to that growing literature by considering how
subjectivities are done through algorithms. Specifically, it proposes algorithmic subjectivities, an
approach that encourages us to acknowledge, to attend to, and to account for the ways that
algorithms, humans, and the broader systems in which they are embedded mutually co-constitute
one another, not only as entities but also as conceptual categories. This approach takes “human”
and “algorithm” not as prefigured concepts, but rather as categories that only come into being
through their mutual interconnections and interactions.

This use of the term “subjectivities” is aligned with perspectives developed by Foucault
[77, 78], Deleuze and Guattari [58], Ahmed [4], and others. It argues that selves, rather than
independent and pre-existing, are continuously brought into being by constellations of hetero-
geneous actors, structures, and processes. Rather than presuppose that subjects precede their
subjectivities, we recognize that a much more complex relationship knits together what exactly
subjects are and the phenomena of experience. Put simply, rather than argue that humans have
experiences, our perspective focuses on the ways in which those experiences come to produce and
define what we think of as human.

At first glance, this use of subjectivities may seem a simple acknowledgment of the plurality of
subjective experiences people have, or even a post-modern attempt to question reality by claiming
that everything is socially constructed. Instead, our intention is to make an important ontological
distinction. We aim to draw attention to how subjects come into being through a multitude of
subjective experiences. To reiterate, this conceptualization neither presumes people as pre-defined
actors (that experience the world) nor does it claim that people do not really exist. Rather, it
understands human actors as always arising from the relations in which they are entangled,
always subject to (if you will) the constellation of entities and processes through which subjective
experiences arise.

Drawing on this and similar work from critical theory [4, 58, 77, 78], from post-humanist
and more-than-human scholarship [12, 13, 60, 91, 92], and from critical Human–Computer
Interaction (HCI) scholars [14, 15, 17, 185], this article offers a primarily theoretical contribution
by extending subjectivity theory to help account for the role of algorithmic systems in “enlivening”
a range of subjectivities. Similar to the way Ahmed [3, 4] puts it, that “bodies take shape,” the
term “enliven” is meant here as connotative of the mutual co-constitution processes described
above. In the interweaving of algorithms, the interfaces through which they are encountered, and
the subjective experiences thereof, there is no single actor or process responsible for creating
or constructing subjectivities. Rather, subjectivities come to into being through the interplays
among technical implementation details, affective relations, systems of classification, and so on.
The knots threaded between subjectivities and the algorithmic are seen here as constitutive of both
algorithm and human, not only in terms of individual entities but also in terms of the conceptual
categories themselves, i.e., how humans and algorithms are defined and constituted. In light of the
prevalence of algorithms, the notion of algorithmic subjectivities helps move beyond the limitations
of our conceptualizing people and subjectivity through the lens of “users” [17] to consider how the
conditions and experiences of use are shifted in algorithmic contexts.

Consider the following example: The practice of a user “Liking” and then “Hiding” the same
post on their Facebook News Feed [71] demonstrates how such subjectivities come about and
operate together, sometimes in tension. The algorithms underlying Facebook’s feed curation, which
determine what is served to the user, and interactional features such as “Like” buttons present the
conditions for subjective experience. They afford a narrow range of responses from a user and in
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turn shape the scope for their experiences. Thus to “Like-and-Hide” is to establish a relationship to
content that has been algorithmically ordered and prioritized. Literally giving a post the “thumbs
up” and at the same time demoting it is to affectively respond to an automatically determined
output [see also 36]. Yet, in some way, even if only in a small way, these actions allow one to
be algorithmically defined by the contradictions inherent in these decisions. Key here is that the
system and user are constitutive of one another, they become specific entities and understood as a
distinct assemblage through their inter-relations, hence our pairing of algorithmic and subjectivities.

A social media “Like” offers but one example of such complexities. However, a growing number
of different algorithmic techniques operate on a variety of different kinds of data, from text, to
images, to sensor data, to networks, to geolocations, to many others. In this article, we turn to
examples that focus on language and how the computational processing thereof, often referred to as
Natural Language Processing (NLP), enacts subjectivities in very particular ways. Our aim is to
use language processing as an avenue by which to start examining algorithmic subjectivities more
broadly. Through a series of concrete examples, we consider how paying attention to the kinds
of subjectivities enlivened through algorithmic systems can attune us to a more responsive and
responsible design. Such a design is sensitive to people’s individual interactions with computational
systems and services; at the same time, it recognizes their complex interplay with the wider
sociotechnical structures of classification, automation, and agency that are intertwined with the
proliferation of technology (and have the potential to cause damage and harm) [30, 135, 137].

The first of our two case studies concerns the use of a specific form of NLP (topic modeling
[24, 25]) to analyze blogs written by parents with children on the autism spectrum.This case study is
situated in a historical context about the classification of autism in the Diagnostic and Statistical
Manual of Mental Disorders (DSM), specifically the fourth and fifth editions (DSM-IV and
DSM-5). We use this case to illustrate the complex, often subtle relationships among words/language
and subjectivities [similar to. 39, 91], as well as how certain kinds of subjectivities are enlivened
as part of an assemblage of actors—an assemblage that both creates ways of seeing those actors
and structures, the types of claims that can be made about them, often with potentially significant
consequence. Our second case study expands on this point about the consequences of algorithmic
subjectivities using the example of algorithmic content moderation. This case illustrates how
language, partly via computational processing, can become interwoven with myriad other facets
of algorithmic systems. It also offers opportunities to investigate the complex interconnections
and tensions between subjective experiences, such as having one’s content auto-moderated, and
technical implementation details, such as weights in a feature vector.

Synthesizing across these case studies, we draw on a variety of related prior work to articulate
commonalities among the different instances of algorithmic subjectivities. First, algorithms’ capacity
for inferring or making predictions distinguishes these kinds of assemblages from those involving
other kinds of computing technologies [cf. 159, 172, 189]. Second, it is the entangling of algorithms
within such assemblages by which various actors and systems mutually produce one another
and by which the exercise of power and authority occurs [cf. 13, 38, 79, 112]. Third, this mutual
co-producing means that algorithms play an almost paradoxical role in humanizing subjects, i.e., in
establishing and enacting definitions of what it means to be human [cf. 37, 92, 106]. While prior
work offers useful concepts and theories to make sense of these qualities, it is our highlighting of
the consequences arising from their unique combination that constitutes this article’s contribution.
Across these qualities, we show that the orientation toward algorithmic subjectivities contributed
by this article elucidates how certain worlds [cf. 186] are being made and/or being made possible
via algorithmic systems.

Drawing on this thinking, the article closes with considerations of how things might be otherwise.
Although it makes a primarily theoretical contribution, the ideas presented in this article may also
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35:4 E. P. S. Baumer et al.

help inform design. If current algorithmic systems are making certain worlds possible, what other
worlds are less readily possible? What other conditions of possibility might we want to enact?
What new subjectivities, assemblages of actors, or forms of agency might be possible? What kinds
of subjectivities do we want future historians to be able to read from our computational systems?

2 What Are Subjectivities?
Before we present our case studies, this section elaborates on the concept of subjectivities, further
introduces the notion of algorithmic subjectivities, and suggests where this notion intersects with
interactive systems design and with broader sociotechnical concerns.1

2.1 The Concept of Subjectivities
While we may experience the world in a variety of ways, it is nevertheless common to see ourselves
as bounded individuals and to understand subjective experiences as “felt” through interior processes
[161]. Consider how, when speaking aloud, the physical movements of one person’s vocal cords
(inside their body) trigger movements of another person’s ear drums (inside their body) [136].
These visceral experiences give the impression of people as discrete individuals, each consisting of
an interior that is distinct from the exterior world around them.

This orientation also rings true for how we in HCI view HCIs or user experiences. Consider, for
instance, the ways that HCI researchers study online social support [e.g., 54, 118, 132, 187, 192]. Our
field’s perspective acknowledges the differences in design affordances and subjective experiences
between, for instance, receiving a heart emoji in reply to a public Facebook post vs. one sent via
Messenger. Yet retained is an idea of the recipient being a unit, a distinct, persistent self, which
perceives and then interprets the same world across these different settings.

Using subjectivity theory, Bardzell and Bardzell [14] describe how a reliance on this kind of
singular, distinct self runs afoul in the context of HCI and design. Drawing on Foucault and post-
modern approaches to subjectivity, they highlight how HCI far too often conflates a user with
a coherent singular self. They argue for “subjects of information,” contrasting between subject
positions—i.e., the structural conditions of use afforded by a system—and subjectivities—i.e., the
lived experiences and performances of people in subject positions. Bardzell and Bardzell argue that
engaging the concept of the “user” through the lens of subjectivity has utility in that it does not
simplistically collapse a person and a user together as equivalent, an argument further elaborated
by Baumer and Brubaker [17]. Just as one might maintain multiple e-mail addresses for distinct
purposes (e.g., various professional and personal roles), considering each as distinct users (regardless
of whether or not they are the same person) has utility in distinguishing between distinct structural
and contextual realities—or subject positions. The separate self behind the “user,” they argue, is
not as important for design as the structural position from which use occurs and the subjective
experiences to which they are connected.

If the separate self has limited benefits for the purposes of design, a counter view might be that
we are not unitary actors at all. Late stage post-structuralist and post-modern theory has argued
that it is the constellation of subjectivities that give rise to subject positions, rather than vice versa.
We are continually constituted as differentiated subjects through the unique conditions and relations
we experience. Our selves here are multiple, not purely interior, but always figured or enacted in
and through the varied relations we encounter [4, 58, 60]. A constitutive approach to subjectivity
casts the self, defined by internal subjective experiences, as just one of many ways to understand

1The term “subjectivity” here refers not to the opposite of “objectivity” but instead draws on theories about subjective
experiences and the constitution of the self [e.g., 4, 14, 58, 60]. This definition is distinct from subjectivity as a form of bias,
which much work seeks to reduce in the name of fairness or justice [e.g., 43, 51, 98, 142].
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a human actor and their agencies, and a potentially quite impoverished one at that. As such, the
relationalities within these constellations that are productive of subject positions are the focus of
our current work. Rather than actors in search of a stage, we are performances resulting from the
stage and the assemblages within which that stage resides.

Through this lens, Facebook, TikTok, and e-mail each afford a different set of affinities and
accountabilities that allow for different sorts of assemblages and selves to cohere. On social media,
for example, the diffuse networks of millions of users and interactions are made possible through
subjectivities that are often experienced in terms of simple metrics such as the “Like.” While our
experiences on these platforms are always more complex than metrics alone [89], we aim here to
highlight the interrelations among those metrics, the attendant technical parts of our assemblages,
and our experiences on these platforms.

2.2 Defining Algorithmic Subjectivities
It is this relational approach to subjectivities that we want to draw on in introducing and developing
algorithmic subjectivities. We offer the term algorithmic subjectivities as a tool for thinking [174]
that allows us to see how algorithms, in particular, interact within broader systems to create the
conditions for subjective experiences and for certain kinds of actors to inhabit and operate in these
experiences. Algorithmic subjectivities in this sense flips HCI orthodoxy, allowing us to see not
how the user experiences the technology-infused world, but how actors—such as users—come into
being through the experiential.

This approach differs from prior work that has considered relationships between subjectivity
and algorithms. For instance, Blackwell [23, p. 193] argues that “operational definitions of AI must
always be constructed in relation to humans.” His concern, though, is primarily in how these human
notions of (inter)subjectivity come to shape the assessment of AI systems, particularly the objective
functions by which they are designed, rather than the kinds of subjective human experiences that
arise around interactions with such systems. Somewhat relatedly, Fisher [74] asks how algorithmic
systems provide people with a distinct way of knowing themselves. However, his argument is
based on a formulation of subjectivity “as a quasi-transcendental (both utopian and actual) realm of
individual freedom and authenticity” [74, p. 1]. Put differently, he focuses more on the formulation
of the human as a legitimate (political) subject than on the co-constitution of human and algorithm
as conceptual categories. More in line with this article, Armano et al. [11] are concerned with the
conditions of platform capitalism. They consider, for example, how “specific ‘modes of feeling’,
through platforms, become forms of subjectivity, implicit ways of selecting choices and ultimately
of looking at the world” [11, p. 3]. However, they spend less attention on the interplay between
these “ways [of] looking at the world” and the technical details of the algorithmic components
within those platforms. Thus, our approach to defining and articulating algorithmic subjectivities
offers a unique perspective on these phenomena.

This perspective is important for at least two reasons. First, it invites us to look beyond the
individual experiences of the user and to pay close attention to the conditions and relations that
make particular subjectivities possible. In other words, it helps us to examine HCIs well beyond
a user’s individual, subjective experiences or even the subjective experiences of groups, whether
co-located or distributed. In doing so, we find that the things we often conceive of as “the user” and
as “interactions” are in fact constituted through heterogeneous entanglements of larger structures—
interfaces and algorithms, to be sure, but also systems of norms, value, agency, and so on—that
organize and manage the many worlds we experience [17, 177]. Second, it allows us to speculate
on the conditions of possibility for doing these worlds differently. This point goes beyond asking
counterfactual questions about what other possible worlds might be like [116, 162, see also 186].
For example, the reduction of human experience to the Facebook “Like” asserts a singular world—a
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world that casts the subjective self in terms of distinctive social, economic, and political forms
of life [see, e.g., 57]—at the exclusion of other possible worlds. The perspective advocated here
suggests considering how not only the existence of a “Like” but also the technical implementation
thereof constrains possibilities by making certain possible worlds less likely. Thinking in terms
of algorithmic subjectivities, we suggest, provides a basis for designing algorithmically infused
worlds that might be different, that might create the conditions for more varied and diverse actors
being accounted for [93].

2.3 Intersection with Design
For design, the relevance of this view of subjective selves and algorithmic subjectivities ties to
what we in HCI see as the frame of analysis, and the scope and scale of what we are intervening in
when we design interactive systems. Bardzell and Bardzell [14] make a distinction between subject
positions and subjectivities (largely for the sake of clarity). However, algorithmic systems highlight
their coupled nature, and it is that coupling to which this article attends.

Thus, while Bardzell and Bardzell provide useful theoretical grounding, this article builds on
that grounding to focus on how subjectivities emerge and transform, particularly in relation with
the design of algorithmic systems. Within such systems, seemingly trivial HCIs, such as trackpad
clicks or swiping speeds, can be leveraged and analyzed, feeding back into the design of a system.
This coupling of aggregation, analysis, and feedback thus starts to order and to regulate forms of
subjective expression and correspondingly to give form to legitimate versions of the subjective self
[34, 126]. The importance for HCI of the work that follows, then, is both to show why enlarging
the scope and scale of what we study and design for is critical and to offer examples and concepts
for how we might do so.

3 Case Studies
This section traces the doing of algorithmic subjectivities through two case studies. The first case
study deals with the application of computational analysis to blogs written by parents with children
on the autism spectrum. After a brief review of the historical background on the classification of
autism, this case study considers how algorithmic systems involving NLP can play a distinct role in
enlivening subjectivities. The second case study considers the algorithmic moderation of online
content. It gestures toward the ways that algorithmic subjectivities arise from complex assemblages
of data—not only linguistic but also multimodal and multifaceted—as well as toward some of the
consequences of such subjectivities.

Neither of these case studies is intended to advance the overall understanding of their respective
application domains, i.e., Autism Spectrum Disorder (ASD) and content moderation. Rather,
they are intended to explore the role of algorithmic systems within the enlivening of subjectivities.
Synthesizing across these cases, both in terms of commonalities and in terms of differences, helps
enumerate the unique qualities that typify how these situations arise and operate.

3.1 Topic Modeling and Autism (Classification)
This section illustrates the unique roles of algorithmic text processing to enliven certain types of
subjectivities within broader systems of classification. In particular, the fraught role of language
within the history of classifying and diagnosing ASD helps illustrate this article’s focus on the role of
NLP in enlivening algorithmic subjectivities. After reviewing some of the historical background on
the importance of language for the classification of autism, we interrogate the kinds of subjectivities
that arise in the context of one specific type of NLP algorithm.
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3.1.1 Historical Background. Classification procedures and their consequences have long played
a significant role in the context of health and medicine, especially in the specific context of mental
health. Examples range from the international classification of diseases [30], to the evolving social
construction and treatment of “madness” or “insanity” [76], to the reification of “healthy” and
“disordered” users in ML analysis of social media data [44].

The present case study focuses specifically on the classification and diagnosis of ASD. The DSM,
produced by the American Psychiatric Association, provides a taxonomy with categories of mental
disorders, related criteria for the diagnosis of disorders, and statistics related to these categories.
The DSM has undergone several revisions, from the DSM-I (1952) through the DSM-5 (2013). One
of these revisions, the DSM-IV (1994) [7], included a typographical error in the diagnostic criteria
for autism [105, p. 520]. Specifically, in the DSM-IV, the diagnostic criteria included “severe and
pervasive impairment in the development of reciprocal social interaction or verbal and nonverbal
communication skills, or when stereotyped behavior, interests, and activities are present” [7, p. 77,
emphasis added]. As a result, patients who presented either impaired development of reciprocal
social interaction or impaired development of verbal and nonverbal communication skills were di-
agnosed with Pervasive Developmental Disorder Not Otherwise Specified. This diagnostic category
includes Atypical Autism, i.e., “presentations that do not meet the criteria for Autistic Disorder” [7,
p. 78]. This typo was amended with the DSM-IV-TR (2000) [8], where the criteria were revised to
“severe and pervasive impairment in the development of reciprocal social interaction associated with
impairment in either verbal or nonverbal communication skills or with the presence of stereotyped
behavior, interests, and activities” [8, p. 84, emphasis added]. This change effectively meant that an
individual would need to present both impaired reciprocal social interaction and either impaired
communication (verbal or nonverbal) or stereotyped behavior, interests, and activities to receive a
diagnosis. Further revisions were conducted in 2007–2012, resulting in the 2013 publication of the
DSM-5.

This situation contributed to uncertainty about the autism “epidemic” during the late 1990s.
Was there an actually existing increased prevalence in persons with the constellation of behaviors
and habits of mind that had come to be called autism? Or was this a classification error, in part
precipitated by a proofreading oversight made along with other adjustments to the DSM-IV-TR?
While such questions will likely go unanswered [82], the legitimacy of the diagnostic criteria
became a matter of public and professional scrutiny.

These complexities—of language, classification, and repercussions—are not our central focus
here. Rather, this context of ontological and epistemological contestation—or, perhaps more aptly,
crises—provides necessary background to understand the nature of the present case.

3.1.2 Topic Modeling Subjectivities. This case comes from some of the authors’ own experiences
conducting research and was a major factor in drawing our attention to the need for, and theoretical
gap around, subjectivities and algorithmic systems. The case centers around a collection of blogs
written by parents with children on the autism spectrum. These blogs were identified based on
Author McGee’s familiarity with this community, as well as iterative review of the content on each
blog. In total, this corpus includes 31,976 documents (i.e., blog posts) with a total of 17,273,079
words (words per document mean = 540.2, median = 430).

Two of the Authors [McGee and Baumer] have worked on efforts to analyze and to understand
the experiences reported in these blogs [20]. Given the volume of this dataset, our primary methods
have involved topic modeling [24, 25]. Ostensibly, topic modeling provides a means of identifying
the latent themes in a corpus of documents. A theme, or “topic,” is represented as a probability
distribution over words. For example, one topic might have high probabilities for words such as
human, genome, DNA, sequence, and so on, where another might have high probabilities for words
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such as computer, models, information, data, and so on [24]. These probability distributions (i.e.,
topics) are inferred from a corpus of unlabeled documents; the model is provided no information a
priori about the topics. The only parameter a human sets for the model is the number of topics,
everything else is unsupervised. The model also assigns a topic proportion for each document.
Continuing the above example, an article from a bioinformatics journal might be 40% about the
first topic above, 30% about the second topic above, and 30% about other topics.

Following on recent work [19, 104, 127, 131, 138, 156], these two Authors [McGee and Baumer]
have applied topic modeling as an interpretive lens on these data. That is, the results of topic
modeling were not seen as a map providing a direct representation of the data. Instead, we sought
to use them as a compass that could indicate certain directions in which it might be fruitful to look
[similar to. 70].

In reviewing the resulting topics, we noticed a curious pattern: many topics went beyond being
strictly “topical” in nature. Similar to other interpretive uses of topic modeling [157, 179, 180],
many of these topics aligned closely with particular discourses, especially specific perspectives
or arguments. For example, one of the topics had, as high probability words, spectrum, disorder,
autism, diagnosis, disorders, and so on. The documents with a high proportion of this topic discuss
changes in the DSM-5 diagnostic for ASD, the very changes discussed in the historical background
above. Furthermore, most of these documents are fairly critical of the changes being made in the
revisions from DSM-IV-TR to DSM-5.2

Such topics, then, become a lens through which documents are made sense of by human readers.
For example, one post in the corpus was assigned as 57.8% about the topic described in the preceding
paragraph (spectrum, disorder, autism, etc.). The text of this post consists entirely of a copy of the
DSM-IV-TR criteria, with the title “So hold on, Does My Kid Actually have Autism?”3 Such a post
could be interpreted in various, potentially contradictory ways: as critical of the diagnostic criteria,
as voicing frustration or confusion, as demonstrating the ease with which such criteria could be
applied, as asking other parents for help in diagnosing the blogger’s child, and so on. However,
knowing that this post has a high proportion of this topic gives readers an indication that the
post (and implicitly its author) takes a critical stance toward the DSM-5 revisions to the autism
criteria, before the reader even begins reading the document. Put differently, the topic model becomes
involved in enlivening certain subjective experiences of and relationalities around the DSM-5 that
have been algorithmically calculated.

That said, these algorithmic subjectivities—e.g., of criticality or skepticism toward the DSM-5
autism criteria—are enlivened by a human reading the topic model in a particular way. Within a
topic model, each topic is formulated as a probability distribution over words, and each document
is formulated as a probability distribution over topics. These kinds of formulations give rise to a
particular type of subjectivity, one that differs from the descriptions that would likely be offered by
humans mediated by tools other than topic modeling. It is unlikely that either human researchers
or the bloggers who hold this stance toward the DSM-5 would describe the stance in terms of
calculable probability distributions. Thus, this subjectivity is enlivened through an assemblage of
computational manipulations and human interpretations of that computational processing. The
orientation of this assemblage likely differs from the manner in which either humans alone or a
computational model alone would conceptualize and organize the same data [cf. 37].

To further illustrate the unique qualities of this human model assemblage, consider how topic
modeling, as a computational technique, also affords a variety of inferential possibilities [121]. For

2Given the ease with which verbatim phrases can be searched on the Internet, we omit verbatim example quotes from any
of these documents to help protect the identities of these bloggers [18].
3This title is obfuscated to protect the blogger’s identity; see preceding footnote.
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example, the model can be used to make predictions about the topics present in a novel document
that was not included in the training corpus. This novel document could be another blog post, by
either one of the same bloggers or by another author, or it could be some different text (e.g., public
statements by elected representatives). The words that occur in this novel document can be used to
infer a probability that topic identified from the training corpus is present in the novel document.
As another example, the model can be used to computationally identify similarities among different
authors. Aggregating the topic probabilities across all the documents written by a given blogger
would allow for computing the similarity among any pair of bloggers or even identifying groups
of bloggers. Such relationships are based not only on any direct interactions among the bloggers
but also on latent aspects of their language use. Finally, the topic modeling results could easily
be used as input for other predictive analyses. For instance, the occurrence of certain topics in a
parent’s blog may be predictive of, say, having a child who is non-verbal, or enrolling one’s child
in a public school, or having received government-supported health assistance. These kinds of
inferential possibilities constitute a distinguishing quality of algorithmic subjectivities, as argued
further below.

Furthermore, algorithmic subjectivities do not emerge only from individual human-algorithm
interactions. Rather, they come into being through becoming entangled within much broader
structures and systems. The historical background above circumscribes some of the following:
clinical diagnoses, insurance companies, government bureaucracies, pedagogical strategies, and
so on. The incorporation of computational language processing could readily and significantly
alter the assemblages, processes, and authorities by which autistic subjects are enacted by various
entities.

These alterations also bring potentially significant consequences. One could certainly envision
computational tools similar to topic modeling being used as a barometer for public sentiment,
or potentially even for diagnosis. Indeed, Keyes [106] analyzes a large corpus of research on AI
for autism diagnostics, which uses computer vision (e.g., gait analysis), signal processing (e.g.,
analysis of audio recordings), and other techniques.4 Having an official autism diagnosis could
provide access to (in the United States) Medicaid, Supplemental Security Income, private insurance
reimbursements for particular services, and other social provisions for care. At the same time, an
autism diagnosis might also disqualify a student from funded placement in schools that focus on
serving those who are deemed “speech-language impaired” or “emotionally-disturbed.” Damaging
impacts can occur when such resources are allocated based on official designations, rather than on
an individual’s educational or social emotional needs [41, 191].

However, the point here is neither the specific diagnosis that a particular individual might
algorithmically be assigned, nor whether a particular blogger/parent would be labeled as being
critical of certain diagnostic criteria, nor reflections on the social construction of ASD. Rather, this
case highlights the particular ways that subjectivities arise around the algorithmic identification
of such criticality. Doing so casts criticality of the DSM (revisions) as, perhaps even reduces it
to, a statistically identifiable pattern of language use. The DSM critic and the algorithmic system
work to co-construct each other in very particular ways. In the case of topic modeling, these ways
hinge upon probability distributions over co-occurring word tokens, which then afford numerous
inferential possibilities. Yet those inferences, probability distributions, word tokens, and so on are
interpreted through the lens of this sociohistorical context, while simultaneously recasting the
context as one that can be understood in terms of word tokens, probability distributions, inferences,

4This trend is not limited to autism. For instance, machine learning techniques have been applied to the detection of
Parkinson’s disease using, e.g., speech audio [122]. Similarly, text and other social media data have been used to detect a
variety of mental health conditions [44].

ACM Transactions on Computer-Human Interaction, Vol. 31, No. 3, Article 35. Publication date: August 2024.



35:10 E. P. S. Baumer et al.

and so on. The examination of these relationships through this case study helps elucidate the unique
qualities of algorithmic subjectivities, as described further below.

3.2 Algorithmic Moderation
Content moderation—decisions about what can and cannot be posted in online groups—reveals a
complex network of subjectivities that are being extended, negotiated, and infrastructured by the
development of algorithmic and hybrid forms of linguistic and textual analysis. Moderation is a
key contributor to the success of online communities [109] and has garnered significant research
attention [e.g., 45, 46, 64, 73, 81, 88, 101, 102, 117, 129, 181, 182]. Recent news is also rife with
cases where the failure to moderate content has been scrutinized (e.g., hate groups, online bullying,
or violent extremism) [1]. At first glance, moderation may seem straightforward: content that
violates community norms is identified and removed. Upon closer inspection, it is almost always
more complex. To make this argument, this section weaves together examples and points across
prior literature, both work on content moderation generally and work on algorithmic moderation
specifically. This strategy thus complements the preceding case study’s use of the authors’ own
research and experiences, elucidating how concerns around algorithmic subjectivities emerge
across a variety of work in the context of content moderation.

On most major platforms, an army of content moderators move through streams of online
content that has been flagged by people who object to its presence. These content moderators make
judgment calls based on content standards and policies developed by teams that must operationalize
the thresholds between acceptable and unacceptable content. These standards, though, are not
entirely standardized. For instance, Facebook’s public Community Standards explains that, while it
can take many forms, bullying is not tolerated “because it prevents people from feeling safe and
respected on Facebook” (https://www.facebook.com/communitystandards/bullying). At the same
time, the policies also explain that public figures are of a different class (so as to enable public
critique), as are 13–18 years olds (for whom protections are heightened). Furthermore, these teams
of content moderators are often globally distributed, so as to “follow the sun,” as well as contracted,
with recent reports describing extreme working conditions where moderators are managed and
measured to ensure the contracting agency meets their commitments [133].

The scale of content and limited (human) resources have given rise to hybrid moderation ap-
proaches, wherein algorithms flag potentially inappropriate content for human review. Teams of
engineers are tasked with developing algorithmic tools to aid moderation, working with still others
[83, 160] to determine what types of content—due to volume, severity of the violation, and technical
feasibility—should be prioritized. Some types of infractions are easily detected and are delegated to
algorithms entirely. Simple rule-based “auto-moderation” may be used by administrators of small
communities on sites such as Reddit [107] and Discord [102]. Facebook gave Page admins the ability
to automatically filter posts that contained specific profanity as early as 2011 [49]. In situations
such as these, algorithmic tools are used to automate some of the human labor of moderating these
spaces. These basic moderation techniques function by simplifying the potential meaning (and thus
appropriateness) of content and the appropriate response [55].

Yet many infractions are nuanced, requiring case-by-case decisions that are likely beyond the
ability of any automatic tool. Scenarios such as hate speech, photos of breastfeeding mothers, and
documentation of violence in conflict zones [1] highlight how “appropriate content” is bound up
with context, time, and culture [103]. For instance, Haimson et al. [88] note that content removal,
both human and automated, occurs disproportionately often for some populations, including
political conservatives, transgender people, and Black people. They argue that moderation practices
need to address more directly gray areas—content that is neither obviously acceptable nor obviously
objectionable—while pointing out that “there is a vast difference between silencing conservatives’
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misinformation and hate speech and silencing trans and Black users’ personal identity-related
content” [88, p. 24]. Even more mundane content presents nuance when deciding what actions
should be taken. As Seering et al. [169] found in their study of volunteer moderators, nuance often
comes when deciding what level of punishment to apply—from warnings to user bans—when users
violate the specific norms or rules of a community. At the same time, a thin and blurry line can
emerge between nuance and inconsistency, the latter of which may drive perceptions of unfairness
[117; see also 40].

These complexities are further compounded by varying degrees of transparency and opacity.
Responses to the possibility of unknown algorithmic curation in platforms such as Facebook or X
(formerly known as Twitter) often take the form of surprise or opposition [62, 72, 147]. On Yelp,
however, responses were even more affectively charged, with reviewers describing the opacity of
algorithmic filtering as “sneaky,” “deceptive,” “misleading,” and even “possibly censorship” [73, p. 6].
Thus, we see significant repercussions not only from the presence of algorithmic moderation but
also from the specifics of its implementation and interconnection with various relationalities.

At least two points arise from such situations. First, they reveal a potential tension between
individual subjective experiences of being moderated and moderators’ broader concerns for creating
a “safe and respect[ful]” sphere of interaction. Second, it is possible that these moderation systems
are in fact being internally consistent but in ways that are not readily legible to the human users
whose content is being moderated. Such questions of legibility and interpretability play directly
into the kinds of subjectivities enlivened in these systems, as discussed further below.

The unit of moderation is also significant. Does one moderate a specific piece of content? The
author of the content? The community in which that content was produced or posted? Here, well
intended algorithms can go awry. Leveraging a user’s history, while attractive, presents some
problems. Content creators on YouTube have reported that, when moderation is applied to one
video (e.g., by adding an age restriction to it), their subsequent content receives less traffic, even
when that subsequent content includes nothing that warrants moderation. In another example,
trolling is better predicted by social context than by a person’s history [47]. Bullies, likewise,
are often themselves bullied as well [96]. An algorithm designed to identify only the author and
target around individual pieces of violating content, however, could only work to enliven mutually
exclusive subject positions. Such nuanced multiplicity would be lost.

Alternatively, the unit of moderation may be the community in which certain content was
produced. For instance, Reddit will at times quarantine an entire community due to excessive
toxicity or questionable (mis)information [150]. However, such quarantining has raised concerns
about possible censorship [111, 120]. Thus, moderation beyond the scope of a single piece of content
or user may exceed the capacity of algorithms, or at least what we are willing to trust them with,
even when working in tandem with teams of human moderators.

Hybrid moderation approaches thus highlight how human moderators and algorithmic modera-
tors are bound up with each other. In this way, content moderation becomes heavily influenced by
and reliant on the sociotechnical relations to which algorithms can be responsive. The conditions
in which moderation should or might occur must be made legible to an algorithm. Put differently,
moderating content algorithmically requires that numerous different subjectivities are operationalized
in particular ways. The person being bullied, the bully, the moderator, the various audiences wit-
nessing the behavior—each must be conceptualized in computationally codifiable ways. How this
is done shifts both the subjectivities themselves and their relationships to each other.

Moderation also gives us another example where the subjectivities at play have consequences.
The consequences are different from those arising in the above cases involving the DSM and
autism, but they matter nonetheless. Moderation of online platforms is, in effect, moderation of our
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contemporary public square [181]. The consequences are nothing more than countless viral videos
and nothing less than free speech and functioning democracy.

4 The Qualities of Algorithmic Subjectivities
Any meaningful understanding of algorithmic subjectivities requires a processual orientation. An
analogy can be drawn here with the relationship between studying the noun infrastructure (i.e.,
treating infrastructure as a distinct entity to be analyzed per se) and studying the verb infrastructur-
ing (i.e., examining the processes by which infrastructures come to be) [171]. Analogously, we do
not posit algorithmic subjectivities as separate entities to be examined in and of themselves. Rather,
we are interested in how algorithms and algorithmic systems do subjectivities, the processes by
which these subjectivities come to be. By synthesizing across the case studies above, this section
articulates this article’s contribution in terms of extending subjectivity theory to grapple with the
unique qualities that typify the doing of algorithmic subjectivities.

Given the theoretical nature of this contribution, the majority of this section uses prior theoretical
literature to articulate these qualities. In many cases, such prior work provides valuable conceptual
vocabulary for describing various parts of these qualities and how they operate. At the same time,
few if any of these concepts alone help us account for the whole. Put differently, this section
shows how the combination of qualities characteristic of subjectivities enlivened within and around
algorithmic systems requires the multiplicity of theoretical perspectives marshalled here.

Although this article focuses primarily on “implications for theory” [68], we also attend to
aspects of these processes related with the design of algorithmic systems. In contrast with prior
work, we offer neither case studies [e.g., 197] that illustrate exactly what kind of designs should be
implemented, nor guidelines [e.g., 9] prescribing just how such design work should be accomplished.
Instead, we provide various conceptual orientations that can help attune designers to the unique
roles of algorithmic systems within the enlivening of subjectivities.

4.1 Inferring
Inference plays a key role in algorithmic systems. A tuned content moderation system can infer
which content is likely to be flagged by users as objectionable. A trained topic model can infer the
topics present in a novel document. Numerous potentially sensitive attributes about a social media
user can be inferred from seemingly benign information about them [97, 170]. This ability to make
inferences has significant consequences, as described in the case studies above. Such inferential
predictions, we suggest, are a defining characteristic of how algorithmic subjectivities are done.

Prior work [e.g., 30, 77] has highlighted how the informational activities of labeling and classifying
are both epistemic acts of knowing—what type of thing is this data point?—and simultaneously
exercises of political power. Put differently, classification places the data point into an existing
knowledge structure with its own history, value commitments, political underpinnings, and so on.
When the thing being classified is a human person, especially when the person is being classified
by someone else or something else, the act of classification becomes an exercise of power, insofar
as it defines that person in ways that may or may not align with how they define themselves.

However, algorithmic inferences go beyond purely classifying or labeling data points, human
or otherwise. Indeed, the subjectivities enlivened through algorithmic systems may not have
previously existed as a class or label. Returning to our case studies, a blogger may, by writing in a
particular way, indicate implicitly or indirectly that they hold a specific type of critical stance on the
autism criteria in the DSM. While it would certainly be possible to label a blogger as being critical
of the DSM criteria without topic modeling—based on, say, explicit statements they make—topic
modeling works to enliven that subjectivity of criticality in a particular way. This algorithmic
enlivening simultaneously casts the subjectivity as manifest through statistical patterns in word

ACM Transactions on Computer-Human Interaction, Vol. 31, No. 3, Article 35. Publication date: August 2024.



Algorithmic Subjectivities 35:13

choice, suggests that observations of an individual’s language use may allow for inferring the degree
to which the individual performs that subjectivity, and may overshadow or even exclude other
possible interpretations of that same language. In such ways, the interplay of algorithmic systems
goes beyond assigning existing categories—anti-vaxxer, troll [47], victim [96], and so on. Instead,
they work to enliven subjectivities that are seemingly familiar yet simultaneously predicated upon
mechanistic inferring [cf. 58].

Those mechanistic inferences are often based not only on directly observable data but also on
a so-called latent feature space [e.g., 123]. In the above ASD case study, each topic (described by
a probability distributions over words) is treated as one dimension of such a latent feature space.
The words in these probability distributions, due to their semantic meaning, are readily human
interpretable. For instance, in the example from the case study above, a topic’s high probability
words (spectrum, disorder, autism, diagnosis, disorders, etc.) can be interpreted as providing a
brief description of what the topic is about. Similarly, representing a document in terms of these
latent topics also provides a human interpretable semantic description about the content of those
documents. The dimensions of this space, i.e., the topics themselves, are referred to as “latent”
because they are inferred, rather than being directly observed in the data.

Although many algorithmic systems employ such latent feature spaces, they are not all as readily
interpretable. For instance, Large Language Models (LLMs) [e.g., 63, 123] use latent dimensions
that often lack any obvious or semanticallymeaningful description. Instead, representations ofwords
and documents are transformed into an embedding space, sometimes referred to as a “semantic
space,” often comprised of a few hundred dimensions.This size contrasts with traditional approaches
to document representation, which often have one dimension for every word in the vocabulary
(i.e., tens of thousands of dimensions). Thus, although they may use more latent dimensions than
is common with topic modeling, these embedding spaces still offer a significant reduction in the
number of dimensions used to represent a document. The mappings, from words or documents into
these latent representations, are inferred by iteratively optimizing their use in predicting masked
tokens (i.e., a single word that has been omitted from a sentence) [63] in massive textual data
sets (e.g., web crawls from millions or billions of web pages). The resulting representations often
significantly reduce overall sparsity, which in part accounts for these representations enabling
improved performance on downstream NLP tasks (sentiment analysis, named entity recognition,
text classification, etc.). At the same time, though, the use of such representations significantly
reduces the ability for a human to determine what any given latent, i.e., inferred, dimension means.

This difficulty in interpretability of inferences has a number of consequences. For instance, it
partially explains why so many different techniques have been developed simply to detect the
presence of biases in LLMs [e.g., 28, 84, 140, 143], i.e., because the limited interpretability of the
semantic representation space makes biases difficult to notice. It also helps account for ways that
online advertisements can be targeted to, for example, cannabis users, even when an advertising
platform does not offer cannabis use as an explicit targeting option [29; see also 125, 170]. Put
succinctly, algorithmic systems make inferences based not only upon statistical patterns within
observed data but also using transformed representations of those observed data that are themselves
inferred and thus often not readily human interpretable.

At the same time, algorithmic subjectivities are not comprised solely of data points to be analyzed
or of models to be manipulated. Consider, for instance, the processes of enlivening autistic subjec-
tivities through assemblages of the DSM, clinical practices, educational institutions, government
bureaucracies, and so on, one cannot “run” this subjectivity like a model to make predictions about
the likelihoods of different outcomes, such as how various treatment options might influence an
individual’s eventual educational attainment, annual earnings, or life satisfaction. Similarly, one
would not be able to predict automatically the goodness-of-fit between this subjectivity and any
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given person. Thus, algorithmic subjectivities do not, per se, make predictions or inferences about
the world. However, the capacity for making quantitative predictions—for inferring—becomes a
distinguishing characteristic of algorithmic subjectivities when that capacity becomes entangled
within broader assemblages of persons, institutions, and structures of meaning, as described further
below.

4.1.1 Designing for Inference. These inferential capabilities connect with challenges in designing
algorithmic systems [69, 114, 197, 198]. Designers must somehow anticipate not only the results that
are algorithmically surfaced during any interaction but also the broader sociotechnical ecosystems
in which that content may emerge. Furthermore, the algorithmic models themselves change in
response to ever changing data streams.

Two strands of thought are helpful in understanding and designing around such inference. The
first comes from work on modernism [159, 189], which is often described as having four key tenets:
calculability, efficiency, predictability, and (hierarchical) control (for a concise description, see [35],
p. 950). Inference is intimately connected with each of these: to make inferences, bodies must be
made calculable; inferential models enable making predictions about a person’s actions; and so
on. Thus, understanding algorithmic subjectivities requires understand how bodies come to be
calculated, to be made efficient, to be made predictable, and to be (hierarchically) controlled.

Put differently, seeing algorithmic systems as a modernist enterprise helps guide our analytic
and design attentions. Consider two examples, both drawn from the above case study about
topic modeling and ASD. On the one hand, topic modeling translates different perspectives (e.g.,
criticality toward the DSM-5 revisions) into something that can be calculably identified, in this case,
by examining statistical patterns of word co-occurrence. These inferences simultaneously enable
making predictions about how individual bloggers might behave or react to certain events (e.g.,
future DSM revisions) [similar to. 86, 153]. On the other hand, the use of such inferential predictions
enables a host of design possibilities, ranging from tools that individual bloggers could use to
reflect upon their own family’s journey via analysis of their writing (similar to [32]) to systems
that posit connections among multiple blogs for various purposes (similar to [20]). Designers can
attend to these core tenets of modernism by considering what things are (and what things are not)
made calculable, made efficient, predicted, and controlled by different design possibilities. Doing so
provides a conceptual language to account for the various ways that algorithmic system design
might figure in enlivening different subjectivities.

Second, we can also understand the distinct role that inference plays by drawing on the notion of
the scalable subject [172]. Described as a refinement of the data double [87], Stark [172] highlights
how digital traces about an individual are used to create mathematical and computational models.
These models and their attendant uses represent a unique confluence of work in the psychological
sciences and in computer science, one that has significant ramifications for the understanding of,
and for the control of, individual persons.

To illustrate these points, Stark draws on a variety of examples, from A/B testing to Facebook’s
emotion contagion study [108], to mental health tools intended to assist patients with mood and
behavior disorders (e.g., Ginger.io). These cases and others, he argues, all involve assuming that
relationships between different variables that occur in the aggregate will also apply to those same
variables for an individual (citing the “ecological fallacy,” [144]). Put differently, scalable subjects
are created in part by when observations of past data points (often humans and their activities)
are used to draw conclusions about new data points, i.e., to draw inferences about them. It is such
inferences that allow for the scalable subject’s scalability.
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Thus, we suggest, this conceptual apparatus [172] is useful for reasoning about, and perhaps for
designing around, the means and consequences of inference. For instance, it is perhaps obvious that
the content moderation of posts and individuals—as bully, target, toxic, bystander, and so on—occurs
via algorithms making inferences. The conceptual lens of scalability suggests that designers attend
to the mechanisms by which inferences are made. For content moderation, a given post would
first be projected into a latent feature space, as described above. Then, the post’s distance5 within
that feature space could be used to infer how likely the post is to be an instance of, say, bullying
or toxicity. The use of this inference mechanism is based on an assumption of scalability: that
the manifestation of toxicity results in posts that, when projected into this feature space, become
geometrically proximate. Focusing on the mechanisms by which these inferences happen allows
designers to consider whether such scalability should hold in this context, or if there might be
other means for identifying toxic or bullying content.

While analytically useful for examining, and perhaps for designing around, inference, the notion
of the scalable subject [172] provides less guidance or insight about individual subjective experience.
Indeed, “lost in descriptions of the aggregate are the ways in which individual subjects understand
their own scalability” [172, p. 213]. As we have argued here, though, algorithmic subjectivities
involve not only individual humans’ subjective experiences but also their interplays among multi-
scalar actors. Thus, understanding algorithmic subjectivities requires complementing the scalable
subject with other theoretical devices that account for such entanglements.

4.2 Entangling
Algorithmic subjectivities are enlivened via interactions among and within heterogeneous assem-
blages of actors and processes. Thus, we do not claim that algorithms enliven subjectivities on
their own. A moderation system may flag a charged piece of content; a topic model may assign
a poignant topic to a document. Yet such computational procedures do not function as entirely
independent, distinct entities, neither analytically nor practically. Rather, the subjectivities in which
we are interested arise through algorithms that are enmeshed or entangled [13, 79] in heteroge-
neous aggregates of entities, actions, and interpretations. Such subjectivities come to be enlivened
through the entangling of, for instance, content moderation algorithms within processes that
interweave human users, automated systems, policy-forming bodies, low-wage human labor, norms
of acceptable interpersonal interaction, and so on. Thus, it is not the algorithm per se that enlivens
algorithmic subjectivities, but how an algorithm operates as part of and comes to be entangled
in what are always much broader structures. Indeed, this entanglement is concomitant with the
distinctly massive scale and scope at which such subjectivities operate.

Such entangling raises at least three interconnected concerns for which we need to account. All
three, in various ways, involve questions of how individual actors interact with one another within
these entangled assemblages.

First, whither agency? Put differently, if individual actors can no longer be seen as entirely
distinct entities, how can we conceive of the agency with which individual actors act? Consider
a treatment from Latour [112] of competing claims related to gun regulation. One side claims
that “guns kill people,” while another side claims that “people kill people; not guns.” These two
statements offer competing claims about agency (and, thus, responsibility). Latour resolves the
apparent tension by arguing that neither statement is entirely accurate. Instead, by entering into
relation with one another, the gun and the person holding it combine to become a different kind of

5Different measures of distance or proximity can be used, including simple Euclidean distance, cosine similarity, spectral
metrics, and many others.
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actor, “a citizen-gun, a gun-citizen” [112, p. 32]. In this way, “it is neither people nor guns that kill;”
instead, “responsibility for action must be shared among the various actants6” [112, p. 34].

Similar logic can be applied to understand agency within algorithmic systems. As an example,
Stochastic Gradient Descent (SGD), a common algorithm for training ML models, becomes a
different kind of actor when applied to data in which harassing or toxic content has been labeled. To
be sure, content moderation systems do not kill anyone in the same way that a gun does. However,
content moderation systems do play a role in flagging content and banning users. To say that the
system (or even the trained model on which the system is based) does the banning or flagging elides
the significant complexities involved. The trained model, the SGD algorithm, the training data,
the human content moderators on whose labor those training data are based, the programmers
who build the system, the (often corporate) organizations who collect these data and oversee these
systems—none of these is solely responsible, because agency does not belong to any single one of
these entities. Rather, as Latour suggests, responsibility must be distributed among them.

The notion of distributing responsibility raises a second question: given this entangled soup of
actors, how might we go about defining individual entities? If responsibility is distributed among the
“actants,” as Latour [112] calls them, how do we even determine who or what these actants are?
Is it reasonable even to consider doing so? One approach to these questions draws on the notion
of entanglement from Barad [13]. She argues that these entities do not necessarily exist as such
prior to their interactions. Rather it is through what Barad calls intra-actions that entities become
co-constitutive of one another. As an illustration, quantum physics dictates that it is possible to
know either a particle’s position or its momentum, but not both simultaneously. Barad points out
how this account reinforces a duality between world (i.e., the particle) and representation (i.e.,
measurements of its position, momentum, etc.). Put differently, this problem posits that there exists
a particle that has both position and momentum. Instead, Barad suggests that, prior to observation,
“the particle simply did not exist in any fixed state” [99, p. 929], but rather existed in a state of
indeterminate potentiality.This is not to say that the particle does not exist at all prior to observation,
but rather that aspects of its existence were as yet indeterminate. Through the phenomenon of
observation, the particle, its position or momentum (but not both!), the measurement apparatus,
and the knowing human observer all come to be in a particular stabilized relation. Barad refers to
this as an agential cut, the moment/process by which indeterminate entities come to be stabilized
(even if only temporarily) into mutually constitutive relationships.

Recent work, especially from Frauenberger [79], has suggested that entanglement theories
offer a novel generative metaphor for HCI. Entanglement, it is argued, provides a fundamental
reconceptualization of the “interaction” in HCI. “Things and people, as phenomena, mutually
constitute each other through their intra-action, i.e., the boundaries between human and machines
are not pre-determined, but enacted” [79, p. 9]. Just as the particle is brought into a certain fixed
state (and excluded from other states) through its intra-action with a measurement apparatus, a
human observer, and so on, any given sociotechnical system exists in a state of indeterminacy until
entangled in some particular way. Frauenberger [79] illustrates this point using the example of Flow,
a “hypothetical device [that] displays the ease or anxiety of members of a conversation based on
data from a range of sensors” [79, p. 12]. Different means of evaluating this system enact different
agential cuts: “an interview study will make Flow a cultural artefact, a controlled user-testing study
in the lab will make it a functional tool, and a long-term diary study might make it an artificial
sense of people” [79, p. 15].

This kind of thinking helps us account for the complex relationalities within algorithmic systems.
The bully, the victim, the toxic content, the onlookers or bystanders—all of these come to be entities

6Latour uses the term “actant” to avoid implicit assumptions of anthropomorphism on the part of any acting entity.
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with certain properties and relations among them because of the agential cuts made by content
moderation systems. Again, this is not to say that, for example, the bystanders did not exist prior
to content being flagged. The bystanders were there, but they came to take on the role and enter
into the relations of being bystanders with certain properties (and not other properties they could
have had) in part because of the content moderation system’s intra-actions with them and with the
other actors involved.

If we apply these notions of indeterminacy to algorithmic systems, a third question arises: how
might we conceive of power dynamics and the exercise of authority? Couldry and Mejias [53] argue
that the collection and analysis of data operate in power dynamics that resembles colonialism.
Much as colonial governments appropriated land, bodies, and natural resources to maximize profits,
technologies companies analogously quantify social interaction into data to extract value from it.
Much as capitalism has historically transformed human activity into the commodity of labor, data
colonialism transforms the experience of human sociality into the commodity of data. Thus, in
this formulation, technology companies who collect and analyze these data become the dominant
enactors of data-driven authority.

Similarly, Burrell and Fourcade [38] suggest that the power to make such determinations resides
with those whom they call the “coding elite.”

“The coding elite is a nebula of software developers, tech CEOs, investors, and computer
science and engineering professors, among others, often circulating effortlessly between these
influential roles [….] Most valued in this world are those people who touch and understand
computer code. Most powerful are those who own the code and can employ others to deploy
it as they see fit.” [38, p. 217]

If “code is law” [115], the argument goes, then those who write the code make the laws and, thus,
have the power to govern.

However, when considered through the lens of entanglement, the coding elite do not occur as a
pre-figured entity. Rather, this group comes to be constituted in this way because of its interconnec-
tions within much broader systems, of “start-ups, […] large firms, government-sponsored research
labs, classrooms,” and so on [38, p. 217]. Put differently, an entanglement approach suggests that
the coding elite do have significant power, but that that power does not occur solely because of
their ability to write (and deploy) code, nor because of their ability to collect data and extract
value from it [53]. The coding elite come to be the coding elite because of their intra-actions with
algorithmic systems, where design and implementation are a form of intra-action. The coding elite,
the bystander(s), the moderation systems themselves—each is mutually co-constitutive of the others
and their attendant properties, including power differentials.

Thus, questions of power are not simply a matter of who gets to make the agential cuts. We should
not say, for instance, that the coding elite are responsible for creating bystanders (or other subject
positions) of online harassment. Instead, we should ask how conditions of possibility are shaped.
Recall that, according to Barad [13], before they enter into mutually co-constitutive entanglements,
entities reside in a state of indeterminacy. That indeterminacy, though, should not be conceived of
as a uniform prior,7 so to speak. Put differently, a given entity is not equally likely to be constituted
as, for example, either a bully or a victim in a given situation. Rather, the particulars of the operant
sociotechnical assemblages (weighting of feature vectors, platform moderation rules and policies,
training data sets, content flagging by individual users, etc.) shape whether certain entities are
more or less likely to be co-constituted in certain ways.

7In Bayesian statistics, a prior describes the probability distribution over possible values of a variable before any observations
are taken into account. In a uniform prior, all possible values of the variable are equally likely.
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Accounting for power dynamics, then, requires examining how current configurations (of bodies,
technologies, organizations, etc.) work to make various future configurations more or less likely. For
instance, given a particular content moderation system (and its attendant antecedents, as described
above), who is more likely to be constituted as the bully, the bystander, the victim, and so on? And
what processes operate to increase or decrease these likelihoods? Achieving the accountabilities
necessary to address such questions requires, among other things, strategies by which we might
use notions of entanglement to inform algorithmic system design.

4.2.1 Designing for Entanglement. To return to the thinking we introduced earlier, subjectivities
here are not references to internal or mental concepts of the self, the individual; they are not
born solely of one’s emotional encounters with, say, a topic model, a content moderation system
[181], or a Facebook post [36]. Rather, we use the term “algorithmic subjectivities” to highlight
the ways transient or mutable bodies come into being through the affective push and pull, the
affective attunements [100], algorithms make possible. For instance, the controversies surrounding
the classification of autism in the DSM-5 undoubtedly trigger highly personal subjective responses.
As suggested in the topic modeling case study described above, the families of those living with
autism are deeply affected by the subtle changes in text across different versions of the DSM.

Our point, however, is that as algorithms assume increasingly prominent roles within these
assemblages, a commensurately algorithmic nature arises in the attendant subjectivities that are
probable or even possible. The calculative operations of, for instance, the topic model, translating
and enumerating the content that people write, provide an affectual register for understanding the
DSM controversies. Through their linguistic interactions, the actors across a discussion platform
both work to define and come to be defined by the calculative potential of particular topics as well
as by how affectual or subjective responses can be computed across these topics. The attention we
give to algorithms in enlivening subjectivities then is due both to the sheer scale of the assemblages
they are coming to constitute and to the power they exert as part of such entanglements [5].

The conceptual and theoretical considerations described above also suggest paths to adapt our
designmethods. Consider, for instance, personas and scenarios [42, 50, 134, 146]. Typically, a persona
is defined in terms of some combination of individual attributes: demographics, professional goals,
personal interests, educational background, family and personal connections, and so on. As an
example, Nielsen [134] describes a set of personas related with electronic health care, one of which
is “Gitte”:

“Age 40. General Practitioner. Mother to two kids, age five and seven. Married to an academic.
Lives in a larger provincial town. Works in a shared [medical] practice. […] Attends a choir
once a week and jogs in a sports club regularly. Is member [sic] of a book club. Has a con-
servative/minimalist attitude towards technology and professional tools in general. […] She
is smart, lean and takes care to be dressed in well-designed clothes, exquisite jewellery, and
newly cut hair.” [134, pp. 178–179]

Such descriptions implicitly focus the designer’s attention on attributes of the individual. Alterna-
tively, we could articulate a persona less in terms of its individual attributes and more in terms
of its entanglements. What are the technological, political, cultural, economic, social, and other
entities with which the individual in this persona is being entangled? What are the heterogeneous
collections of intra-action by which these interweavings occur? What other possibilities existed for
this actor prior to their these intra-actions? How is this persona both subject to and constitutive
of these entanglements? In this example, how is “Gitte” as an actor mutually constitutive of the
practice where she works or the choir in which she sings? Such an approach would likely require
us to articulate not only a series of individual personas but also the relationships among them.
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Similarly, the scope of a scenario shifts from a particular interaction to a particular intra-action, that
is, the agential cut(s) by which the entities involved come to take on their state as those particular
entities (and not other types of entities) with those particular properties and relationships (and not
other kinds of properties and relationships that might have been possible).

Going further, the notion of entangling could be used to disrupt the very idea of centering in
design. HCI is often described in “user-centered” or “human-centered” terms [17, 75, 152, 177].
The conception of algorithmic subjectivities contributed in this article offers at least two distinct
opportunities for future directions of work. First, designers could resist such centerings from the
beginning and instead explore entangling as the conceptual locus of design, or what might be
called “entanglement-centered” HCI [cf. 79]. Second, designers could resist the concept of centering
altogether. Selecting any given concept or entity—humans, users, entanglement, and so on—as
the center of design implicitly de-emphasizes other potential centerings. Instead, the notion of
entanglement could provide a path for pursuing what might be referred to as “uncentered” design,
one that gives primacy to no single entity or concept. Either of these possibilities resonates with
other calls for applying more-than-human-centered approaches to design [184, 185].

In saying this, we do not suggest that humans are unimportant. Rather, we suggest that designers
explore shifting their focus away from specific attributes of individual entities and toward systemic
entanglings. In doing so, the designer’s questions change from “What tasks are made easier or
more difficult by this design?” to “What unique entanglings are made more or less probable by
this design?”; from “How useful, pleasurable, confusing, rewarding, etc. are users’ interactions
with this design?” to “How could this design play various roles in entangling users within broader
sociotechnical structures and systems?”; from “How will this design decision cause users to react?”
to “How will this design decision enable or preclude different ways of being?” Again, we are
ambivalent as to whether entanglement should lie at the center of design processes or should be
one consideration among many in a potentially uncentered design.

In either case, such shifts may help resist the impulse to see humans (or users, or communities,
or whatever else is being centered) as prefigured entities. That is, rather than taking the human for
granted as an entity around which our design centers, an emphasis on design as entangling draws
attention to how the design—both as a rendered technical artifact and as a discursive process—plays
a role in co-constituting the humanity of those humans. Such points hint toward another potentially
fundamental shift, one that pertains to the “human” in HCI.

4.3 Humanizing
As described throughout this article, HCI has developed progressively more nuanced ways of
talking about humans and their interactions with computers [e.g., 17, 75, 163, 177]. At the same
time, as noted above, human-centered approaches implicitly posit “human” as a prefigured category.
In contrast, the perspective advanced in this article suggests attending to the processes by which
the categories of human, algorithm, and so on come to be.

A variety of prior work has suggested that the ways a machine “thinks” fundamentally differ from
the ways that a human “thinks,” or at least that their capacities for and processes of “thinking” differ
in scale and affect [2, 176]. For instance, Burrell [37, p. 6] illustrates how a “neural network [trained
to recognize digits in human handwriting] doesn’t, for example, break down handwritten digit
recognition into subtasks that are readily intelligible to humans, such as identifying a horizontal
bar, a closed oval shape, a diagonal line, etc.” Rather, the visual features to which the network
attends appear entirely alien and nearly unrecognizable for a human viewer (Figure 1). Burrell
acknowledges that “there is certainly a kind of opacity in the [largely subconscious] human process
of character recognition as well” [37, p. 7]. That said, very few of us, when attempting to decipher
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Fig. 1. A visualization of the features used by a neural network trained to recognize handwritten digits [37].
These patterns, Burrell [37] argues, seem to have little resemblance to what humans notice when completing
the same task.

a number written by someone with poor handwriting, are likely to say that we look for patterns
resembling the amorphous blobs in Figure 1.

The case studies above suggest similar examples. For instance, topic modeling represents rela-
tionships among topics as mixtures of probability distributions, but this representation bears little
resemblance to the ways a human reader might encounter themes within a corpus of documents
[see also 156, 179]. Likewise, content moderation on discussion forums and social media platforms
may rely on the coupling of humans and algorithmic processes, but such a coupling can sometimes
produce frictions. For machines, the application of standards and policies turns on thresholds.
In this way, sand dunes can be flagged as nudity [128], and photojournalism can be flagged as
child pornography [178]—the kind of error that is more likely in purely algorithmic moderation
than with human moderators. In contrast, humans are compelled to read into and respond to
the accounts of people’s lives, such as personal interactions with a user guiding exactly what
punishment moderators choose to dole out [169].

At first glance, it may seem like such examples demonstrate two clear categories, human and
machine, each with their own styles of thinking. Instead, we suggest that the functioning of
algorithmic systems works, almost paradoxically, to define what constitutes the category of human.
This defining happens in at least two ways. First, these algorithmic systems both encode and enact
definitions of “human.” Prior work focuses primarily on how this enactment happens discursively.
For instance, Keyes [106] provides a valuable investigation into AI research on diagnosing autism,
which often treats social behavior and communication skills, or perhaps an inferred lack thereof,
as indicative of autism. Put differently, “autism is treated as oppositional to the traits that ‘make’
a person a person” [106, p. 14]. Thus, they argue, these systems encode a formulation of autism
(and of humanity) in which “autists are portrayed as asocial, fundamentally lacking in the ability to
know and understand, and consequently, lacking in agency and personhood” [106, p. 3].

We suggest that similar logics operate both in the technical implementation details and in
the practical functioning of algorithmic systems. The Facebook user is defined as much via their
interactions with entities on the platform (including friends, organizations, advertisements, etc.) as
via the aggregation of their “Likes.” Similarly, techniques such as recommender systems encode
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the user as a mostly economic actor seeking to maximize selection of objects in a way that aligns
with their tastes and preferences [168]. These and other algorithmic systems both construe (and
continually reconstrue) what it is to be human.

Second, the very notion of AI posits particular types of intelligence as artificial [23, 110, 124,
158]. Put differently, this kind of terminology suggests a distinctly artificial, i.e., algorithmic way of
thinking. By labeling it as such, we implicitly define human thinking (and being) as different from,
or perhaps even as opposed to, algorithmic thinking (and being). Thus, the manner in which these
systems operate works to define what is human via counterexample.

This is not to say that the distinction between algorithms and humans is unnecessary. Put differ-
ently, we are not all homogeneous objects [94] or uniform actants within a network [113]. Instead,
rather than accepting these as prefigured categories, the position on algorithmic subjectivities
advocated here suggests that we—HCI researchers, designers, practitioners, and so on—should
attend to the ways that these categories are done, to the processes by which distinctions come to
be made between algorithmic and human.

4.3.1 Designing for Human Meaning. In these ways, the functioning of algorithmic systems is
deeply, inextricably intermeshed with the human values designed into and interpreted from them
[22, 23]. Akin to the cyborg from Haraway [92], the resulting assemblages are a hybrid creation, at
once both familiar and strange. They incorporate elements that, on their surface, appear familiar to
us—language use, demographics, social connections, and so on—but within algorithmic contexts,
those elements take on subtly different meanings and significances. For Haraway, and for other
accompanying and subsequent work in post-human or more-than-human scholarship [e.g., 31,
100, 175], this hybridity invites a situated reading of meanings, values, (subjective) bodies, and
their entanglements. For example, patterns of language use—certain colloquialisms, specific racial
slurs, or even particular combinations of emoji—could increase the likelihood that a given piece of
content is flagged by a content moderation system [95, 166]. Despite their surface similarity, such
features have different meanings for a content moderation classifier and for a human reading (or
writing) the content in question. What a human sees as connotative of harassment, an algorithm
encodes as weights within a feature vector.

Topic modeling, from the first case study above, offers a prime exemplar. At its core, a topic
model is based on counting. The model’s probability distributions are fitted to a data set based on
patterns in the numbers of times that groups of words co-occur in documents together. To be sure,
numbers matter—numbers count, so to speak. At the same time, it can seem almost ridiculous to
assert that the most frequently occurring word in a document is also the most important word
[141]. Indeed, the single most common word in almost any English document is “the” [56]. This
disconnect between frequency and importance contributes to the use of stop word lists [149]. These
lists include words that occur so frequently as to convey almost no meaning in and of themselves,
so they are simply omitted or “stopped out” [119, p. 27] when processing a document. Although
such lists are more common and/or more copious with some techniques than with others [119, p.
27], the use of stop words reveals a fundamental divergence: between the frequency counts and
probability distributions of topic modeling, and the meanings and significances ascribed by human
readers [see also 155].

Furthermore, computational implementations of topic modeling treat words not as meaningful
per se but simply as unique tokens. For a topic model, the words “autism” and “autistic” are just as
different as the words “apple” and “orange.”8 An occurrence of the word “autism” is only meaningful
in so far as it affects the inference of the model’s underlying probability distributions. That is, a

8Although techniques such as stemming or lemmatization may enable a model to represent the tokens “autism” and “autistic”
as related, doing so often reduces the quality of topic modeling results [167].
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fundamental disconnect occurs between the computational processing of this language and the
human interpretation of it.

To facilitate design processes, it may be productive to foreground such disconnects. For instance,
when designing an interactive system built upon topic modeling [e.g., 20, 66], incorporating topic
modeling results into early prototypes can help designers, as well as users or co-design participants,
interpret the model’s results. At the same time, this strategy can give the impression of a system
that has some level of human-like understanding about the relationships among words within a
topic, such as the “autism” and “autistic” example above. As an alternative, such words could be
augmented with the random token ID number that a model assigns to each word, for example,
“token2475-autism” and “token1382-autistic.” Doing so offers a simple means to highlight the
differential between computational representation and human interpretation, while still enabling
productive feedback during design iterations.

On one hand, the specifics of such differentials occur in particular ways for topic modeling. On
the other, this same point applies, albeit with different technical details, to other computational
approaches for processing natural language.

For instance, during the time that this article was being finalized for submission, language
models informed by distributional semantics [26, 27] and attention mechanisms [183] were devel-
oped to address some of the very issues described above. In such LLMs and their applications—
perhaps most notably ChatGPT [139], but also including compositional word embeddings [123]
(e.g., word2vec), bidirectional encoder representations from transformers [63], other generative
pre-trained transformers [148], and so on—the representation of an individual token depends on
the context it which it appears, i.e., the other proximate tokens. Furthermore, the tokens in these
representations are usually not comprised of natural language words but of subword segments.
Returning to the above example, the word “autism” might be represented as two tokens (e.g.,
“aut” and “ism”), while the word “autistic” might be represented as three tokens (e.g., “aut,” “ist,”
and “ic”). Thus, and in contrast to traditional topic modeling approaches [24, 25], such language
models often provide very similar representations for such word pairs. This feat is accomplished
by leveraging, in addition to subword tokenization, moderately high dimensional so-called se-
mantic spaces, similar to the latent feature spaces described above [63, 123]. In such approaches,
an individual word token (or a subword token, or a complete sentence, or an entire document,
etc.) can be represented as a vector in that space. The similarity between any two word tokens,
subword tokens, sentences, documents, and so on is then based on the cosine of the angle be-
tween their vector representations. These representations are derived from training the model on
large corpora (usually billions of words from combinations of web crawls, books, and other texts),
such that words occurring in similar contexts will have representations in similar regions of the
semantic space.

At first glance, this general approach takes clever advantage of the assertion from early Wittgen-
stein [193] that a word only has meaning within the context of some statement, some logical
proposition. Later Wittgenstein [194], however, developed the notion of language-games, asserting
that a word (or a complete sentence, or an entire document) derives its meaning from use in the
context of some human activity. As a simple example, the single-word sentence “Fly!” has drastically
different meanings when uttered by an irritated customer lifting their glass of Chablis, by the
pitcher on a baseball diamond, or by a grey wizard dangling from a precipice. This point goes
beyond simple polysemy or word sense disambiguation (for which some computational approaches
have been developed [e.g., 85, 130, 154]), and beyond the fact that the other surrounding words
describing each of these situations will differ. The point is that the processes by which humans
actively work to construct and contrast the meanings of these words [151] likely bear little resem-
blance to computing the cosines of angles between vector representations based on subword tokens.

ACM Transactions on Computer-Human Interaction, Vol. 31, No. 3, Article 35. Publication date: August 2024.



Algorithmic Subjectivities 35:23

Yet it is those distances between feature vectors that can make the difference between whether or
not a given piece of content is flagged for moderation.

Thus, future work that seeks to advance our understandings about experiences around algorithmic
systemsmust explicitly consider the relationships among the pluralities of meaning in these systems,
the computational mechanisms that help give rise to those meanings, and the sources of agency
involved with enacting those meanings [15, 65, 165, 195]. As Barad [13, p. 353] puts it, “phenomena—
whether lizards, electrons, or humans—exist only as a result of, and as part of, the world’s ongoing
intra-activity, its dynamic and contingent differentiation into specific relationalities.” None of
these phenomena, entities, and so on can be reductively treated as standing alone or viewed
from outside their contexts. Rather, they must be understood as always becoming through their
entangled relations. Our analysis here focuses on the specific context of algorithmic systems,
and how these complex relations and interplays—among probability distributions, feature vector
weights, data point labels, exercises of power, attributions of meaning, and so on—afford a distinct
role in co-producing the category of “human.”

Attention to such dynamics is equally important for researchers investigating algorithmic systems
and for designers implementing algorithmic systems. As researchers, we should pause before
interpreting these systems’ constituent elements in a manner similar to the varying manners in
which we humans might interpret those same elements in other, non-algorithmic contexts. For
instance, word-based features that are highly informative for a toxicity classifier do not necessarily
have the same meanings and connotations in the context of that classifier as when a human reads
those same words in a social media post. As designers, we can and arguably should attend to the
ways that the internal functionings of the algorithmic systems that we implement work implicitly
to define what constitutes humanity. For instance, the features used to curate a social media news
feed not only can influence perceptions of how close we are to specific individuals [72] but also
can also work to reshape how we perceive the constitution, enactment, and performance of human
closeness.

5 Implications and Conclusion
One gut reaction to many of the problems algorithms surface might be to pare back somehow
[a la 21], to reduce the extent to which algorithms entangle with the enlivening of subjec-
tivities. Perhaps we should rethink the distributions of labor, seeking to return the weight of
agency to humans in cases similar to those described above? In contrast, more techno-centric
solutions suggest improving the transparency of algorithmic processes, building tools that ex-
plain how classifications are produced and decisions made [67, 164]. Such suggestions are pred-
icated upon the existence of a neutral, objective, “God’s Eye” perspective [90], i.e., the assump-
tion that there exist ways to debias classification schemes [28] and the choices afforded through
them [52].

Neither of these solutions do much to take seriously the proliferation of algorithmic processes
we have sought to capture here. They presume there are worlds where humans and machines
are separable, and decisions can be made based on just the data or facts, detached from situated,
human experience. What our cases show, however (alongside a long history of scholarship cited
throughout this article), is that we always already proliferate in worlds that inexorably enmesh
human and machine. To define bodies and experiences is never without a politics of what counts
as normatively valued. To ban hate speech and its perpetrators, and to train machines to do so, is
to participate in processes of defining hate and how one performs it.

The two-part proposal we wish to make in closing, and one we believe opens up a space for
research and for design in HCI, involves attending, first, to the worlds that are being made pos-
sible, and, second, to the worlds we might want to make possible, in and through algorithmic
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subjectivities. Doing so requires more than simply replacing the term “user” with the term “subject”
or “subjectivity” [14, 17]. It requires an overall change of orientation, away from seeing the user
as given and toward seeing the user, as well as numerous other possible relations, as constantly
co-produced in and through design. It is the processes by which this co-producing occurs to which
the field of HCI should attend.

That said, this article provides neither a conclusive endpoint nor precise, prescriptive directives
for conducting such work. Instead, the article offers what we hope constitutes meaningful progress,
especially progress upon which others can build—conceptually, empirically, methodologically,
theoretically, and so on. For instance, although potentially informative, it is unlikely that the list of
qualities enumerated here is definitive. Indeed, there exist numerous kinds of algorithmic systems
that are not directly addressed in this article—computer vision algorithms in facial recognition [170,
173], automated task assignment in gig work [6, 190, 196], curation of social media news feeds [71,
72], risk assessment and prediction in criminal justice [33, 48], and many others. Such contexts are
absolutely relevant areas in which future work can develop further this article’s core conceptual
contributions.

The word “develop” here is crucial. There will be differences among these contexts and others,
for example, in the technical details by which inferences occur, in the specific entanglings among
algorithmic inference and systems of classification, or in how the category of “human” is mutually
constituted among various actors. Furthermore, such work will need to explore the suitability
of and understandings generated with various methodological approaches, including both long-
established methods and novel innovations. Similarly, there will be other qualities, beyond the three
we have offered, to which future researchers and designers will productively direct their attentions.
Regardless, the key—and the first part of our closing proposal—is to ask what subjectivities are being
enlivened in a particular case, and in what ways (or through what relational entanglements) were
these subjectivities made possible?

To be clear, we are not calling for one or more specific studies, or even a series of particular
studies. Instead, we are advocating for a larger program of research. This larger program is unlikely
to revolve around any single conceptualization of algorithmic subjectivities that remains fixed in
the long term. If we claim to offer a finalized, definitive conceptualization, we indirectly undermine
the ability for future work to account fully for the continual on-goingness of these entanglements.
The perpetually evolving ways that algorithmic systems permeate evermore facets of public and
private life mandate commensurate perpetual evolution in the concepts we use to understand
these relational arrangements. Thus, we should not expect any individual piece of future work
on algorithmic subjectivities to provide a henceforth-definitive account or a fully comprehensive
picture. Instead, we should expect such work to articulate how its connection with this larger
program works to develop further our understandings in ways that help account for these continual
becomings.

Beyond a program of studying algorithmic systems and their subjectivities, we also seek to
draw attention to their relations with design. If we are to accept that the design of algorithms
and the interfaces that provide access to them are part of doing bodies (i.e., enlivening certain
subjectivities), then wemust also acknowledge that we are in a position to consider what other kinds
of subjectivities we wish to enliven and how. This article eschews strong injunctions about which
kinds of subjectivities might bemore or less preferable. Put differently, rather than prescribe answers,
we offer conceptual tools that researchers, designers, practitioners, and so on can use to explore such
questions. Again, Haraway’s cyborg [92] offers an instructive example. The cyborg can legitimately
be read as a technocentric imaginary, turning on and amplifying highly masculinized and Western-
oriented versions of technoscientific progress and innovation. The question Haraway famously
asks, however, is what other imaginaries might be possible? What technically and infrastructurally
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is afforded in the cyborg that opens up the conditions for more equitable and distributed forms of
modest, global flourishing?

Analogously, we hope the work we present offers designers a speculative leap that invites asking
“what else?” This second part of our closing proposal, then, is to ask what other relations and
attendant subjectivities could be given the chance, here? How might we approach designing for
these relations and subjectivities in ways that are more open or expansive (i.e., that allow for a
greater variety of different entanglements among the actors) and that are more generous (i.e., that
recognize how all actors have had a say on the outcome)? Put differently, how might design [a la
186] open up spaces for envisioning and for enacting other possible worlds [116, 162]? Despret [59,
p. 129] views this expansive, more-than-human framing of entangled agencies and subjectivities
as “an adventure in the course of which subjectivities overlap, are transformed, actualized and
extended.” Subjectivity here is never isolated to the individual but always caught up in the give and
take among actors of all kinds (human and otherwise). We contend that simply the consideration of,
let alone the pursuit of, other imaginaries requires applying similar perspectives to understanding
and to designing around algorithmic subjectivities.

For HCI, this leaves us in a place to start imagining those conditions of possibility that might be
afforded in the algorithmic systems we build. We thus close with three suggestions for how future
work might go about doing so. First, we suggest algorithmic subjectivities as an important area for
empirical investigation, as outlined above. Such work should attend not only to lived, subjective
experiences, but also to how the intricate entanglements among heterogeneous actors work in
concert to make certain subjectivities possible and not others. In other words, the question is not
only what subjectivities are enlivened by algorithmic systems but also how algorithmic systems do
subjectivities—what are the processes by which algorithmic systems infer, entangle, and humanize
various experiences and entities within broader heterogeneous assemblages? Second, through such
empirical work, we can iteratively develop a collective understanding of the roles that various
design decisions play. The “design” to which we refer here encompasses not only interfaces or
interactions, i.e., the typical locus of inquiry for HCI. It also includes the design of the classificatory
schemes on which algorithmic systems are predicated, the mathematical formalisms used to encode
algorithmic models, the organizational and/or governmental policies dictating how algorithmic
systems can or should be used and by whom, among other things. Such an expansion of how
we scope design in HCI is necessary if we wish to take seriously the implications of algorithmic
subjectivities. Third, as we have made clear throughout, a central goal should be to envision how
things could be otherwise. How might designers make different choices about feature selection, use
of latent representation spaces, model (hyper)parameters, tuning and optimization, and so on, and
how might those choices make certain worlds less likely and other worlds more so? How might
we craft algorithmic systems not only to shape the interactions that people have with them but
also to influence the imaginaries that make worlds possible? Building an understanding of how the
multifaceted aspects of design come to enliven algorithmic subjectivities becomes most impactful
when it enables us to see, and perhaps even to enact, these other worlds. We hope this article will
facilitate others who may envision alternative conditions of possibility.
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