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A B S T R A C T

This work introduces a numerical multiphase model for multi-component mixtures, utilizing tabulated data for 
physical and transport properties across a spectrum of conditions from near-vacuum pressures to supercritical 
states. The property data are derived using Perturbed Chain Statistical Associating Fluid Theory (PC-SAFT), 
vapor-liquid equilibrium (VLE) calculations, entropy scaling methodologies, and Group Contribution (GC) 
methods. These techniques accurately reflect the thermodynamic behaviors of real fluids, avoiding the empirical 
estimation of Equation of State (EoS) input parameters. Implemented in OpenFOAM, the fluid dynamics solver is 
designed to address the three-dimensional Navier-Stokes equations for multi-component mixtures. The meth-
odology integrates operator splitting to manage hyperbolic and parabolic steps distinctively. Hyperbolic terms 
are solved using the HLLC (Harten-Lax-van Leer-Contact) solver with temporal integration performed via a third- 
order Strong-Stability-Preserving Runge–Kutta (SSP-RK3) method. Viscous stress tensor contributions in the 
momentum equation are handled through an implicit velocity correction equation, while parabolic terms in the 
energy equation are explicitly solved. The simulation efficiency is further enhanced by adaptive Local Time 
Stepping and the Immersed Boundary (IB) method, which addresses interactions between the fluid and solid 
boundaries. Turbulence is resolved using the Wall Adaptive Large Eddy (WALE) model. Applied to high-pressure 
diesel fuel spray injections into non-reacting (nitrogen) gas environments, the model has been validated against 
Engine Combustion Network (ECN) data for the Spray-C configuration, featuring a fully cavitating multi-hole 
orifice. Results demonstrate that the model achieves accurate predictions across a broad range of tested condi-
tions without the need for tuning or calibration parameters.

1. Introduction

Utilization of net zero CO2 emission (NZE) and/or carbon-free fuels 
and relevant infrastructure [59] are developing fast and are gradually 
becoming a reality. Still, fossil-fuel based energy and transportation 
power systems currently count ~23 % of energy consumption globally, 
while they are expected to double over the next 2 decades due to 
increased commerce and movement of goods across oceans, nations, and 
cities [17]. The expected increase in fuel demand will be mainly 
consumed by off-road, heavy duty and marine Diesel engines. Reduction 
of emissions from such combustion engines strongly depends on the 
efficient design of advanced fuel injection equipment, widely accepted 
as a key industrial priority for >30 years [64]. The development of 
high-pressure common rail systems in particular, initially introduced to 
the market in 1997, has resulted to ~50 % reduction in NOx and soot 

alone, irrespectively of the emission after-treatment technology utilised; 
such systems are now almost exclusively used in most vehicle types. This 
reduction of emissions is due to enhanced mixing achieved by the 
increasing injection pressure beyond 2000 bar, which enhances the 
atomisation of the injected fuel and thus, reduces vaporisation time. 
Along these lines, significant reduction of emissions can be achieved by 
injecting fuel against air charge being at pressure & temperature (P-T) 
conditions well above the fuel’s critical point, since that reduces the fuel 
heating time and results to enhanced air-fuel mixing at conditions 
associated with the disappearance of the liquid-gas phase boundary, as 
in supercritical fluid conditions [1,45]. Utilisation of NZE fuels, biofuels 
and relevant additives could lead to a further decrease in soot formation 
during combustion in all types of internal combustion engines [5,29,36,
42]; at the same time, multiple injections of short duration that modu-
late the fuel delivery via the fast opening/closing of the injector’s needle 
valve and exhaust gas recirculation can significantly reduce both soot 
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and NOx emissions, as demonstrated long ago [27]. Relevant to the 
present work, experimental data have shown that increasing the injec-
tion pressure even up to 500 MPa will cause a reduction in soot for-
mation [57,62,94]. The latter detailed experimental work analyzed the 
behavior of the evaporation, mixing, and combustion, revealing the 
improved mixing due to higher spray velocities. However, the μm-scale 
of injectors makes experimental flow characterization inside the injector 
challenging, especially under such high injection pressures. Increasing 
the injection pressure and multiple injections of short duration results in 
very high fuel velocities combined and in-nozzle fuel temperature in-
crease [95] as recently reported by the authors. At such transient and 
elevated rail pressure conditions, the sharp pressure and temperature 
gradients lead to formation of cavitation that cannot be compensated by 
tapered nozzles. Although cavitation collapse may remove surface de-
posits and improve primary jet break-up [83], it may also damage the 
injector material [15,54,101] and reduce the injector’s fuel delivery 
capacity.

As experimentation at such conditions is rather limited, the vast 
majority of studies relevant to fuel injection utilise CFD models, which 
have found applications in this field for >30 years. Early studies 
developed since the mid ‘80 s that have decoupled the in-nozzle flow 
phase-change effects from the subsequent atomisation/mixing of the 
injected fuel, despite the fact that they are strongly linked together, still 
represent the most frequently used assumption when it gets to industrial 
design; this is due to the fact that flow methodologies adopting a fully- 
coupled multi-scale and multi-physics approach coupling the in-nozzle 
flow development with the fuel atomisation and further mixing are 
computationally demanding. The well-known Eulerian-Lagrangian 
approach for modelling the spray development utilises as inlet/bound-
ary conditions information relevant to the fuel injection rate. The latter 
can be either predicted or measured. The first attempt of a phenological 
model introduced to capture the effects on in-nozzle cavitation on spray 
formation has been reported in [3]. Subsequent but still early studies 
have utilised the volume of fluid (VOF) model to simulate 

simultaneously the in-nozzle flow and the subsequent spray develop-
ment, but for non-cavitating nozzle configurations and assuming fixed 
fuel properties. Probably the first works addressing the strong depen-
dence of fuel properties on pressure and temperature via real fluid 
thermodynamics effects in fuel injection are those from the author’s 
group [87]; still, only in-nozzle flow simulations using RANS were 
employed, which has greatly under-resolved turbulence effects and 
without linking to subsequent spray formation. The detrimental effect of 
turbulence in Diesel injector operation has been analysed in [73], 
showing the generation of highly transient cavitation structures that can 
travel even beyond the orifice exit, affecting the injected spray. Nu-
merical works trying to compute the in-nozzle flow simultaneously with 
the jet/spray formation have only recently appeared. In [14] a multi-
level simulation of a Diesel injector was performed. The flow distribu-
tion at the injector outlet was subsequently used for spray modelling 
inside the engine cylinder; while this enabled the prediction of the jet, 
coupling between jet and in-nozzle flow was weakly enforced in a 
one-way manner. The numerical work of [61] on Diesel injectors 
involved a stronger coupling of in-nozzle flow and jet atomisation in a 
unified framework; however, the thermodynamic model omitted tem-
perature dependence effects. The author’s works of [21,77] have utilised 
barotropic-type models for simulating simultaneously and in a 
fully-coupled manner the in-nozzle flow, nozzle wall wetting, fuel 
drippling and the spray formation but for low injection pressure con-
ditions which does not require the strong variation of fuel properties 
with P-T to be taken into account. Recent works [11] have investigated 
the effect of cavitation and fuel properties on nozzle flow, spray for-
mation and induced erosion in fuel injectors. Still, in these studies 
although an Eulerian-Eulerian two-fluid model was utilised in AVL Fire, 
a weak coupling between the in-nozzle flow and the subsequent spray 
was imposed by splitting the computational domain at the injector exit 
and performing separate simulations for the in-nozzle flow and the 
subsequent spray formation.

These fully-coupled in-nozzle flow and spray evolution simulations 

Nomenclature

List of abbreviations
AAD Average Absolute Deviation
CFL Courant–Friedrichs–Lewy
ECN Engine Combustion Network
EoS Equation of State
GC Group Contribution
HLLC Harten-Lax-van Leer-Contact
PR Peng-Robinson
PC-SAFT Perturbed Chain Statistical Associating Fluid Theory
SSP-RK3 Third-order Strong-Stability-Preserving Runge–Kutta
TPn flash Isothermal-Isobaric Flash
TVD Total Variation Diminishing
TPD Tangent Plane Distance
VLE Vapor-Liquid Equilibrium

List of Symbols
ãres Reduced Helmholtz free energy [-]
c Speed of sound [m s− 1]
d Temperature-dependent segment diameter [Å]
e Internal energy [J mol− 1]
h Enthalpy [J mol− 1]
g Gibbs energy [J mol− 1]
I Integrals of the perturbation theory [-]
kb Boltzmann constant [J K− 1]
m Number of segments per chain [-]
m Mean segment number in the system [-]

MM Molecular weight [g mol-1]
NA Avogadro’s number [mol− 1]
p Pressure [Pa]
pc Critical pressure [Pa]
R Gas constant [J mol− 1 K− 1]
T Temperature [K]
Tc Critical temperature [K]
xi Mole fraction of component I [-]
w Acentric factor [-]
Z Compressibility factor [-]

Greek Letters
β Overall fraction of vapour phase [-]
ε Depth of pair potential [J]
ρ Density [kg/m3]
ρm Total number density of molecules [1/Å3]
σd Segment diameter [Å]
θ Vapour volume fraction [-]
φ Fugacity coefficient [-]
μ Chemical potential [J mol− 1]

Superscripts
EQ Equilibrium
disp Contribution due to dispersive attraction
hc Residual contribution of hard-chain system
hs Residual contribution of hard-sphere system
id Ideal gas contribution
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are not applicable under supercritical fluid conditions (SFC) in fuel in-
jection, which are promising to increase engine performance while 
reducing emissions [13,18,63]. Investigations of the critical data of 
Diesel fuel and its components were recently reported in [46] showing 
enlarged cone angles and improved mixing. An inherent advantage of 
SFC injection is the absence of the enthalpy of vaporisation and the low 
(or zero) surface tension. This is observed whether the SFC fuel is a 
single-component, a surrogate fuel or a more realistic, multi-component 
mixture [2]. One limitation in studying SFC injection is the absence of 
databases for the fuel’s properties over the extreme P-T conditions 
required. The recently published database for Diesel surrogates from 
Sandia National Labs [55], specifically derived for overcoming the un-
certainties in relevant modelling activities, is limited to conditions 
below the fuel’s critical point. NIST databases [43] include hydrocar-
bon’s data from methane only up to dodecane (C12); however Diesel 
composition involves hydrocarbons up to n-docosane (C22), for which 
data are missing. Since Diesel fuel is a complex hydrocarbon mixture, 
one needs not only the properties of the components but mixing re-
lations that depart from idealised thermodynamics [28]. As NIST or 
other databases are not applicable, it is commonplace to either employ 
an advanced cubic Equation of State (EoS) [40] with relevant mixing 
rules [52] or employ a semi-empirical Helmholtz energy model 
(PC-SAFT) [4]. The problem is that, due to the complexity of the phase 
diagram, even advanced cubic EoS may not be accurate enough. Thus, 
modifications/improvements have been developed to improve accuracy 
of EoS, e.g. the "Volume Translation" method for the Peng-Robinson (PR) 
and Soave-Redlich-Kwong [51]. Especially for heavy hydrocarbons, 
measurements are limited up to 523 K [100], which is ~130 K lower 
than the critical point, necessitating additional measurements 
describing critical conditions for Diesel fuel blends, including bio-fuels. 
Recently, new experiments and simulations on the properties of diesel 
fuel at elevated pressures and temperatures have been performed, see 
selectively for pressures up to 450 MPa [69,71,96]. Relevant to this 
study, the thermophysical properties, such as density and viscosity, were 
modelled by the author’s team, using the PC-SAFT theory for pressures 
up to 450 MPa [95]. Tabulated data were derived for various fuel sur-
rogates covering the range of properties occurring within high pressure 
fuel injectors, and thus allowing for an accurate estimation of the effects 
of the various fuel properties to be considered. Such data have been also 
used for coupling the in-nozzle flow with spray simulations in recent 
studies, but without considering cavitation [38], or by using a simplified 
mass transfer rate cavitation model [93].

Novel methodologies utilising implicit pressure-based finite-volume 
frameworks, incorporating real-fluid equations of state (EoS), multi-
component vapor-liquid equilibrium (VLE) calculations [38], and 
diffuse interface methodologies have been presented recently. However, 
these face difficulties in achieving convergence when dealing with in-
ternal flows under cavitating conditions. This difficulty stems from the 
representation of density as a function of pressure and temperature, 
leading to a discontinuous density field that makes the implicit iterative 
solution unstable. In a study of [52], it was shown that an explicit 
multiphase, density-based, large-eddy Eulerian model can be utilized to 
simulate liquid-fuel injection and mixing under high-pressure condi-
tions. The model incorporates the PR equation of state and vapor-liquid 
equilibrium calculations. To identify single-phase and two-phase states, 
an isobaric-isothermal algorithm (PT-flash) and a Tangent Plane Dis-
tance (TPD) function are employed. In the case of a two-phase state, the 
PT-flash algorithm determines the composition of the liquid and vapor 
phases by minimizing the Gibbs free energy of the system. This approach 
yielded precise results for the baseline case of the ECN Spray A fuel 
injector [74] under various operating conditions. In [20], the CFD 
approach described in [52] was employed along with an optimised 
isoenergetic-isochoric algorithm (UV-flash) [19] to simulate both inert 
and reactive sprays under trans-critical conditions. The 
Redlich-Kwong-Peng-Robinson (RKPR) equation of state was utilized to 
address the density prediction error associated with the Peng-Robinson 

(PR) equation of state, as mentioned in [52]. While the framework 
discussed in [20] has the capacity of simulating cavitating in-nozzle 
flows, no validation was performed for these conditions.

A key consideration in employing explicit density-based formula-
tions utilising a real-fluid EoS for simulating multi-component, multi-
phase scenarios is the non-linearity of the EoS. This non-linearity can 
lead to spurious pressure oscillations [49]. While quasi-conservative 
methodologies have been proposed as a possible solution, their appli-
cability to cavitation conditions is yet to be validated, and they may 
introduce unphysical fuel heat-up due to energy conservation errors [52,
68]. However, in [20] effectively addressed this problem of spurious 
pressure oscillations by using a conservative methodology. The accuracy 
of the EoS is another relevant aspect in accurately simulating liquid-fuel 
injection systems. The PC-SAFT model has gained recognition for its 
superior performance over the cubic EoSs, a fact that has been 
well-established in the literature and confirmed in numerous studies 
[41,44,72]. The primary advantage of the PC-SAFT model, especially 
relevant to this context, lies in its capability to predict derivative 
properties. These include critical attributes such as compressibility and 
speed of sound, which play an important role in density-based explicit 
CFD formulations. Once the computation of residual entropy is per-
formed, the transport properties of the mixture can then be determined 
using entropy scaling methodologies and multiphase mixture rules [66]. 
Central to this methodology are the Group Contribution (GC) method-
ologies [25] enabling the estimation of input parameters by considering 
the contributions from individual molecular groups. This predictive 
approach eliminates the need for expensive experimental measurements 
to calibrate thermophysical models, allowing for accurate estimates of 
the thermodynamic properties of new multi-component mixtures. In our 
previous publication [22], this approach was utilized to analyse the fuel 
properties of various substances, including oxymethylene dimethyl 
ethers (OME3–4) and alcohol blends with gasoline and diesel. Model 
results were benchmarked against experimental and computational 
data, observing good agreement with minor deviations. Finally, an 
additional complexity in such simulations arises from the simulation of 
the motion of the needle valve. Successfully simulating the needle 
movement in liquid-fuel injection systems is another crucial element in 
capturing cavitation phenomena and spray development [7,50,90]. The 
methodologies to incorporate needle movement in these simulations are 
diverse, ranging from entirely re-meshing the domain [31], adding and 
expanding cell layers [37] or interpolating between grids of different 
resolution but maintaining the same cell count [78]. However, these 
methods do not permit the needle to fully close and generally necessitate 
a minimum lift of about 2 %− 8 % [60,102]. Cut-cell Immersed 
Boundary (IB) methods [60,61,102] present a potential solution to this 
challenge. A notable example can be found in [85], where the needle 
valve movement within a diesel injector was simulated demonstrating 
the efficacy of the IB method in handling complex cavitating turbulent 
flows.

In this work, we propose a numerical framework based on the 
foundations laid by the previous works [20,52]. These precursor studies 
employed a multiphase large-eddy Eulerian model, supplemented by the 
PR EoS/RKPR EOS, and VLE calculations. Our framework encompasses 
the intricate coupling of internal nozzle flow and spray development, as 
well as accounting for cavitation and needle movement. Key to these 
advancements is the integration of the PC-SAFT EOS, VT-flash algorithm 
[97], the IB Method [85], and entropy scaling techniques into the flow 
solver. Recognising the challenge associated with property measure-
ment of new fuel blends, this framework retains a tuning-parameter-free 
approach. Implemented in the widely-used, open-source, CFD solver 
OpenFOAM, this sophisticated modelling methodology offers enhanced 
robustness, with its reliability validated against experimental data 
available for a single-component fuel. In particular, the implemented 
code is suited for injector flows operating in high pressure/temperature 
conditions and therefor validation is conducted for a benchmark case 
(Spray C) for which a large cross-validated database exists.
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2. Numerical methodology

2.1. Governing equations and discretization

In the subsequent section, we outline the numerical methodology 
integrated into OpenFOAM where the thermodynamic closure is based 
on the PC-SAFT EoS. The methodology’s validity is demonstrated 
through simulations of the Spray C037 [75] injector, performed under 
various operational conditions to mirror distinct experimental valida-
tion cases.

The three-dimensional Navier-Stokes equations for a multi- 
component, non-reacting mixture of n species were solved using the 
finite volume method.

- Continuity equation: 

∂ρ
∂t

+ ∇⋅(ρu) = 0 (1) 

where ρ is the density, u is the velocity vector, and t is the time.

- Species conservation equation: 

∂ρYi

∂t
+ ∇⋅(ρYiu) = 0 (2) 

where Yi is the mass fraction of species i. In simulations of highly tur-
bulent fuel injections using explicit solvers, the effect of species diffusion 
is negligible relative to convective mixing, justifying its exclusion [93].

- Momentum equation: 

∂(ρu)
∂t

+∇⋅(ρuu+ pI) = ∇⋅τ (3) 

where τ is the viscous stress tensor, p is the pressure, and I is the identity 
tensor. According to Stokes’ hypothesis for a Newtonian fluid, the 
viscous stress tensor is given by: 

τ = μ
(

∇u+(∇u)T
−

2
3

I∇⋅u
)

(4) 

where μ is the dynamic viscosity.

- Energy equation: 

∂E
∂t

+ ∇⋅[(E+ p)u] = ∇⋅(τu − q) (5) 

where E is the total energy and q is the heat flux vector. Eq.(6) describes 
the heat flux vector as: 

q = − λ∇T (6) 

where λ is the thermal conductivity of the mixture.
To effectively handle the Navier-Stokes equations, a common 

approach is to employ operator splitting to separate the physical pro-
cesses into hyperbolic and parabolic sub-steps that correspond to the left 
and right-hand sides of the equations, respectively. With respect to the 
hyperbolic sub-step, the multicomponent HLLC (Harten-Lax-van Leer- 
Contact) solver [91] is applied to solve the Riemann problem. The 
fluxes are calculated as: 

FHLLC =

⎧
⎪⎪⎨

⎪⎪⎩

FL
F∗L = FL + SL(U∗L − UL)

F∗R = FR + SR(U∗R − UR)

FR

if
if
if
if

0 ≤ SL,

SL ≤ 0 ≤ S∗,

S∗ ≤ 0 ≤ S∗R,

0 ≥ S∗R,

(7) 

where U∗
R,L represents the star states [91], FL,R denote the left and right 

numerical fluxes, respectively, and S represents the wave speed. The 
formula utilized to calculate the speed in the middle wave, denoted as 
S∗, is given by: 

S∗ =
pR − pL + ρLuL(SL − uL) − ρRuR(SR − uR)

ρL(SL − uL) − ρR(SR − uR)
(8) 

The left and right wave speeds, SL and SR are calculated as: 

SL = min(uL − cL, uR − cR),

SR = max(uL + cL, uR + cR) (9) 

where uR and uL represent the velocity components in the right and left 
states, respectively. Furthermore, cR and cL correspond to the local speed 
of sound in the right and left states. This way of implementing the HLLC 
solver has been chosen as it shows good stability and it has been proved 
so in [67].

The MUSCL scheme, together with the van Albada limiter available 
in OpenFOAM was used to reconstruct the conservative variables at the 
cell faces. Pressure and speed of sound were calculated at cell centers 
and reconstructed at cell faces using the upwind scheme [65]; this is 
done to smoothen out the spurious pressure oscillations that might be 
generated due to the high non-linearity of the EoS (such as the 
PC-SAFT). The integration of the hyperbolic terms in time was per-
formed using a third-order strong-stability-preserving Runge-Kutta 
method [84]: 

U(1) = Un + ΔtH(Un),

U(2) =
3
4
Un +

1
4
[
U(1) +ΔtH

(
U(1))]

U(n+1) =
1
3
Un +

2
3
[
U(2) +ΔtH

(
U(2))] (10) 

where U represents the vector of conservative variables, and H corre-
sponds to the numerical approximation of the flux function.

To solve the parabolic terms in the momentum equation, an implicit 
diffusion correction equation for velocity [23] was employed: 

∂(ρu)
∂t

− ∇⋅(μ∇u) − ∇⋅(Text) = 0 (11) 

The inter-component coupling present in the stress tensor (Text) is 
handled explicitly: 

Text = μ
(

(∇u)T
−

2
3

I∇⋅u
)

+ f ib (12) 

where f ib represents the volumetric source term of the immersed 
boundary model.

The IB volumetric source term is determined by calculating the dif-
ference between the fluid velocity and the IB solid velocity, divided by 
the time step (as described in Eq.(13)). To localize the effect of the 
source term, it is multiplied by the IB mask, which distributes the impact 
to all cells within the IB region, rather than just at the interface. For a 
more comprehensive understanding of the implementation specifics, 
please refer to the details provided in [85]. 

f Ib = αIb⋅
uIb − ufluid

Δt
, αIb ∈ [0, 1] (13) 

To discretize the time derivatives, a straightforward Euler implicit 
method was employed, first-order accurate in time. However, the 
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solution accuracy was ensured by utilizing the CFL (Courant-Friedrichs- 
Lewy) criterion for the hyperbolic operator to determine the global time 
step. The Green-Gauss theorem was applied to evaluate the divergences, 
gradients, and Laplacians in the parabolic terms. Linear interpolation 
was used to interpolate variables from cell centers to cell faces, enabling 
the calculation of Gaussian integrals in the parabolic terms. The para-
bolic terms in the energy equation are explicitly solved.

The Wall Adaptive Large Eddy (WALE) model, known for its 
favourable performance near walls [56], was utilized to provide the 
required turbulent closure for the turbulent viscosity: 

μt = ρL2
s

(
Sd

ijSd
ij

)3/2

(
SijSij

)5/4
+
(

Sd
ijSd

ij

)5/4 (14) 

In this equation, Sij represents the rate of strain tensor, while Sd
ij 

stands for the traceless symmetric portion of the squared strain in the 
velocity gradient tensor. The length scale, Ls, is determined based on the 
filter size and the distance from the cell to the wall, dwall, and is expressed 
as: 

L = min
{
kdwall,CwV1/3} (15) 

T model constants comprise the von Karman constant, k = 0.41, and 
Cw = 0.325.

To prevent the overall simulation time step from being limited by the 
smallest length scale in high aspect ratio cells, a modified Local Time 
Stepping (LTS) methodology has been implemented, inspired by previ-
ous work [16]. In this approach, each cell undergoes a local time step 
update according to: 

Δtcell = min
(

min
face∈cell

(
Vcell

/
Aface

(
c + uface⋅nface

)
d

)

, Δtsim
)

(16) 

where V is the volume of the cell, A is the area of the face, uface is the 
velocity of the fluid, nface is the normal vector of the face, c is the speed 
of sound, d are the geometrical dimensions of the cell, and Δtsim is the 
maximum time step specified at the initialization of the simulation

2.2. Thermodynamic clousure

The thermodynamic closure is based on the PC-SAFT EoS, a derived 
theoretical model based on perturbation theory [24]. It separates the 
intermolecular potential energy of a fluid into repulsive and attractive 
interactions. To calculate the repulsive contribution, the model defines a 
reference fluid composed of spherical segments that form molecular 
chains. The attractive interactions, represented as perturbations to the 
reference system, are accounted for using a dispersion term [24]. 
Additionally, the model can include an association term [25] to consider 
intermolecular bonds formed between segments with association sites, 
such as proton donors and acceptors. An example of self-association is 
the formation of hydrogen bonds by the -OH group in alcohols [10]. The 
PC-SAFT is based on the Helmholtz free energy, which is derived as the 
sum of the contributions from the hard chain ãhc, dispersion ãdisp, and 
association terms ãassoc: 

ãres = ãhc + ãdisp + ãassoc (17) 

The hard-chain term ãhc or a mixture of nc components is given by: 

ãhc = mãhs −
∑nc

i
xi(mi − 1)lnghs

ii (σii) (18) 

m‾ represents the mean segment number in the system, xi is the mole 
fraction of component i in the fluid, ãhs is the hard sphere contribution, 
ghs

ii is the average radial distribution function of the hard-sphere fluid, 
and mi is the number of segments per chain for component i. The 
dispersion term ãdisp is defined as: 

ãdisp = − 2πρmI1(η,m)m2εσ3 − πρmmC1I2(η,m)m2ε2σ3 (19) 

ρm is the molecular density. Details about the terms I1(η,m) I2(η,m), 
and m2ε2σd3 can be found in [24]. The association contribution to the 
Helmholtz free energy, as stated in [10,32,33], can be computed using 
the following expression: 

ãassoc

RT
=
∑

i
Xi

[
∑

Ai

[

lnxAi −
xAi

2

]

+
Mi

2

]

(20) 

where Mi represents the number of association sites on each mole-
cule of component i, and xAi is the mole fraction of molecules not bonded 
at site A for component i, which is given by: 

XAi =

⎡

⎣1 +
∑

j

∑

Bj

ρjxBj ΔAiBj

⎤

⎦

− 1

(21) 

where 
∑

Bj 
represents summation over all sites on the molecules of 

component j: Aj,Bj,Cj etc. Also ρj = xjρmixture is the molar density and 
ΔAiBj the association strength.

The mixture parameters σij and εij, which are defined for every pair of 
unlike segments, are modeled using a Berthelot-Lorentz combining rule: 

σij =
1
2
(
σi + σj

)
(22) 

εij =
̅̅̅̅̅̅̅εiεj

√ (
1 − kij

)
(23) 

where kijis the binary interaction parameter. For more information on 
the derivation of the PC-SAFT EoS equations the reader is directed to the 
original publication of the model [24,25].

The input parameters required for conducting PC-SAFT computa-
tions include the number of chain segments (m), the segment diameter 
(σ), and the depth of pair potential divided by the Boltzmann constant 
(ε/k). Each component must be individually defined with these pa-
rameters. Adjusted values based on empirical density and vapor pressure 
data can be found in the literature [24,25,92]. However, to be consistent 
with our previous work [22], this study is designed to introduce a more 
universal and predictive approach. Therefore, we employ a Group 
Contribution (GC) method to estimate these input parameters. In this 
study, we’ve implemented the Group Contribution (GC) method as 
proposed in [89]. This method, which has demonstrated satisfactory 
results in previous applications, dissects the molecular structure into 
simpler first-order groups and more complex second-order groups. The 
PC-SAFT parameters (m, σ and ε/k) are then calculated by accounting 
for the individual contributions from each group (mi, σi and ε/ki), as 
demonstrated in the following mathematical expressions: 

m =
∑n groups

i
(nimi)FOG +

∑n groups

i
(nimi)SOG (24) 

mσ3 =
∑n groups

i

(
nimiσi

3)

FOG +
∑n groups

i

(
nimiσi

3)

SOG (25) 

m ε
/

k =
∑n groups

i
(nimiε/ki)FOG +

∑n groups

i
(nimiε/ki)SOG (26) 

When dealing with associating components, identifying the type of 
bonding is necessary. In their study focusing on alkanols, Huang et al. 
[32] recommend the use of both 3B and 2B bonding models. However, 
due to the absence of a persuasive case for using the more intricate 3B 
model, this study opts for the less complex 2B approach. Additionally, 
the 2B model has been successfully utilized by Gross et al. [25] to 
characterize compounds like ethanol, methanol, and pentanol, among 
others. Two more parameters pertaining to pure components, namely 
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the effective association volume (kAB) and the association energy (εAB /k), 
are employed for associated components. These parameters can also be 
calculated utilizing the GC method proposed in [89]. Lastly, the Quan-
titative Structure Property Relationship (QSPR) method introduced in 
[86] was applied to estimate the binary interaction parameter (kij). 

kQSPR
ij =

∑Nd

L=1
cLDL

(
pi, pj

)
(27) 

where Nd represents the number of descriptors, and DL

(
pi, pj

)
are the 

descriptors with corresponding regression coefficients cL.
As pointed out in [24], the PC-SAFT EoS is applicable to mixtures of 

small spherical molecules such as gases, nonspherical solvents, and 
chainlike polymers. Moreover, when applied to vapor− liquid equilibria 
of mixtures, the equation of state shows substantial predictive capabil-
ities and good precision for correlating mixtures. Finally, they mention 
that the applicability of the proposed model to polymer systems was 
demonstrated for high-pressure liquid− liquid equilibria of a poly-
ethylene mixture. The pure-component parameters of polyethylene were 
obtained by extrapolating pure-component parameters of the n-alkane 
series to high molecular weights.

2.3. Vapour Liquid equilibrium (VLE) calculations

The methodology detailed and validated in [22,96] is optimized via 
parallelization utilizing the OpenMP library. In particular, parallelisa-
tion is needed to construct the thermodynamic table that will then be 
used by numerical solver. With the use of OpenMP, the table formulation 
requires 2 days instead of weeks for serial calculations. The algorithm 
featured in [96], and used in [22], leverages the PC-SAFT EoS to eval-
uate the stability of a homogeneous mixture, given a particular 
composition, density, and temperature. In situations where instability is 
detected, the algorithm determines the vaporized portion of the sub-
stance and the compositions of both phases, as well as the resultant 
equilibrium pressure through a TV-flash calculation. TV-flash can be 
seen as an algorithm where volume and temperature are used as inde-
pendent variables for minimising the Helmholtz free energy rather than 
the Gibbs free energy (as in the PT-Flash algorithm) for the multiphase 
problem [96]. A homogeneous mixture at a given temperature T is 
considered stable if the tangent plane, drawn at the composition z and 
density ρ on the Helmholtz free energy surface, does not intersect this 
energy surface at any other location. To verify stability, the homoge-
neous mixture is intentionally partitioned into two phases, with one 
phase existing in a nominal or minute amount, referred to as the trial 
phase. If there is no reduction in the Helmholtz free energy for any 
potential two-phase combinations, then the mixture is recognized as 
stable. The tangent plane distance (TPD) function employed is defined as 
follows: 

TPD =
Pʹ − P∗

RT
+
∑nc

i=1
ρʹxʹ

i
(
logfʹ

i − f∗i
)

(28) 

The variables represented with primes correspond to values calcu-
lated under trial conditions, while those with an asterisk indicate values 
calculated under feed conditions. R stands for the universal gas constant, 
and fi refers to the fugacity of component i. The initialization of the 
iterative minimization process incorporates Raoult’s law’and Wilson’s 
correlation [99], along with Michelsen’s [80] and Mikyska and Fir-
oozabadi’s [53] work. This combination allows the derivation of an 
expression for the initial composition of the liquid phase (represented as 
li) and the vapor phase (represented as vi). Here, zi denotes the total 
initial composition. 

vi =
ziPini

Psat
i

=
zi

Psat
i

(
∑nc

i=1
zi

Psat
i

) and li =
ziPsat

i
Pini

=
ziPsat

i∑nc
i=1ziPsat

i
(29) 

If a two-phase regime is identified during the stability analysis, the 
algorithm continues by performing TV-flash calculations, where the 
objective is to minimize the Helmholtz energy for a given density, 
temperature, and composition. In both stability analysis and flash cal-
culations, Newton’s method is employed to solve the optimization 
problem. To determine the step length in the Newton method, an inexact 
line search is conducted. This search aims to find a step length that 
satisfies the Wolfe conditions [58]. Eq.(30) needs to be solved to 
calculate the direction (pk) followed in the search for the optimal 
solution. 

∇2fkpk = − ∇fk (30) 

The equation involves the Hessian (∇2fkpk) and the gradient (∇fk) of 
the objective function. To guarantee the positive definiteness of the 
Hessian matrix, we employ a modified Cholesky factorization algorithm 
[79]. For a more detailed explanation of the methodology, please refer 
to [96].

The thermodynamic closure has been validated thoroughly for 
various types of multi-component fuel mixtures as demonstrated in a 
previous study of the authors’ group [28]. The present investigation 
incorporates it successfully in the frame of a density-based flow solver.

2.4. Calculation of thermal conductivity

Following up from the accurate results produced in our prior study 
for hydrocarbon mixtures [38], we are employing the same residual 
entropy scaling method [30] for the calculation of thermal conductivity 
in the present investigation [50]. Within this approach, the thermal 
conductivity is normalized via a benchmark value, represented as λref , 
which is uniquely tailored for each component as detailed below: 

λref
i = λref

CE,i + a(s∗)λcorrect
i (31) 

In the above equation, λref
CE represents the Chapman-Enskog formula 

for thermal conductivity, which is mainly applicable to monoatomic 
gases. The element λcorrect

i serves as an adjustment parameter for poly-
atomic fluids. Additionally, a(s∗) is defined as a transitional function, 
detailed as follows: 

a(s∗) = exp

(
− sres

∑nc
i xisres

c,i

)

(32) 

In this context, xi denotes the mole fraction of the i component in a 
mixture comprising nc components. The term sres represents the residual 
entropy, and sres

c,i signifies the residual entropy value of component i at its 
critical point. 

sres = − T
∂ares

∂T
− ãres (33) 

Following this, the dimensionless thermal conductivity, represented 
by λ*, is computed as a function of the normalized residual entropy, 
denoted as s*, in the following way: 

ln(λ∗) = ln
(

λ
λref

)

= Aλ
mix + Bλ

mixs
∗ + Cλ

mix(1 − exp(s∗)) + Dλ
mixs

∗2 (34) 

In this equation, the reduced residual entropy is calculated using the 
mean segment number, represented by m, which is the sum of the 
products of the mole fraction xi and segment number mi for each of the 
nc components. 

s∗ =
sres

m
(35) 

Initially, the entropy scaling method was employed exclusively for 
individual components. Hence, in this research, mirroring the approach 
in [38], an empirical mixing rule has been applied to both the co-
efficients and the reference thermal conductivity, as follows: 
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Xmix =

∑nc
i ximiσ2

i Xi
∑nc

i ximiσ2
i

(36) 

In this equation, X can represent any one of the coefficients 
[
Aλ,Bλ,Cλ,

Dλ
]

or λref . If the mixture conditions lie within the VLE regime, the 
mixing rule simply becomes a weighted average operation, utilizing the 
vapor volume fraction, denoted by α, along with the thermal conduc-
tivities for the liquid and gas phases, expressed as λl and λg respectively. 

λVLE = αgλg +
(
1 − αg

)
λl (37) 

2.5. Calculation of viscosity

Lötgering-Lin and Gross [48] applied the entropy scaling model for 
computing dynamic viscosity as well [70]. For a singular component, 
the reduced dynamic viscosity, symbolized by μ∗

i , can be calculated 
using the following formula: 

ln
(
μ∗

i
)
= Aλ

i + Bλ
i s

∗ + Cλ
i s

∗2 + Cλ
mixs

∗3 (38) 

The methodology for determining the value of the mixture is detailed 
in reference [98]. If the mixture is in a VLE state, the mixing rule pro-
vided by Beattie and Whalley [8] is utilized. 

μVLE = αgμg +
(
1 − αg

)
(

1+
5

2αg

)

μl (39) 

2.6. Tables structure

In the context of highly turbulent multi-component simulations, 
when using explicit density-based diffuse interface solvers, the impact of 
species diffusion terms in the energy and continuity equations is often 
considered negligible. This assumption arises primarily because of the 
robust convective mixing that characterizes these simulations, which 
significantly overshadows any diffusion effects. This model simplifica-
tion enables the utilization of just two continuity equations: one to 
monitor the multicomponent fuel mixture and the other to track the 
mixture of fuel and ambient gas. By using these two equations, it’s 
possible to consolidate all essential information regarding the properties 

of the working fluids into a three-dimensional table, organized by fuel 
mass fraction, density, and internal energy. Table points are evenly 
distributed on a linear scale (1000 points for density and internal energy 
and 100 points for fuel mass fraction), with trilinear interpolation used 
to calculate the thermodynamic and transport properties of the multi-
phase, multicomponent mixture (among which temperature, specific 
heat, pressure, viscosity, and vapour fraction) in each cell of the domain, 
as illustrated in Fig. 1.

The development of this 3D table poses a challenge in terms of 
including in the table only the thermodynamic states of the mixture that 
are both physically meaningful and relevant. To address this, realistic 
minimum and maximum values for density and internal energy values 
for each fuel mass fraction are determined and used to compute the 
table, taking into account the specific scenarios where the table will be 
applied. Such limits have been set to ensure that the table is suitable for 
any condition expected in the relevant simulation and exceed to a 
certain of extent of safety the CFD-predicted density and internal energy 
values. In fact, if table bounds are reached during solution, the simula-
tion becomes unstable. More details on how the table is computed can be 
found in our previous work [22]. Finally, as pointed out in [39], con-
structing the thermodynamic table prior to the simulations result in a 
much more efficient than the on-the-fly calculation of the Helmholtz 
EoS, by almost one order of magnitude of the computational time.

3. Results

In this section, we present the results obtained from different vali-
dation test cases. A is intended to assess the efficacy of our CFD code by 
comparing it against the experimental findings derived for the in-nozzle 
flow of the ECN Spray C injector [88]. Case B aims to benchmark the 
accuracy of the code against widely-employed commercial software, 
emphasising on the modelling of in-nozzle cavitating flows [26]. Case C 
is set up to examine the accuracy of the proposed numerical framework 
in illustrating the effect of nozzle geometry on the near-nozzle spray 
cone angle of the ECN Spray C injector [75,88]. Finally, Case D was 
devised as a comparative study focusing on the cone angle of the ECN 
Spray C. Table 1 summarises the test cases performed against experi-
mental results to validate the numerical approach proposed in the cur-
rent study, along with the numerical/thermodynamic approaches 
against which our methodology has been compared to in each case, as 
well as the source of available experimental data as already presented in 
previous work of the group. Further verification studies in simpler 
benchmark cases including a 1D shock tube and a Reyleigh-collapse case 
have been conducted and presented in [9].

3.1. Geometry and numerical grids

The developed numerical framework validated using the Spray C037 
injector nozzle, a well-studied component within the Engine Combus-
tion Network (ECN). It is worth noting that the precise geometry of this 
nozzle has been accurately measured as part of the ECN’s extensive 
research initiatives. For a comprehensive understanding of the Spray 
C037 injector nozzle geometry, readers can refer to the resources 
available on the official ECN website [76]. The computational domain, 
as depicted inFig. 3, comprises a rectangular area linked to the fuel 

Fig. 1. Example of three-dimensional table used to calculate the thermophys-
ical properties of air-fuel mixtures indexed by the mass fraction of fuel, density, 
and internal energy of the mixture (n-dodecane and nitrogen).

Table 1 
Benchmark cases relevant to injector flows employed for the validation of the 
numerical methodology implemented in the current study.

Benchmark case Numerical predictions or Experimental 
data

Case A - Spray C in-nozzle flow X-ray phase-contrast radiographies [88]
Case B - Spray C in-nozzle flow CONVERGE simulations [26]
Case C - Spray C Near-Nozzle Spray 

Region
x-ray radiography measurements [81]

Case D - Spray C cone angle ECN data [76]
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Fig. 2. Numerical grid for the Spray C037 injector nozzle: (a) overall domain, (b) detailed view of the near-nozzle region, and (c) close-up of the in-nozzle region, 
and ECN coordinate system for the Spray C and Spray D injectors [82].

Fig. 3. This figure contrasts our ECN Spray C in-nozzle flow simulation results (left) with experimental results from [39] (right). The experimental image, a slice of 
the fully reconstructed CT volume, reveals flow separation and cavitation nearing the nozzle exit (nozzle length ~1 mm). The coordinate system has x = 0 μm at the 
nozzle tip. High and low intensities represent liquid and gas phases, respectively.
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injector, with overall dimensions of 32×105 mm. To streamline the 
process of mesh generation, we employed an adaptive mesh refinement 
technique. We followed a cartesian blocking strategy, incorporated with 
a static local coarsening/refinement approach, and adjusted the grid 
resolution along the spray break-up trajectory to enhance computational 
efficiency. In the core of the orifice, the resolution is approximately 10 
μm, with refinement closer to the walls, reaching down to a minimum 
cell size of around 2 μm. This resolution is in agreement with the Taylor 
length scales, represented by the equation λg =

̅̅̅̅̅̅
10

√
Re0.5D, where D is 

an indicative length of the geometry; in this case, the nozzle hole exit 
diameter. The flow near the wall was addressed using two specific wall 
functions: (i) the kqRWallFunction [47] for managing the turbulent ki-
netic energy, and (ii) the nutkwallfunction [47] for handling the tur-
bulent viscosity, as realised in the OpenFoam framework. Finally, walls 
were considered adiabatic, thus ZeroGradient boundary conditions were 
imposed for temperature at each boundary.

3.2. Case A: validation of ECN spray C in-nozzle flow simulation against 
experimental data

This section explores ECN Spray C in-nozzle flow simulation, juxta-
posing it with the findings documented in [88]. In this referenced work, 
an x-ray-based 3D visualization of the ECN Spray C internal flow was 
achieved with an impressive 2 μm pixel resolution. The simulation, 
conducted at a constant maximum lift [78], replicates the injection 
conditions with a fuel pressure of 150 MPa, an ambient pressure of 0.1 
MPa and a constant temperature of 25 ◦C for both the fuel and the 
ambient environment. The accuracy of the simulations is assessed by 
examining the vapor phase distribution within the orifice.

Fig. 3 offers a qualitative comparison between our simulation and 
the experimental results drawn from [88], since quantitative informa-
tion cannot by extracted by x-ray phase contrast imaging. These results 
are portrayed as slices from the fully reconstructed 
computed-tomography volume, capturing the flow separation and 
cavitation cloud approaching throughout the orifice length until its exit. 
According to the coordinate system in use, the nozzle tip is defined at x =
0 μm. Areas of high and low intensity correspond to the liquid and gas 
phases. The comparison of the two images reveals a high degree of 
similarity between the simulated and actual vaporous structures.

Fig. 4 builds upon this analysis by offering a quantitative comparison 
of the gas layer thickness at three specific cross-sections, defined in 
relation to angular position. Within this reference framework, the origin 
is centrally positioned at the orifice exit, and all positions within the 
orifice are described by negative "x" coordinates. In alignment with the 
method described in [26], a particular gas volume fraction threshold of 
0.15 was selected to ensure precise agreement between the simulation 
and experimental results at the -896.7 μm location. This specific 
threshold provided an accurate representation of the gas layer extent 
and orientation at the other two cross-sections, namely -619.5 μm and 
-56.70 μm, albeit with a minor reduction in thickness, which should be 

considered to be within the experimental uncertainty of x-ray-based 
visualisation [35]. Even with these slight variations, the overarching 
trend remained consistent with the experimental findings.

Fig. 5 reveals the complex temperature distribution within the 
injector, offering insights into the contrasting effects of viscous heating 
and depressurization-induced liquid cooling. Notably, the figure em-
phasizes the substantial shear experienced along the orifice walls, 
resulting in heating due to viscous forces, with localized near-wall 
temperatures reaching around 313 K. Conversely, it’s essential to 
point out that within portions of the nozzle orifice in the vicinity of the 
walls, where intense cavitation is evident, the temperature drops to 
around 295 K.

Moreover, the figure portrays the isentropic expansion of the liquid, 
leading to cooling as the liquid expands from the inlet pressure and sac 
temperature to the orifice exit pressure. This cooling process culminates 
in a temperature decline to approximately 304 K, aligning with the 
minimum value detected at the orifice exit. Together, these observations 
reveal that both viscous heating and depressurization-induced cooling 

Fig. 4. Instantaneous gas layer thickness distributions at three cross-sections plotted as a function of angular position for injection Case A. The experimental results 
presented in [88] are compared with the current numerical simulations.

Fig. 5. (a) Experimental results [26], showing the phase contrast correspond-
ing to cavitation inside the Spray C injector; simulation results of (b) the density 
distribution inside the injector, highlighting the vapour formation on the wall 
and (c) the temperature distribution inside the injector, highlighting the effects 
of viscous heating, depressurization-induced liquid cooling, and cavitation.
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play significant roles in shaping the temperature distribution within the 
injector. Unlike the barotropic models typically used for in-nozzle sim-
ulations, which don’t provide temperature distributions, the method-
ology presented here can capture these intricate temperature dynamics. 
This ability to model temperature variations is a significant advantage, 
revealing that both viscous heating and depressurization-induced cool-
ing play crucial roles in shaping the temperature distribution within the 
injector.

3.3. Case B: comparative study of the ECN spray C in-Nozzle flow 
simulation results with existing software

In this section, we replicate the analysis carried out in the previous 
section (i.e. Spray C nozzle), yet at different operating conditions. We 
focus on the gas layer thickness at three specific cross-sections, as shown 
in Fig. 6. Results of the present investigation have been produced by 
employing purely physics-informed thermodynamic and phase-change 
modelling approaches. The baseline study in [26] was performed 
using the commercial CFD software CONVERGE v2.4. A large eddy 
simulation (LES) framework with the one-equation dynamic structure 
model was used to model the effect of turbulence on the flow field. The 
phase change due to cavitation was modeled via the homogeneous 
relaxation model (HRM), which assumes a first-order relaxation of vapor 
quality towards the equilibrium value. The gas phases were described by 
the Redlick-Kwong equation of state (EOS), while the liquid was 

modeled as compressible using an exponential barotropic fluid 
assumption. Spatial and temporal discretization was achieved with 
second-order and first-order respectively. A variable timestep algorithm 
was employed with a maximum CFL number of 0.4. The parameters for 
our simulation include n-dodecane as the fuel, an injection pressure of 
150 MPa, an ambient pressure of 2.0 MPa, and a fuel temperature of 323 
K. Based on the needle profile described in [26], we maintained a con-
stant needle lift corresponding to its position 0.2 ms after SOI. The mass 
fraction of non-condensable N2 gas was set to 2E-5.

Our findings show good agreement with those available in the 
literature [26]. This comparison becomes particularly relevant, as unlike 
the established commercial software where calibration parameters such 
as liquid saturation density, viscosity, surface tension, or vapor pressure 
are commonly adjusted, our study takes a different, tuning-free 
approach. We consider all thermophysical parameters as functions of 
internal energy, density, and composition, allowing them to vary 
throughout the simulations. This approach provides a more detailed 
insight into the behaviour of the fluid dynamics within the injector, 
capturing localized temperature changes and allows the incorporation of 
novel synthetic fuels or complex fuel mixtures, as demonstrated by the 
authors in [22].

This approach could be particularly beneficial where experimental 
data might be limited or unavailable. Indeed, the main limitation when 
using cubic EOSs stems from the fact that the specified density of the 
vapour-liquid mixture used by the flow solver falls between the liquid 

Fig. 6. Gas layer thickness plotted as a function of angular position for injection Case B (a) x = − 56.7 μm, (b) x = − 619.5 μm and (c) x = − 896.7 μm. Current CFD 
predictions (continuous line) compared those presented in [26].

R. Bellini et al.                                                                                                                                                                                                                                  Applications in Energy and Combustion Science 20 (2024) 100295 

10 



and vapor saturated densities in the PT diagram of the fuel, resulting in 
the target density being unavailable. On the other hand, the method-
ology proposed by the authors allows to calculate the target density 
since it implements the VT Flash algorithm as described in the 
manuscript.

3.4. Case C: validation in the spray C near-nozzle spray region

The specific simulation was performed to investigate whether the 
spray characteristics in the near-nozzle region were influenced by the in- 
nozzle two-phase flow topology. The same operating conditions used for 
x-ray radiography measurements of ECN Spray C were replicated, as 
described in [82]. Operating conditions included n-dodecane fuel, 150 
MPa injection pressure, 2 MPa ambient pressure, and a uniform tem-
perature of 25 ◦C for both fuel and surroundings. Previously obtained 
quantitative measurements using the monochromatic beam of the 
Advanced Photon Source of Argonne National Laboratory were used to 
validate the simulation.

Fig. 7 illustrates the projected density profiles of the fuel jet at x = 1 
mm and x = 2 mm for Spray C from two orthogonal views. The focus on 
this near-nozzle region was intentional, as it allows a detailed exami-
nation of how the complex processes occurring within the nozzle, i.e., 
cavitation evolution, are reflected in the spray pattern just outside the 
nozzle. The decision to exclude additional density profiles beyond 2 mm 
is influenced by the divergence between the simulation classical 
vaporization initial conditions and the diffuse interface, VLE assump-
tion, more relevant in high-pressure and high-temperature environ-
ments [12]. The figures reveal the asymmetric nature of the fuel 
distribution, a direct result of cavitation within the Spray C nozzle. The 
vapor cloud obstructing a portion of the hole exit area leads to a 
unimodal spray profile skewed in the -Y direction, showcasing the 
profound impact of the nozzle internal conditions on the emerging spray 
pattern. The discrepancies shown in Fig. 7, can be attributed for by 
emphasizing that the experimental data of Fig. 7 have been produced 
through x-ray radiography, a very delicate imaging technique. To name 
a few, uncertainty in the calculation of the absorption coefficient 

(usually calculated in a precursor calibration study) or variation in the 
beam energy leading to beam hardening effects can lead to increased 
uncertainty of the experimental results [34]. Unavoidable uncertainty in 
the injector geometry and needle motion, e.g., wobble, can also add to 
the discrepancy between experiment and simulation. It has to be noted 
that experimental data were not associated with uncertainty in the 
original publication.

3.5. Case D: simulation of experimental cone angle in ECN spray C

In Case D, we focused on simulating the experimental cone angle for 
the ECN Spray C, as documented by the ECN [76]. This was the most 
computationally expensive simulation that has been performed in this 
study. It was performed using a grid of around 100 million cells and it 
was executed for approximately 3 weeks utilising 196 processors. 
Indeed, the selected time-step was of the order of 10-9 s due to the 
spatial/temporal length scales that appear in the in-nozzle flow. This 
allowed to properly capture the coupling of in-nozzle flow and spray 
propagation. Finally, being an explicit solver, the parallelization works 
well, thus the use of 196 processors.

The cone angle is a critical variable in understanding how liquid fuel 
distributes as it ejects from the injector nozzle and is affected by factors 
such as the internal flow dynamics and cavitation within the injector. 
The simulation initial conditions were set considering an ambient tem-
perature of 440 K, 363 K fuel temperature, and an injection pressure of 
150 MPa. We utilized a computational grid containing 27 million cells, 
more extensive than in previous cases, to enable detailed refinements in 
the spray-chamber region. The simulation time selected for this study 
was 0.5 milliseconds. Fig. 8a reveals that the simulation is accurately 
capturing the correct cone angle for the ECN Spray C. The cone angle 
was measured by detecting the pixel brightness gradients of high-speed 
visualisation images highlighting locally the spray periphery [6]. 
Furthermore, to better visualize the cone angle in Fig. 8a, cells in a 
single-phase state, whether entirely liquid or gas, are assigned a vapor 
volume fraction value of 0.

Fig. 8b illustrates the mass fraction within the jet. The image 

Fig. 7. Comparison between steady-state projected density profiles of fuel spray obtained from experimental measurements and numerical simulations for Spray C: 
(a) z-view, x = 0.1 mm, (b) z-view x = 2 mm, (c) y-view, x = 0.1 mm, (d) y-view x = 2 mm.
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effectively captures the multiphase mixing process, revealing a forma-
tion that mirrors what is typically observed in experimental studies. 
Furthermore, Fig. 8c presents the temperature contours for both the in- 
nozzle and spray areas, clearly showing the rise in fuel temperature as it 
mixes with the warmer ambient gas within the combustion chamber. 
Notably, the areas of elevated temperature align closely with zones of 
pronounced shear-flow instabilities, predominantly of the Kelvin- 
Helmholtz type, which serve as the initial stages of jet disintegration 
as shown in Figs. 8e and 8f.

4. Conclusions

A comprehensive flow solver with real-fluid thermodynamics was 
developed to simulate multi-component fluid mixtures, focusing on 
cavitating in-nozzle flow and sprays. The present investigation comes as 
a follow up to the previous study of the authors’ group [22] where a 
thorough validation of the thermodynamic framework has been vali-
dated for different types of diesel, gasoline and aviation fuels. The main 
aspect of novelty of the presented work is the implementation of a robust 
and time effective flow solver based on the highly accurate PC-SAFT 
equation of state employed for thermodynamic closure. The capability 
of the present methodology to concurrently predict in-nozzle flow and 
spray atomisation at sub- and supercritical pressure/temperature con-
ditions, advances the current state of the art with respect to numerical 
tools for highly-compressible injector flows. Its effectiveness was 
confirmed through detailed comparisons with experimental data, eval-
uating its precision in predicting flow characteristics such as the gas 
layer thickness, projected density profiles for the spray region in close 
proximity to the nozzle, and the cone angle of the fuel injection process. 
By leveraging the PC-SAFT, VLE computations, entropy scaling meth-
odologies, and GC methodologies, the model not only accounts for 
thermal effects and local variations of the thermophysical properties but 
also considers the influence of real-fluid behaviour in capturing phe-
nomena such as cavitation, atomization, and vaporization under 
high-pressure/high-temperature conditions. The model adaptability, 
lack of dependence on adjustable parameters, and consistency with 
precise experimental outcomes further affirm its dependability and 
effectiveness in accurately representing complex spray dynamics.
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Fig. 8. Visualization of spray evolution during the steady injection phase (fixed 
needle) for Case D, featuring y-view (X-Z axis) and z-view (X-Y axis) as detailed 
in the ECN coordinate system for Spray C and D injectors (refer to Fig. 2). ECN 
measurements on plume growth, experimentally obtained up to 8 mm and 
subsequently linearly extended, are depicted with orange lines in image (a), 
corresponding to the z-view. Images (a-b) show the vapor volume fraction 
distribution and experimental cone angle, annotated in orange, measured by 
detecting pixel brightness gradients in high-speed visualization images that 
highlight the spray periphery. Images (c-d) illustrate the temperature distri-
bution in the spray region, and images (e-f) detail the fuel mass fraction.
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