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Abstract

Flashing boiling is a phase-changing process that takes place under abrupt
pressure decrease and manifests when a liquid reaches a superheated state.
As a phenomenon, flash boiling is present in many industrial and technical
applications. Flashing can be observed in the case of nozzle, orifice and valve
flows, in cooling applications of cryogenic fluids, in internal combustion
engines for fuel spray atomisation purposes or upon failure and rapture of
pressurised vessels or pipes that contain liquefied gases.

The present work focuses on flash boiling in aerospace and automotive
applications. To study the phenomenon two different numerical approaches
have been implemented. First, a compressible, transient, explicit, density-
based solver, on which tabulated thermodynamic properties have been
implemented, was developed within the OpenFOAM framework and has
been executed for URANS simulations. Secondly, a compressible, transient,
implicit, coupled, pressure-based solver, was used within the framework
of ANSYS Fluent software. A mass transfer model has been developed
and tested with said pressure-based solver using URANS, DES and LES
turbulence modelling.

A wide range of experimental conditions that are of relevance to space
applications has been investigated to study flash boiling using cryogenic
liquids, namely liquid oxygen and nitrogen, and traditional fuels like iso-
octane as the operating fluids. The numerical results highlight that flash
boiling is a process of high uncertainty due to its inherent features, namely
metastability effects and transient phenomena that may occur upon its
development. Although an assumption of thermal equilibrium can not
always be valid, in the case of injection under steady conditions, the results
can be sufficiently accurate. The methodology presented in this work
can be applied without any calibration for any range of conditions that
have been tabulated, regardless of the boundary conditions or the involved
geometry. Although flash boiling in aerospace and automotive applications
has been the focus of this work, the proposed methods can be applied to
a broad spectrum of engineering problems, ranging from gasoline direct
injection (GDI) and aerospace engine optimisation to industrial cooling
and nuclear safety.
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Project’s Contribution

Real fluid thermodynamic properties: The employed methodology
utilizes the Helmholtz Energy equation of state, which is applied in an
extended range of conditions, to represent the properties of cryogenic fluids.
The use of Helmholtz Energy EOS in the framework of cryogenic flashing
has not been documented.

Range of applicability: The applicability of the presented methodology
in an extended range of conditions without the need for adjustments or
calibration is demonstrated in this work. Due to the consistent numerical
flux and the tabulated properties from a high-accuracy EOS, the methodol-
ogy has been applied for pressure conditions that range from supercritical
down to near-vacuum.

Phase-change model evaluation: As part of the present work, a bubble-
dynamics-based phase change model was developed implemented and
evaluated for cryogenic flashing numerical investigations. The evaluation
of such model in the context of cryogenic flash boiling is not documented
and the results of this research produce significant insight in the field.
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Chapter 1
Introduction

Flash evaporation, also referred to as flash-boiling or simply flashing is a phase-changing
process from liquid to vapour that takes place under the effect of abrupt pressure
decrease. Flash boiling is present in many industrial and technical applications of
different production sectors. Due to its “explosive” nature, the variety of conditions
under which it occurs and the effect it has on the evaporating liquid, as well as the envi-
ronment close to the phase change location, flash boiling is an important phenomenon
to be either predicted and mitigated or exploited and enhanced. Manifestation of flash
boiling can be found in flows of liquids through nozzles, orifices and valves, in the case
of flash-induced instabilities in systems of natural circulation, in cooling applications
of cryogenic fluids, upon failure and rapture of pressurised vessels or pipes that contain
liquefied gases, in internal combustion engines for fuel spray atomisation purposes
or in the event of a loss-of-coolant accident of pressurised water nuclear reactors.
Furthermore, flashing is relevant to a wide range of technical applications, ranging
from gas liquefaction and desalination to cryosurgery and food freezing while further
investigation of flash boiling is underway for aerospace applications. The present
research has been conducted under the provision of a European research program
aiming to develop proper modelling tools and use them for simulating and investigating
the phenomenon of flash-induced atomisation.

1.1 Background and motivation

The phase-change rates during flashing are very high. Due to the fast nature of the
phenomenon, should it occur in an uncontrolled manner, the consequences can be
destructive, leading to explosion, fire and equipment damage [12, 13, 14, 15, 16]. In
the field of refrigeration, flashing during the expansion phase of cooling cycles can be
the source of high noise levels [17]. Considering nuclear power-plant safety, flashing
phenomena need to be taken into account since they manifest in the case of a loss
of coolant accident (LOCA) [18]. On the other hand, flashing jets or spray systems
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Chapter 1. Introduction 2

can be of use for industrial applications. NASA has developed the Compact Flash
Evaporator System (CFES), an open-loop heat sink for space usage [19]. In the context
of industrial waste-heat recovery, flashing has been utilized in the operating cycle of
absorption heat pumps [20]. Regarding alumina production, flash evaporation is one
of the key processes involved [21].

In the area of atomisation and sprays, it is evident by the supporting experimental
data that, when present, flashing plays an important role in the morphology of the
resulting spray. This is also acknowledged in the area of gasoline direct injection (GDI)
engines, where both experimental and numerical research is extensive [22, 23]. For
its effect on the morphology of the spray, flash boiling is also of great interest for
space applications. Space launch vehicles use a combination of fuel and oxidiser as a
means of propulsion. For modern liquid-fuelled rocket engines (LRE), liquid oxygen
(LOx) is commonly used as an oxidiser while Hydrogen, Methane or highly refined
kerosene (RP-1) are some of the most used fuels. First-stage rocket engines ignite and
operate during lift-off in atmospheric conditions. However, the cryogenic liquids that
comprise the upper-stage rocket engine propellant are injected into the combustion
chamber, where near-vacuum conditions prevail prior to the ignition. The injection at
low-pressure conditions results in a high superheat ratio (Rp) of the involved fluids,
thus resulting in flashing. Investigation of cryogenic flash boiling at an experimental
level is important for the comprehension of such processes but is limited due to the
extreme conditions of operation and storage of the fluids.

To fully understand flash boiling, experimental data are of great importance.
However, experimental campaigns that focus on cryogenic liquids are scarce. The fact
that most experimental data on the field have been produced by national space centres
or very specialised laboratories is indicative of the high cost and difficulty of conducting
cryogenic flashing experiments. The literature review included in Chapter 2 presents
thoroughly the experimental activity in the field, but some indicative cryogenic facilities
are operated by organisations such as the German Aerospace Center (DLR), the
French National Aerospace Centre (ONERA) and the American National Aeronautics
and Space Administration (NASA). Research conducted within the aforementioned
laboratories includes the work of Hendricks et al. [5] where two-phase flows of liquid
Oxygen and Nitrogen through different orifices were investigated under a wide range
of conditions, the work of Lamanna et al. [7] in which the behaviour of fully flashing
liquid Oxygen and Ethanol sprays was documented and the work of Rees et al. [24]
that reported on the morphology of flash boiling liquid nitrogen sprays.

It is clear from the literature research that the availability of cryogenic flashing
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data is limited, thus the development of accurate and robust modelling methodologies
is an important part of the research on flash-boiling and an alternative approach
towards the understanding of the phenomenon. The motivation for the present work
is drawn by the need to investigate, analyse and better utilise the phenomenon of flash
evaporation in the context of cryogenic superheated injection and spray formation. For
this investigation, the necessary numerical tools and models were developed, tested
and applied in a wide range of operating conditions, providing additional insight to
the experimental observation.

1.2 Objectives

The main objective of this work was to propose and evaluate a universal modelling
framework suitable for the prediction of the evolution of multiphase flows with a
main focus on flash-boiling conditions and cryogenic fluids. The methodology was
developed within the OpenFOAM open-source environment and was evaluated for
in-nozzle as well as for spray-formation prediction performance. More specifically, a
time-resolved, explicit, density-based solver implementing a Mach-number consistent
numerical flux scheme was used. Thermodynamic properties of the operating fluids
were determined by using the Helmholtz energy Equation of State (EOS) and inserted
in the numerical code in tabulated form. Due to the interest in investigating conditions
resembling second-stage rocket engine ignition, liquid oxygen has been selected as
the operating fluid due to its extensive use as an oxidiser. Further evaluation of the
developed methodology was an objective of this work. This was possible by applying
the methodology to relevant experimental conditions. Experimental data from liquid
nitrogen flashing spray formation were used. A secondary objective of the present
work was the implementation of a kinetic-theory-based phase-change model to a
coupled (pressure-based) solver. This part of the work was materialized within the
ANSYS-Fluent environment. The aim was the comparative evaluation of all relevant
results and to highlight the advantages and disadvantages of used approaches. The
kinetic-theory-based phase-change model was also selected to be used in a Large
Eddy Simulation (LES) framework for relevant flash boiling conditions to assess its
performance.
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1.3 Outline

This thesis comprises seven chapters. The previous sections of the current chapter
briefly presented the research background on the topic of cryogenic flash-boiling as well
as the motivation for performing the work that is included in the following chapters.
In Chapter 2 an overview of the mechanisms of flashing is presented. Nucleation and
bubble growth concepts are discussed. Relevant experimental cryogenic campaigns are
highlighted and different numerical modelling approaches for flash-boiling conditions
are presented. Chapter 3 describes the relevant numerical methodologies that were
utilised in the present work and the complete range of boundary conditions that have
been examined numerically. The chapters that follow include the specifics of all the
performed numerical investigations and their results. More specifically, Chapter 4
includes work on the numerical modelling of liquid Oxygen flow under sub- and super-
critical conditions, Chapter 5 presents the research on numerical modelling of liquid
Oxygen and Nitrogen flow under flashing conditions and in Chapter 6 the results of a
Large eddy simulation of iso-Octane flow through a gasoline injector under flashing
conditions are presented. Finally, Chapter 7 sums up the conclusions drawn by the
complete numerical work in this thesis.



Chapter 2
Literature review

2.1 Overview

Flashing manifests when a liquid reaches a superheated state, i.e. its pressure and
temperature bring the liquid to a metastable condition. On a diagram of pressure
(p) and specific volume (v), the metastable regions of either superheated liquid or
supercooled vapour lie on the overlap of the areas within the saturation dome and
outside the spinodal curves. As displayed in Figure 2.1 there are two possible ways
for a subcooled liquid, being at state “A”, to reach a metastable (superheated) state.
One possible way is the isobaric heating, path A-T, and the other is the isothermal
depressurisation, path A-P. For each metastable state (p, T ), the degree of superheat
of the liquid is defined as ∆T = T − Tsat(p).

The degree of superheat that a liquid can reach depends on the rate at which
each process takes place. The faster the process, the higher the superheat degree
that a liquid can attain before it reaches the theoretical thermodynamic limit of the
spinodal curve where (∂p/∂v)T = 0. This limit cannot be achieved due to practical
reasons, such as impurities within the liquid, pre-existing gas that is dissolved in the
liquid body, wall roughness of the liquid container, and the inability to achieve high
depressurisation or heating rates. Apart from the superheat degree, ∆T , the liquid
superheat is expressed in the literature using the magnitude of the “superheat ratio”
or simply “superheat”, Rp, which is defined as Rp = psat(Tin)/pamb, where psat(Tin) is
the saturation pressure of the liquid at the inlet temperature and pamb is the ambient
pressure of the injection chamber where the initially subcooled liquid is being injected.

2.2 Nucleation

Within the body of a superheated liquid, the thermodynamic properties exhibit minor
fluctuations that can lead to the initiation of phase transition towards a stable state.
The first step of this process is nucleation, i.e. the formation of vapour bubbles within
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Figure 2.1: Schematics of pressure-volume isotherms for a pure fluid.

the liquid body. The nucleation process can manifest in two different ways depending
on the superheat degree [25]. In the case of homogeneous nucleation, the forming
of the vapour bubbles takes place everywhere within the liquid volume whereas in
heterogeneous nucleation, the formation of bubbles initiates on the interfacial regions
between the liquid and a, usually, solid boundary [26, 27, 28] or even impurities such
as dissolved gas.

According to classical nucleation theory, Equation 2.1 describes the formation
energy of a nucleus with radius r. The first term represents the interfacial energy
between the two phases and the second term is the difference in volume free energy
between the phases. If we define a large homogenous spherical droplet as a cluster,
the maximum point (∆G∗) of Equation 2.1 corresponds to the critical cluster size, as
described by Equation 2.2. ∆G∗ represents the energy barrier that a system has to
overcome in order to reach a new stable condition. A nucleation cluster that is larger
than the critical nucleation cluster will, on average, grow up whereas a cluster that
is smaller will, on average, collapse. For flashing conditions, the chemical potential
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of the liquid phase is higher than the chemical potential of the vapour phase. This
chemical potential difference (∆µc) is the driving force for the transformation between
liquid and vapour phases [29].

∆G = 4πr2σ − 4π

3 r3∆µc (2.1)

∆G∗ = 16π

3
vl2σ3

|∆µc|2
(2.2)

For a system, a nucleation rate can be expressed as a function of the energy barrier
(Equation 2.3).

J = J0 exp
(

− ∆G∗

kBT

)
(2.3)

where J0 is a pre-exponential factor. Since the nucleation rate is clearly sensitive to
the quantity within the exponential, Lamanna et al. [30] proposed the dimensionless
parameter χ, or energy barrier to nucleation (Equation 2.4), as a criterion for identifying
the transition to fully flashing conditions. For values of χ higher than 1, a cluster
does not have the internal energy needed to overcome the nucleation barrier, while for
values of χ lower than 1, bubble nuclei can be formed.

χ = ∆G∗

kBT
(2.4)

Another factor that can affect the nucleation inception and thus flashing is the
fluctuation of pressure around an average value, due to turbulence. In the example of
converging nozzles, pressure fluctuations can lead to flashing onset earlier in the nozzle
than anticipated and therefore interfering with the quality of the resulting spray or jet.
Finally, regarding the existence of dissolved gas, studies conclude that even a small
amount results in reduced attainable superheat [31].

2.3 Bubble growth

After the initialization of nucleation, when the conditions are favourable e.g. within
an atomization system, the bubbles that have formed are undergoing a growth stage.
Bubble size is a very significant parameter, however, the bubble growth process is
non-linear and analytical correlations can only be used under simplifying assumptions.
For the case of a spherical bubble, Rayleigh [32] was the first to formulate a bubble
growth equation (Equation 2.5). In his work, viscosity (µ) and surface tension (σ) are
not considered and the growth process is controlled by inertial forces.
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RR̈ + 3
2Ṙ2 = pv − p∞

ρl

(2.5)

After a nucleus is created and provided that its initial dimensions exceed a radius
of Ri = 2σ/(pv − p∞), small fluctuations of pressure difference across the surface of
the bubble can lead to either collapsing or growth. By assuming a constant growth
rate, Equation 2.5 solved for Ṙ, yields:

Ṙ =
√

2(pv − p∞)
ρl

(2.6)

Finally, if the effects of surface tension and viscosity are introduced in the problem
formulation, Equation 2.5 results in Equation 2.7, also known as the generalized
Rayleigh-Plesset equation [33]:

RR̈ + 3
2Ṙ2 = 1

ρl

(
pv − p∞ − 2σ

R
− 4µ

R
Ṙ

)
(2.7)

Four stages can be identified in the process of bubble growth within superheated
liquid [34]. In the first stage, the bubble size is small and the growth rate is dominated
by the surface tension or even restricted by it. During the second stage and for a
large enough initial superheat, the growth rate reaches the value of Equation 2.6.
In stage three, the liquid shell that surrounds the bubble is cooled down due to the
removal of the heat needed for evaporation and at the same time, the vapour pressure
decreases. At this stage, both inertia and thermal diffusion control the bubble growth
rate. Finally, during stage four, the growth is controlled by thermal diffusion, i.e. by
the supply of heat to the vapour-liquid interface. From Equation 2.7 becomes apparent
that as the bubble increases its radius, surface tension and viscosity terms decrease
and the bubble pressure, pv, approaches the ambient pressure, p∞, and consequently,
temperature T∞.

Regarding the prediction of bubble growth, different models have been proposed.
In the work of Plesset and Zwick [35], an asymptotic solution for the bubble radius is
presented.

Ṙ =
(3α

πt

)1/2 ρl cl(T∞ − Tsat)
L ρv

(2.8)

where α is the speed of sound, L is the latent heat and t is a generalized time variable. In
this type of expression, bubble growth can be described as thermal diffusion controlled.
In agreement with Equation 2.8 were also the solutions of Forster and Zuber [36] ,
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Birkhoff [37] and Scriven [38].

An equation that would combine the inertia-driven bubble growth with the thermal
diffusion growth was presented in the work of Mikic et al. [28]. By using the linearized
Clausius-Clapeyron equation for the vapour pressure curve and by assuming thermal
equilibrium in the vapour bubble (Equation 2.9), a generalized closed-form expression
can be formulated (Equation 2.10) applicable for both the inertia-driven stage and the
thermal diffusion stage of bubble growth. A similar approach has been presented in
the work of Miyatake and Tanaka [39, 40].

pv − p∞ = ρvL

Tsat

(Tv − Tsat) (2.9)

R∗ = 2
3

[
(t∗ + 1)3/2 − (t∗)3/2 − 1

]
, R∗ = R

B2/A
, t∗ = t

B2/A2 ,

A =
[2
3

(T∞ − Tsat) L ρv

Tsat ρl

]1/2
, B =

[12
π

Jα
2 α

]1/2
, Jα = ρl Cpl (T∞ − Tsat)

ρvL
(2.10)

Theofanous and Patel [41] used a different linearization form of the Clausius-
Clapeyron equation to account for the underestimation of the bubble growth rate for
higher superheat degrees. They suggested the following expression that described the
experimental data of R113 more accurately:

pv − p∞ = ρv(T∞) − p∞

T∞ − Tsat

(Tv − Tsat) (2.11)

Figure 2.2 presents in a comparative manner the predicted bubble growth in
superheated water. More specifically, the dimensionless bubble radius, R∗, is plotted
as a function of dimensionless time, t∗, based on proposed expressions from the
literature. The factors that mostly affect the accuracy of bubble growth predictions
lie predominantly in assumptions that have been made for the derivation of a bubble
growth expression. The assumption of thermal equilibrium at the interphase of a
vapour bubble and the surrounding liquid might not be accurate at all times. In
such cases, the departure from equilibrium can be dealt with by using a proper
accommodation coefficient. Further discussion on the matter of thermal equilibrium is
presented in paragraph 2.6. The assumption of common velocity between a bubble and
the surrounding liquid can also influence the predicted bubble growth, since, in the case
of relative motion, the heat transfer can be affected. In a case where there is relative
motion, assuming a spherical bubble can also lead to deviations. Finally, bubble
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Figure 2.2: Comparison of different models for predicting bubble growth in super-
heated water (based on [1]).

growth can be limited by turbulence, as bubbles are bound to be broken by vortices of
lesser size. With regard to the bubble growth assumptions, certain characteristics of a
flow can be determined by non-dimensional numbers. For the following definitions,
the characteristic length, L, in the case of a bubble of radius R is L = 2R.

Reynolds number: Re = ρ UL

µ
(2.12)

Weber number: We = ρl U2L

σ
(2.13)

Froude number: Fr = U√
g L

(2.14)

Strouhal number: St = fL

U
(2.15)

Pradtl number: Pr = Cp µ

λ
(2.16)
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Mach number: M = U

c
(2.17)

2.4 Flash boiling atomization

Flash boiling can be utilized for atomization purposes as is one of the most effective
means of generating fine and narrow-dispersed sprays [31]. Flash atomization finds
application in various fields, such as coatings, agriculture, combustion, turbines, sensing,
desalination, energy storage, refrigeration, pharmaceutical, and even in household
sprays (e.g. inkjet printers) [3]. The complex nature of the flash-atomization process,
however, does not always allow for the full exploitation of the phenomenon. The
sequence of processes that take place for flash atomization to occur includes intense
nucleation, fast bubble growth and, eventually, liquid atomization. The quality of
the resulting spray is determined by the inter-relationship between those distinctive
processes.

Regarding spray quality, the pharmaceutical and automotive industries can be given
as examples. Fine spray is important in pharmaceutical sprays since large droplets lead
to oral thrush in about 5% of the patients, as well as cough and bronchospasm [42].
Similarly, fine spray and a shorter penetration length (that is often accompanied by
wide cone angles) are crucial for fuel injection systems, where droplet wall impingement
should be avoided [43], and lower injection pressure is important for safety issues [44].
Overall, the desired spray qualities that can be achieved by flash atomization are a
smaller Sauter mean diameter (SMD) for lower pressure differences, more uniform
distribution, wider cone angles and, finally, shorter breakup (penetration) length.
Those qualities can be obtained by increasing the superheat degree (i.e. increasing the
injection temperature or decreasing the ambient pressure), thus leading the breakup
regime to transition from the mechanical breakup towards the fully flashing regime.

Regarding the mean diameter, Figure 2.3 presents a correlation of SMD as a
function of (a) superheat degree and (b) superheat ratio, Rp = psat(Tinj)/pamb, where
psat(Tinj) is the saturation pressure of the injected liquid at the initial injection
temperature and pamb refers to the ambient pressure at the outlet. It can be observed
that since subcooled fluids will not flash, the liquid breakup will take place only due
to mechanical shear and hydrodynamic instabilities. During the partial (transition)
regime, the thermophysical properties of the liquid phase and its expansion are non-
negligible [2]. Finally, Beyond the cutoff point, the SMD is assumed to decrease very
slowly (∼ 0.1 µm/K). In terms of spray cone angle, due to different radial and axial
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velocities, the spray spreads in a conical formation. As the outer ligaments decelerate,
the air is entrained within the ligaments and the spray is divided into concentric conical
sprays [45]. In the case of flashing spray, the entrainment inherently occurs earlier,
contributing to the increase in cone angle and to decrease in the breakup length.[3].

Figure 2.3: Variation of the Sauter mean diameter (SMD) with (a) superheat degree
(adapted from [2]) and (b) superheat ratio (adapted from [3]).

2.5 Cryogenic flows and experimental data

Flash boiling in the context of cryogenic fluids is relevant in many technological
applications, ranging from dermatological surgery to liquid rocket engine (LRE)
technologies. The present work focuses on the latter, where, in the case of upper-
stage rocket engines that operate in a near-vacuum pressure environment, flashing
can manifest during the engine ignition of the rocket propellant. The appearance of
flash-boiling has an impact on the propellant atomisation and final distribution within
the area of the combustor. Understanding the process of propellant disintegration
under superheated conditions is paramount for appropriate ignition system design for
operation under all flight conditions. Although experimental data on the injection
of cryogenic fluids under superheated conditions are needed in order to understand
cryogenic flashing, the relevant available database is extremely limited, for reasons
well explained in the work of Lamanna [46]. In this paragraph, relevant experimental
research in the area of cryogenic fluids for a wide range of conditions is presented.

In the field of Aerospace, Hendricks et al. in the NASA technical report of
1976, experimented with two-phase flows of LOx and LN2. Two different types of
converging-diverging nozzles were tested and the operating conditions ranged from
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sub- to super-critical. Pressure distribution within the nozzles and mass flow rates
from a wide range of conditions were reported. Data from this investigation were used
in the present work for validation purposes.

In research regarding rocket fuel propellant injection, Mayer and Tamura [47]
presented flow visualizations and measurements from injection, spray formation, su-
percritical mixing, evaporation, and combustion in a liquid rocket engine combustor
at supercritical chamber pressures up to 10.0 MPa. The investigation revealed a
remarkable difference between subcritical spray formation and evaporation, and the
supercritical injection and mixing processes. More specifically when chamber pres-
sure approaches supercritical values the injection can no longer be regarded as an
atomization or spray formation process as, under these conditions, droplets no longer
exist. In a later work of Mayer et al. [48] cryogenic fluids were injected into various
gases under both cold-flow and hot-fire conditions and the results were reported by
means of flashlight photography and high-speed cinematography. Both subcritical and
supercritical conditions were considered. The differences between subcritical spray for-
mation and evaporation and supercritical injection and mixing were distinct. Close to
critical chamber pressure a fluid/fluid mixing process rather than spray formation can
be observed. This mixing process was found to be very sensitive to small fluctuations
in pressure, temperature, local mixture concentrations, and initial injection conditions.

In the area of cryogenic propellant combustion, the Mascotte test bench developed
by ONERA provides data that aims to give insight into the physical and chemical
aspects of the process. Habiballah et al. [49] and Vingert et al. [50] present the results
produced during studies of high-pressure cryogenic flames conducted on the Mascotte
facility. The measurement techniques include high-speed photography, shadowgraphy,
backlighting, and Coherent Anti-Stokes Raman Scattering (CARS). The findings reveal
differences of flame structure in sub-and supercritical regimes and evidence of the
absence of ligaments and droplets around the LOx jet at supercritical pressure are
presented. Operating conditions from those investigations were used in the present
work as guidelines for the choice of specific sets of boundary conditions.

Lamanna et al. [30] present a systematic study on flashing atomisation, including
storable and retrograde fluids. Their analysis indicates that bubble nucleation is the
rate-controlling process for both the transition to fully flashing and for the spray lateral
spreading. For very high values of initial superheat, a complex shock wave structure
appears around the flashing jets. Such shock systems are observed consistently in
both standard and retrograde substances. In subsequent work, Lamanna et al. [7]
widened the investigation to cryogenic fluids and researched the disintegration of highly
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superheated jets by means of high-speed shadowgraphy. They postulate that transition
to the fully flashing regime occurs when the excess in chemical potential equals the
surface energy work or, analogously, the non-dimensional expression for the energy
barrier is of order 1. Data from this investigation were used in the present work to
assess the predictive capability of the presented methodologies.

Luo and Haidn [29] have performed experimental characterization of flashing phe-
nomena with cryogenic fluid under vacuum conditions. Their spray morphological
study conducted that with the increase of liquid superheat, the spray undergoes a
process of shifting from the mechanical atomization regime to the flashing-controlled
atomization regime. The fully flashing sprays examined, featured wide bell-shaped
spray angles and finely atomized droplets. Their analysis of the lateral spray propaga-
tion concluded that the superheat enhances the spray angle up to a certain threshold.
Moreover, the study showed that bubble nucleation is a controlling factor for the
evolution of the flashing process. Considering the non-dimensional energy barrier to
nucleation, χ, the research came to the conclusion that χ can work as an indicator for
the cryogenic flashing transition process with the onset of the fully flashing regime
taking place on a χ value of around one.

Rees et al. [24] analysed using high-speed shadowgraphy 26 superheated liquid
nitrogen (LN2) sprays under varying degrees of superheat in order to investigate the
morphology and typical behaviour of cryogenic flash boiling sprays. Their research
confirmed that an increase in the superheat degree leads to the transition from narrow
and turbulent sprays, to open-wide fine and well-atomized sprays. However, after a
certain superheat level, the spray patterns remain unaltered. It was calculated that the
maximum spray angle of the spray was about 170°. In their work, they also tested the
effect of the injection pressure and they concluded that halving the injection pressure
leads to wider sprays for lower degrees of superheat. This is justified due to the more
intense nucleation within the injection orifice. Finally, shock structures like a barrel
shock and a Mach disc were observed as well as the solidification of nitrogen around
the envelope of the most highly superheated LN2 sprays revealing temperatures below
the triple point. Data from this investigation were used in the present work to assess
the predictive capability of the presented methodologies.

2.6 Numerical modelling of flashing flows

Many models and numerical approaches have been proposed with the purpose of simu-
lating a variety of flashing conditions. Those endeavours range from one-dimensional
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simulations and simple empirical models to three-dimensional simulations utilising
more complex models. According to the categorisation of Liao and Lucas [18] the
modelling approaches can be divided into four main groups. The groups are formed
by considering the approach of each model in terms of homogeneity, i.e. all involved
phases assume the same velocity, and thermodynamic equilibrium, i.e. the assumption
that the temperature is equal for the liquid and the vapour phase on the interphase.
Figure 2.4 represents a vapour bubble within a liquid environment. The temperature
variation of the vapour, Tv, and the liquid, Tl, are presented for the cases of thermal
equilibrium and thermal non-equilibrium.

Figure 2.4: Representation of a growing vapour bubble within the liquid environment
under thermodynamic (a) equilibrium and (b) non-equilibrium (based on [4].)

Based on their assumptions, flashing models can be categorised as (a) homogeneous
equilibrium, (b) non-homogeneous equilibrium, (c) homogeneous non-equilibrium and
(d) non-homogeneous non-equilibrium models. Figure 2.5 presents a visual classification
of available modelling approaches and indicative research under each category, while a
detailed review of the modelling work under each category is presented in the next
paragraphs.

2.6.1 Homogeneous equilibrium models

Homogeneous Equilibrium Models (HEM) are the most simplistic of the models in the
four categories. Those models represent the two-phase flashing flow as an equivalent
single-phase flow with assumptions of homogeneous velocity, i.e. common velocity
at the interface of liquid and vapour areas, and thermal equilibrium, i.e. the shared
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Figure 2.5: Classification of available approaches for modelling flashing flows depend-
ing on the assumptions on thermal and mechanical equilibrium.
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temperature at the aforementioned interface. Most HEM applications evaluate the
thermal properties of the flow with the use of interpolation between the liquid and
vapour property values based on the equilibrium quality. Such HEM applications have
been used for nuclear reactor safety analysis on the possibility of Loss-Of-Coolant-
Accident (LOCA). Work on critical flow has been made by Leung [51], who established
that the model works well for long pipes, where the time is sufficient for equilibration
between the phases. Regarding critical flow rates for short pipes, flow rates predicted
by the HEM are considerably less than those obtained experimentally [52, 53, 54, 55].
On the matter of flow instability, Hu et al. [56] and Podowski [57] report that the
predictions of HEM are conservative in comparison to slip and two-fluid models,
due to the fact that the HEM void fraction is higher. Finally, Richter [58] reaches
the conclusion that during the inception of steady-state flashing, the assumption
momentum equilibrium is applicable.

2.6.2 Non-homogeneous equilibrium models

The Non-Homogeneous Equilibrium Models (NHEM) also follow the assumption of
thermal equilibrium, but contrary to the assumption of the homogeneous models of
complete momentum transfer between the two phases, they theorise that the two
phases do not share a common velocity. Early implementations of such models that
investigate critical flow through long tubes [59, 60, 52, 61], assume thermodynamic
equilibrium but relax the requirement of equal phase velocities by introducing a velocity
slip ratio. In a comparative study by Attou et al. [62] an extreme case of NHEM, was
compared to a HEM. Due to the fact that momentum is completely transferred in
HEM, the liquid that is injected within a gas environment, is found to numerically
decelerate faster than the experimental measurements. On the other hand, the use of
NHEM causes the liquid to decelerate slower. A more complex approach is the use of
the drift-flux model where void distribution and vapour drift velocity are evaluated
empirically. It is simpler than the two-fluid model, however, it requires some drastic
constitutive assumptions causing some of the important characteristics of two-phase
flow to be lost. In the work of Hu et al. [63] it was found that the steady-state
prediction of natural circulation flow rates was larger than those of a two-fluid model
at both low and high pressure. The stability analysis of a boiling natural circulation
loop undertaken by Inada et al. [64] resulted in an overprediction of velocity and flow
rates.
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2.6.3 Homogeneous non-equilibrium models

Thermal non-equilibrium is considered an important feature of flashing flows. It is
caused by the nucleation delay and limited rates of vapour generation. The methods
to describe thermal non-equilibrium can be categorized into four types of models:
(a) empirical models, (b) relaxation models, (c) delayed equilibrium models and (d)
physically based models. Empirical models are mostly based on HEM on which
an empirical factor is introduced and adjusted accordingly in order to express the
thermal non-equilibrium effects. In the work of Henry and Fauke [60] a correction
factor was introduced. This empirical factor was defined based on the deviation of
the experimental flow rates and the HEM predictions and it practically adjusted
the vapour generation rate to a fraction of the equilibrium driven value. Simpson
and Silver [65] and Edwards [66] introduced a homogeneous model that employs two
empirical coefficients to account for the non-equilibrium nucleation process. One
is the time delay for bubble nucleation, and the other is the number concentration
of bubble nuclei. Finally, empirical models taking into consideration the pressure
undershoot have also been proposed. Such is the work of Lackme [67] who used
the assumption that evaporation starts for pressure values 5% below the saturation
pressure corresponding to the initial liquid temperature.

Relaxation models are based on the idea that the actual value of quality, x, is
initially lower than the equilibrium value, xe, but eventually relaxes and gradually
approaches equilibrium. The homogeneous relaxation model (HRM) was proposed by
Bilicki and Kestin [68]. The model comprised the HEM equations and an additional
equation that describes the rate of x approaching the local equilibrium value. The
HRM introduces a coefficient called relaxation time that is a function of pressure,
enthalpy and current x value. Regarding HRM, relaxation time functions can be
derived from different variables and may vary. Downar-Zapolski et al. [69] derived a
correlation for the relaxation time for the “Super Moby Dick” geometry under critical
flow rates [70]. Mohammadein [71] derived a formula for the thermal relaxation time
by analytically solving energy and relaxation equations. It is important to note that all
derived relaxation time correlations include empirical coefficients that are undeniably
the main factors affecting the resulting vapour production and distribution. Moreover,
HRM is found to predict non-physically large relaxation time scales in some cases, e.g.
low temperatures [72].

The concept of the Delayed Equilibrium model (DEM) is not as widespread as the
previously presented non-equilibrium model types. It is based on the assumption that
the flashing flow is a mixture composed of three phases: saturated liquid, saturated
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vapour and metastable liquid [73]. The mixture is at equilibrium with regard to
pressure and phase velocities, but the metastable liquid is in thermal non-equilibrium
with the saturated phases and is assumed to expand in an isentropic manner. An extra
mass balance equation for the metastable liquid is added to the system. In the work
of De Lorenzo et al. [74] the DEM is presented in comparison to HEM, the Moody
non-homogeneous model and the Henry-Fauske non-equilibrium model. More than
450 experimental data sets were used to assess the accuracy of the tested models. The
writers found that HEM produces good results in evaluating the critical mass flow
rates for long tubes but seems to fail to predict the pressure undershoot. Moody’s
model was found unsuitable under two-phase stagnation conditions. The Henry-Fauske
model produced good predictions for the discharge of saturated vapour or two-phase
mixtures from nozzles and orifices but overestimated the critical mass flow in long
tubes while underestimating it in the case of subcooled or saturated water through
short pipes and nozzles (L/D < 5) [75]. Finally, DEM exhibited reliable results for a
range of tube lengths in terms of both critical pressure and critical mass flux.

Due to the incomplete comprehension of the flashing process, an exact definition of
the non-equilibrium effects is not available and therefore the accuracy level of the results
of a model is not necessarily proportional to its complexity. Physically based models
focus predominantly on the nucleation and heat transfer between involved phases. An
example of such models is the model of Wolfert et al. [76] that combined cumulatively
the heat diffusion model of Plesset and Zwick [35] and the convection model of
Ruckenstein [77] and demonstrated good applicability in a variety of experimental
conditions.

2.6.4 Non-homogeneous non-equilibrium models

In addition to taking into account the non-equilibrium effects related to the nucleation
and heat transfer, the non-homogeneous non-equilibrium models take into consideration
the difference in the velocity between the gas and liquid phases with the use of the
drift-flux model or by adopting a two-fluid model approach.

A drift-flux model has been applied by Kroeger [78] to describe pipe blowdown
conditions reported by Edwards and Q’Brien [66]. The non-equilibrium effect was taken
into account using a relaxation-type model. The author concludes that non-equilibrium
effects were not clear, and agreement with the experimental results could be reached
with the use of either a homogeneous or relaxation model. Elias and Chambé [79]
presented a non-equilibrium drift-flux model that assumes that the evaporation rate is
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dictated by the heat transfer between the two phases. The simulations showed that
neglecting the delay on nucleation inception in the case when the phase change has
not initiated at the inlet, results in a systematic under-prediction of the critical flow
rate. In the case when the fluid at the inlet comprises two phases, this behaviour was
not observed. Moreover, the authors mention the inherent limitations of the drift-flux
model in the case of non-equilibrium flow configurations. Saha et al. [80] developed a
non-equilibrium model with different interphase heat transfer considerations. The root
mean square of conduction and convection heat transfer coefficients was used in the
calculations and the bubble number density needed to estimate the interfacial area
density was determined by fitting the model to experimental data. Good agreement
was achieved for bubbly flows but in the case of bubbly-slug flows, the results were
found to deviate. An improvement to the drift-flux model came from Riznic et al.
[81]. The authors, instead of assuming a constant bubble density, introduced a bubble
number transport equation. Moreover, with regard to the effects of variable pressure on
the conduction bubble growth model, they concluded that bubble radius will increase
by a factor of tn+1/2, where t is the time variable, instead of t1/2 that would be the
growth expected based on the initial superheat.

Overall, the drift-flux model has exhibited limitations in the case of acoustic wave
propagations, choking phenomena and high-frequency instabilities [82, 83]. On the
other hand, the two-fluid model is found to be more accurate in calculating the relative
velocity between gas and liquid phases [80] but it is important for the momentum
transfer to be modelled accurately. The two-fluid model has been used in the work
of Rivard and Travis [84] where the flow rate and pressure results showed good
agreement for various nozzle geometries. Richter [58] implemented the two-fluid model
to investigate steam-water mixtures through various nozzles and calculate the critical
flow rate. He hypothesized that convention was the main mechanism of heat transfer
between the two phases and considered different flow regimes. The research concluded
that thermal non-equilibrium was a significant factor for bubbly flow regimes while
hydrodynamic non-homogeneity had an influence on the churn-turbulent flow regime
results. For analysing flashing flows through pipes and nozzles, Wein [85] developed a
two-fluid model consisting of six conservation equations of mass and momentum, liquid
thermal energy and bubble number transport and considering nucleation both on the
wall and in the bulk fluid. The results supported the hypothesis that non-equilibrium
effects become more important as the vapour volume fraction increases.



Chapter 3
Numerical methodology

This chapter describes all the numerical methodologies that have been utilised for
proceeding with the simulation research that is presented in chapters 4, 5, and 6. All the
performed research work involves numerical investigation of two-phase flows for a range
of operating conditions. The conservation equations that describe the fluid movement
are initially presented in Section 3.1. The treatment of the turbulence closure problem
leads to the formulation of the unsteady Reynolds-averaged Navier-Stokes (URANS)
framework, the Detached Eddy Simulation (DES) framework and the Large Eddy
Simulation (LES) framework, all of which, have been used in this work. An important
objective of this work is to evaluate and compare the effectiveness of phase-change
models that are based on different assumptions, i.e. thermal non-equilibrium and
thermal equilibrium. The non-equilibrium phase-change model was implemented with
the use of a pressure-based solver, whereas the homogeneous equilibrium phase-change
model (HEM) was implemented with the use of a density-based solver. Information
regarding the use of those types of solvers and their interaction with the phase-change
models is included in Section 3.2. The equations of state (EOS) that have been
utilized are presented in Section 3.3. The derivation of thermodynamic properties
from Helmholtz energy EOS and the process of tabulation of those properties is also
described. As flash boiling is an intense phase-change process, all the numerical
research that has been conducted focuses on two-phase flows and the underlying phase-
change mechanisms. The phase-change models that have been used are described in
Section 3.4. Regarding the thermodynamic properties of the working fluids, namely
oxygen, nitrogen and iso-octane, basic fluid information, constants and the selected
equations of state and their characteristics are presented in Section 3.5. Finally, the
complete list of examined conditions is presented.

21
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3.1 Conservation equations

The work that is presented here, considers unsteady, turbulent, compressible, multi-
phase flows of viscous Newtonian fluids. The behaviour of such flows can be described
by employing a set of conservation equations in terms of mass (Equation 3.1), mo-
mentum (Equation 3.2), also referred to as the Navier-Stokes equations, and energy
(Equation 3.3).

∂ρ

∂t
+ ∇ (ρ v⃗) = Sm (3.1)

∂

∂t
(ρ v⃗) + ∇ (ρ v⃗v⃗) = −∇p + ∇ · (τ̄) + Sf (3.2)

∂

∂t
(ρE) + ∇ · (ρE v⃗) = −∇p v⃗ − ∇q + ∇(τ̄ v⃗) + Sh (3.3)

where ρ is the density of the fluid or mixture,
v⃗ is the fluid velocity vector,
t is time,
p is the static pressure,
τ̄ is the stress tensor,
E is the total energy and
Sm, Sf and Sh are the sum of all mass, momentum and energy sources applied.

The stress tensor, τ̄ , is calculated by equation Equation 3.4.

τ̄ = µ
[(

∇v⃗ + ∇v⃗T
)

− 2
3 ∇ · v⃗ I

]
(3.4)

where µ is the molecular viscosity of the fluid and I is the unit tensor.

It can be mentioned that in many fluids, viscosity depends only on temperature
and not on pressure. The fluids that satisfy Equation 3.4 are called Newtonian fluids.
Air and water are some very common examples of Newtonian fluids. Other examples
are the cryogenic fluids, namely nitrogen and oxygen that were investigated in the
present work. Non-Newtonian fluid examples are polymers and blood.

The set of Navier-Stokes and energy conservation equations are non-linear, partial,
second-order differential equations that describe accurately the motion of bodies of fluid.
For turbulent flows, the direct numerical resolution of the Navier-Stokes equations
is extremely computationally demanding as the spatial and temporal discretization
requirements are high. The computational cost for direct numerical simulations
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(DNS) is increasing proportionally to the cube of the turbulent Reynolds number
of the flow (∝ Ret

3) rendering this approach viable only for small-scale research
purposes and practically impossible for industrial scale engineering applications. Lower
computational cost alternatives to DNS, are the unsteady Reynolds-averaged Navier-
Stokes (URANS) framework, the large eddy simulations (LES), as well as combinations
or variations of those two approaches like the detached eddy simulations (DES), all of
which are presented in this chapter.

3.1.1 Unsteady Reynolds-averaged Navier-Stokes

For practical engineering applications, in order to keep the computer processing and
memory needs at an acceptable level, turbulent flows are very often modelled by the
URANS equations. Those equations are based on the Reynolds decomposition where
a quantity A(x⃗, t) can be decomposed into a mean value Ā, that is called Reynolds
average, and a fluctuation A′. Reynolds decomposition is described in equations
Equation 3.5 and Equation 3.6 [86].

A = Ā + A′ (3.5)

Ā(x⃗, t) = 1
T

T/2∫
−T/2

A(x⃗, t + τ) dτ (3.6)

where T is an amount of time larger than the time scale of the turbulent fluctuations,
but smaller than the time scales of other flow features. Except for the use of Reynolds
average, Ā, the density-weighted mean or Favre average, Ã, is also used in order to
avoid products of fluctuations of density and other quantities and is presented in
Equation 3.7.

Ã = ρA/ρ̄ (3.7)

The fluctuation of the Favre average is presented in Equation 3.8.

A′′ = A − Ã (3.8)

Applying the Reynolds and Favre average in equations 3.1 and 3.2 the mean of the
mass conservation equation gives Equation 3.9.
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∂ρ̄

∂t
+ ∇ · (ρ̄ v⃗) = Sm (3.9)

The momentum conservation equation gives Equation 3.10.

∂

∂t
(ρ̄ v⃗) + ∇ (ρ̄ v⃗ v⃗) = −∇p + σ̄v + σ̄r + Sf (3.10)

where σ̄v is the viscous stress, (Equation 3.11),

σ̄v = 2( µs̄ − 1
3 µ (∇ · v⃗) I (3.11)

and σ̄r is the Reynolds stress, (Equation 3.12),

σ̄r = −ρv⃗′′v⃗′′ (3.12)

Reynolds stress is usually much larger than the value of viscous stress and it
can be related to the mean velocity field with Equation 3.13 that is called the
Boussinesq hypothesis or the Boussinesq eddy viscosity assumption since it assumes that
momentum transfer caused by turbulent eddies can be modelled with the introduction
of eddy viscosity, µt.

σ̄r = −µt(∇ṽ + (∇ṽT ) + 1
3 ρv⃗v⃗ I (3.13)

In order to be able to use the URANS equations, turbulent viscosity must be
modelled and the Reynolds stress, σ̄r, must be expressed in terms of known mean
quantities. The correlations needed to complete the system of equations are provided
by turbulence models. In the broadly adopted one- and two-equations models, eddy
viscosity is calculated based on turbulence kinetic energy, k, and either the turbulent
dissipation, ϵ, or the specific dissipation, ω. In the present work, in the context
of URANS simulations, the k − ω Shear Stress Transport (SST) model has been
utilized. The specific turbulence model is found to perform well in highly turbulent
wall-bounded flows. More specifically, the SST formulation exhibits a k − ϵ behaviour
in the free-stream without excessive turbulence production in regions of recirculation
[87] and is suitable for adverse pressure gradients [88] that are found in the cases on
interest.
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3.1.2 Large eddy simulation

Since turbulent flows are characterized by eddies of a wide range of length and
time scales, the basic idea of Large Eddy Simulation (LES) lies in decomposing the
quantities which describe the flow, i.e. velocity, pressure, body forces etc., into two
parts. One part includes the larger flow structures, characterised by larger sizes and
lower frequencies and the other part includes the remaining smaller scales of higher
frequency. The definition between “large” and “small” scales is implemented with
the use of appropriate filter functions with filter width δ. Based on the filter width,
δ, the larger flow structures (large eddies), which can be comparable in size to the
characteristic length of the mean flow, are resolved directly, while smaller scales, which
contribute to the dissipation of turbulence kinetic energy are modelled. Therefore, in
terms of the fraction of the scales that are being resolved, LES lies between DNS and
URANS.

3.1.3 Detached eddy simulation

The detached eddy simulation (DES) models are hybrid models that combine the
URANS simulations and the LES approach with the purpose of keeping the compu-
tational cost lower than that of LES, but higher than URANS simulations. In this
approach, there is a differentiation of the flow treatment depending on the geometry.
Near the walls, at the boundary layer region, the URANS models are employed and
turbulence is resolved with the use of respective turbulence models. Further away from
wall locations, where large turbulent formations are prevailing, the LES employed and
the appropriate subgrid-scale models are used.

3.2 Pressure and density based solvers

In the context of flow solvers, pressure-based solvers were developed initially for the
solution of incompressible, low-mach-number flows [89]. They were later developed
further and, by manipulating the pressure equation from an elliptic form to a hyperbolic
form [90, 91, 92], pressure-based solvers were able to solve compressible flows extending
from subsonic to transonic and supersonic regimes [93, 94]. Density-based solvers were
initially developed to cover the needs of the aeronautics industry for the solution of
compressible flows [95, 96, 97, 98]. With further development and with the application
of various pre-conditioning techniques, density-based methods can be used for solving
a wide range of flow conditions including low Mach number and incompressible flows
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[99]. In both pressure- and density-based methods the velocity field is computed from
the momentum equations. In density-based solvers, the density field is computed from
the continuity equation and then the pressure field is determined from the equation of
state. In pressure-based solvers, the pressure field is computed by solving a pressure
or pressure correction equation that is derived from the combination of the continuity
and momentum equations. The density field is then determined from the equation
of state [100]. A difference between the two methods can be found in the numerical
approach used for the time linearization of the conservation equations [101, 102, 103]
but both pressure- and density-based solvers can be used for flows exhibiting a wide
range of Mach numbers [104].

To perform the numerical calculations presented in this work, two types of numerical
solvers have been utilized. The first solver type is a coupled pressure-based solver. The
solver was used within the framework of ANSYS Fluent software. For the pressure-
based solver, a two-phase mixture approach was implemented. Mechanical equilibrium,
i.e. a common velocity field, was assumed for the two phases. Apart from the mass,
momentum and energy conservation equations, an additional transport equation for
the vapour volume fraction was solved. The mass transfer model that was implemented
is described in paragraph 3.4. Second-order accurate numerical schemes were employed
for the discretisation of the governing equations. More specifically, the QUICK scheme
was employed for the discretisation of the vapour-fraction equation, a second-order
upwind scheme was used for density interpolation, as well as for the discretisation
of the momentum and turbulence transport equations and an implicit second-order
backward differencing technique was used for time integration.

The second type of solver that has been used in the present work, is an explicit
density-based solver. The density-based solver was used within the framework of
OpenFOAM open-source software and was based on the explicit density-based solver
which is called rhoCentralFoam. RhoCentralFoam is a transient, compressible, single-
fluid solver based on the central-upwind flux schemes of Kurganov and Tadmor.
Based on previous work by Kyriazis et al. [105], the development of the code for the
implementation of the homogeneous equilibrium model to cryogenic flows was part
of the work that took place for this thesis. Regarding phase-change, in essence, an
infinite phase-change rate was assumed at the bubble interface, i.e. thermodynamic
equilibrium was considered and the interphase temperature was taken as equal to the
local cell temperature, as calculated by the solution of the energy equation. In this
approach, the 3-D URANS equations in conservative form with the addition of mass
fraction transport equation are solved (Equation 3.14).
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∂U⃗

∂t
+ ∂F̄k(U)

∂xk

= ∂F̄ V
k (U, ∇U)

∂xk

, k = 1, 2, 3 (3.14)

where U⃗ = [ ρ ρ Yg ρ v1 ρ v2 ρ v3 ρ E ]T is the conservative variables solution
vector, ρ is the density of the mixture, ρ Yg is the mass fraction of the gas phase and
ρ U is the momentum of the mixture. The convective flux tensor F̄k = [ F1 F2 F3 ]
is presented in Equation 3.15.

F1 =



ρ v1

ρ Yg v1

ρ v2
1 + p

ρ v1 v2

ρ v1 v3

(ρE + p) v1



, F2 =



ρ v2

ρ Yg v2

ρ v2 v1

ρ v2
2 + p

ρ v2 v3

(ρE + p) v2



, F3 =



ρ v3

ρ Yg v3

ρ v3 v1

ρ v3 v2

ρ v2
3 + p

(ρE + p) v3



(3.15)

The viscous flux tensor F̄ V
k = [ F V

1 F V
2 F V

3 ] is described by Equation 3.16.

F V
1 =



0

0

τ11

τ12

τ13

vk τ1k + q1



, F V
2 =



0

0

τ21

τ22

τ23

vk τ2k + q2



, F V
3 =



0

0

τ31

τ32

τ33

vk τ3k + q3



, k = 1, 2, 3 (3.16)

where the viscous stress tensor is given by Equation 3.17.

τ̄ = 2 µ
[
s̄ − 1

3 ∇ · v⃗I
]

(3.17)

Due to the fact that the resulting Mach number values for the conditions of interest
for the present work are expected to vary by up to four orders of magnitude, a Mach-
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number consistent numerical flux scheme was implemented. The flux scheme followed
the work of Schmidt et al. [106] and the proposed Mach-consistent numerical flux,
based on the HLLC and the AUSM fluxes [107]. Regarding time discretization, a low
storage, four-stage Runge-Kutta method, of 4th order of accuracy in time has been
selected [108]. For a solution vector, U , that is a function of R⃗, which is a function of
time, t, and for which Equation 3.18 is true, the time advancement from a time step
(n) to the next (n+1), is described in Equation 3.19.

∂U⃗

∂t
= R⃗(t, U⃗), U⃗(t0) = U⃗0 (3.18)

U⃗n+1 = U⃗n + ∆t
[
k⃗1

6 + k⃗2

3 + k⃗3

3 + k⃗4

6

]
(3.19)

where k⃗1 to k⃗4 are the solutions of the four intermediate stages that need to be stored
and are presented in equations 3.20 to 3.23.

k⃗1 = R⃗(tn, U⃗n), (3.20)

k⃗2 = R⃗(tn + ∆t

2 , U⃗n + ∆t

2 k1), (3.21)

k⃗3 = R⃗(tn + ∆t

2 , U⃗n + ∆t

2 k2), (3.22)

k⃗4 = R⃗(tn + ∆t, U⃗n + ∆t k3) (3.23)

3.3 Equations of state

For the system of differential equations described in Paragraph 3.1 to be complete,
an equation or a set of data e.g. a thermodynamic table, describing the relationship
between the density of the fluid and the basic flow variables, namely pressure and
temperature, must be provided. For flows of Mach number M < 0.1, compressibility
effects can be ignored and the assumption of incompressible fluid can be valid. Density
can then be described as constant or solely as a function of temperature. In the present
work where e.g. cases of two-phase expansion are investigated, compressibility effects
cannot be ignored as the flow can reach supersonic velocities M > 1 and therefore the
appropriate equations of state have been used.

One of the equations of state utilized to describe the density of the gas phase is
that of the compressible ideal gas. It is based on the ideal gas law and can provide
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accurate results depending on operating conditions. The density can be calculated as
described by Equation 3.24.

ρ = p

Rg T
(3.24)

where Rg is the gas constant of the operating fluid.

Regarding the compressibility treatment of the liquid phase, one of the used
approaches is the Tait equation of state. The relationship between density and
pressure under constant temperature is non-linear and can be expressed as:

(
ρ

ρ0

)n

= K

K0
(3.25)

where K = K0 + n∆p ,
∆p = p − p0 ,
ρr,min < ρ

ρ0
< ρr,max ,

p0 is the reference value of absolute pressure of the liquid,
ρ0 is the density value of the liquid at reference pressure p0,
K0 is the bulk modulus of the liquid at reference pressure p0,
n is the density exponent,
p is the absolute pressure of the liquid phase,
ρ is the density of the liquid phase at pressure p,
K is the bulk modulus at pressure p,
ρr,min is the minimum density ratio limit for p < p0 ,
ρr,max is the maximum density ratio limit for p > p0 and
c =

√
(K/ρ) is the speed of sound in the liquid.

3.3.1 Helmholtz energy equation of state

Equations of state based on the dimensionless Helmholtz energy, α = A/RT , can
be used to describe the thermodynamic properties of pure fluids for a wide range
of temperatures and pressures. With accurate experimental measurements, precise
equations of state can be deducted and all thermodynamic properties of a pure fluid
or a mixture can be calculated over the entire thermodynamic space.
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For pure fluids, the structure of the dimensionless Helmholtz energy equation of
state is described by Equation 3.26.

A

R T
= α (τ, δ) = α0(τ, δ) + αr(τ, δ) (3.26)

where A is the molar Helmholtz energy and R is the universal gas constant. The
dimensionless Helmholtz energy, α, is expressed as a function of two variables, the
dimensionless temperature τ = Tn/ T and the dimensionless density δ = ρ/ρn = Vn/ V .
For the reducing parameters Tn and Vn it is common to use the measured critical
properties of the pure fluid. Equation 3.26 has been split into two parts that contribute
to the sum. The ideal part, a0, and the residual part ar. Each part’s contribution is
described in Equation 3.27 and Equation 3.28 respectively.

α0(τ, δ) = ln δ + c1 ln τ +
k1∑

k=2
ck τmk +

k2∑
k=k1+1

ck ln [1 − exp(−αk τ)] (3.27)

αr(τ, δ) =
k3∑

k=k2+1
ck δnk τmk +

k4∑
k=k3+1

ck δnk τmk exp(−δek) (3.28)

By defining the coefficients ck for pure fluids, all needed thermodynamic properties
can then be calculated as described in the work of Setzmann and Wagner [109]. For
mixtures of pure fluids the process is extended and resulting to a complete model
that can be used to calculate all the mixture’s thermodynamic properties needed for
numerical calculations, namely the real gas compressibility factor, Z, the component’s
i fugacity, fi, internal energy, E, enthalpy, H, entropy, S, isochoric heat capacity, Cv,
isobaric heat capacity, Cp, and the speed of sound of the mixture, c [110]. Saturation
conditions are identified by using the Maxwell criterion.

3.3.2 Thermodynamic data tabulation

To implement the Helmholtz equation of state to a density-based numerical solver,
all the needed thermodynamic properties must be calculated at each time step and
for each cell. Those properties are expressed by the EOS as functions of temperature,
T , and density, ρ. Since the developed density-based flow solver operates with the
conservative variables ρ and ρE a variable transformation would be needed that would
call for the use of a numerical root-finding method. This step would result in an
extremely high computational load. To override this load, the creation of a complete
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thermodynamic table of properties of the fluid of interest and for the needed range of
density and temperature conditions is proposed. The proposed table is the result of
the calculation of dimensionless Helmholtz energy for a specific fluid and for a specific,
but wide, range of conditions. The table is then organized with constant pressure
and temperature increments. The thermodynamic table includes all the numerically
needed thermodynamic properties. The process of tabulating the thermodynamic
tables for Oxygen and Nitrogen was part of the work that took place during this thesis.
More specifically, the created tables are expressed as a rectangular structured ρ − e

mesh format, at fixed intervals of density (or density logarithm) and internal energy.
The columns of the table are included the needed thermodynamic properties, namely
density logarithm, log10(ρ), density, ρ, internal energy, e, pressure, p, temperature,
T , enthalpy, h, entropy, s, isobaric heat capacity, Cp, speed of sound, c, thermal
conductivity, k, dynamic viscosity, µ, and vapour volume fraction, vf , all expressed in
SI.

3.4 Mass transfer models

Within the work frame of the coupled, pressure-based solver, in order to account for
the flash-boiling phase-change phenomenon, a two-phase mixture model was employed.
The set of governing conservation equations for the mixture was complemented by
an advection equation for the conservation of the vapour phase volume fraction
(Equation 3.29).

∂ (αv ρv)
∂t

+ ∇(αv ρv v⃗) = Ṙ (3.29)

where Ṙ corresponds to flash vaporization phase-change rate. For all numerical
calculations conducted in this study, using a pressure-based solver, the evaporation
rate was calculated from the Hertz-Knudsen equation derived from the kinetic theory
of gases [52] and is presented in Equation 3.30. The development of the code for the
implementation of the Hertz-Knudsen model was part of the work that took place for
this thesis.

Ṙ = λ Aint (psat − p)√
2π Rg Tint

, Aint = n ∗ 4πr2 (3.30)

where Rg and Tint are the ideal-gas constant and the bubble-interphase temperature
respectively. Aint is the overall vapour interface surface area, which is calculated
assuming a nucleation-site density n(sites/m3) and a bubble radius of r = 10−6m, a
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value that has been deemed as representative of flashing-flows in different benchmark
geometries. The nucleation site density was calibrated for each set of boundary
conditions. Since a mixture model is employed, the interphase temperature is taken
as equal to the local grid cell temperature provided by the solution of the energy
equation. The value of the accommodation coefficient λ reflects the degree of deviation
from thermodynamic equilibrium. Values approaching unity correspond to conditions
approaching thermodynamic equilibrium while values closer to zero suggest deviation
from equilibrium. The capability of the Knudsen-based mass-transfer model to capture
the phase-change rate in flashing flows has been demonstrated in [4] and has also been
implemented in CFD software [111] in order to investigate flash boiling in gasoline fuel
injector nozzles. Finally, thermal non-equilibrium modelling has been implemented
with multicomponent fuel droplets with good results [112].

3.5 Examined cases, boundary conditions and fluid
properties

The physical properties of the fluids Iso-octane, Nitrogen and Oxygen that have been
simulated in the present work are presented in Table 3.1.

Table 3.1: Physical properties of Iso-octane, Nitrogen and Oxygen [9].

Physical property Iso-Octane Nitrogen Oxygen

Molecular mass [gmol−1] 114.2285 28.0134 31.9988

Critical temperature [K] 543.9 126.19 154.58

Critical pressure [bar] 25.7 33.978 50.43

Critical density [mol liter−1] 2.14 11.18 13.60

Triple point temperature [K] 165.3 63.14 54.33

Normal boiling point [K] 372.4 77.34 90.20

For evaluating the saturation pressure of examined fluids as a function of tempera-
ture, the Antoine equation, Equation 3.31 has been utilised.

log10(p) = A −
(

B

T + C

)
(3.31)

where p is the vapour pressure expressed in bar and T is the temperature expressed in
Kelvin. Parameters A,B and C for all fluids of interest are presented in Table 3.2.
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Table 3.2: Antoine equation parameters of Iso-octane, Nitrogen and Oxygen [9].

Fluid Temperature validity range [K] A B C

Iso-octane 194.64 - 298.44 3.94736 1282.332 -48.444

Nitrogen 63.14 - 126. 3.7362 264.651 -6.788

Oxygen 54.36 - 154.33 3.9523 340.024 -4.144

The various cases that have been numerically examined, are presented in Table 3.3
along with the basic boundary conditions information. Cases 1 to 3 are presented
in Chapter 4, Cases 4 to 13 are presented in Chapter 5 and Case 14 is presented in
Chapter 6.

Table 3.3: Complete list of fluids and boundary conditions examined in this work.

Case Fluid pin · 105 [Pa] pout [Pa] Tin [K] Superheat Rp [-]

1
LOx

11.4 2.6 115.3 -

2 43.0 10.0 93.6 -

3 133.0 124.2 93.6 -

4

LOx

17 20600 113.0 33

5 17 14140 113.0 48

6 17 9100 113.0 74

7 17 2750 113.0 245

8

LN2

8 58020 82.5 3

9 8 24870 82.5 7

10 8 6130 82.5 28.4

11 4 58020 82.5 3

12 4 24870 82.5 7

13 4 3330 82.5 52.3

14 Iso-octane 200 0.5 333 1.158

All test cases presented in Table 3.3 have been simulated using the two solvers
described in Section 3.2. However, the main purpose of the comparative evaluation of
the produced results is not the comparison of the solvers but the comparison of the
different phase change mechanisms that each solver uses. Nevertheless, each of the used
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solvers incorporates unique features that are not common for both. Thus, in numerous
cases in the next chapters, when appropriate, the distinction between the origin of
the results is made using the solver type, instead of the phase change mechanism.
An overview of the models, equations of state and approaches incorporated into each
solver are presented in Figure 3.1.

Figure 3.1: Overview of the models, equations of state and other approaches that
have been incorporated into the pressure- and the density-based solver, which have
been used for the production of the results of this work.



Chapter 4
Modelling of liquid oxygen nozzle flows
under subcritical and supercritical pressure
conditions

The two-phase flow of liquid oxygen in a converging-diverging nozzle has been numeri-
cally predicted at conditions resembling those that prevail in the lower-stage boosters
of rocket engines realising lift-off, as well as in the respective upper stages operating in
sub-atmospheric pressure conditions. A comparative evaluation of two phase-change
approaches has been performed. A model that assumes thermal non-equilibrium was
implemented with the use of a pressure-based solver, whereas a homogeneous equilib-
rium phase-change model (HEM) was implemented with the use of a density-based
solver. The departure from thermodynamic equilibrium during phase change has been
taken into account via the implementation of a bubble-dynamics model employing the
Hertz-Knudsen equation in the pressure-based solver, whereas thermodynamic equilib-
rium is adopted in the density-based solver. Tabulated data for the variation of the
fluid thermodynamic properties have been derived by the Helmholtz Equation of State
(EOS) in a modelling approach universal for both the sub- and supercritical states.
This approach has been comparatively assessed in the sub-critical regime against the
bubble-dynamics-based model including different EOS for the liquid/vapour phases
and against a different tabulated approach based on the NIST dataset for supercritical
injection. In terms of flow physics, more severe flow expansion in the diverging part
of the nozzle has been detected for subcritical pressures, leading to supersonic flow
velocities and significant cooling of the fluid mixture. Complementary Detached
Eddy Simulations (DES) have provided detailed insight into the complex expansion
phenomena and flow instabilities manifesting on the divergent part of the nozzle for
subcritical injection conditions. The comparison of the numerical predictions against
available experimental data and analytical solutions demonstrates the suitability of
the employed methodologies in describing the evolution of the cryogenic oxygen flow
expansion and phase change.

35
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4.1 Introduction

Liquid oxygen (LOx) constitutes a widely used propellant in multistage rockets for
space launch vehicles. It is characterised as a cryogenic liquid as it remains in this
state at temperatures below 90K. The combination of liquid hydrogen/oxygen, as
the fuel/oxidiser propellant mixture, has been employed in various launch vehicles
developed from the 1960s up to now [113]. For instance, LOx/LH2 propellants were
burned in the main engines of the NASA Space Shuttle, the upper stages of the Ares I
crew-launch vehicle, as well as the upper rocket stage (Centaur) of Atlas [114]. The
same combination of propellants is also used by ESA in the upper stages of the Ariane
5 launch vehicles [115]. They have also been employed in the 2nd and 3rd stages of
Saturn V, the 1st and 2nd stage and the upper stage of the family of Japanese H-II and
Indian GSLV satellite-launch rockets, respectively. Modern commercial rockets such as
the Falcon and BE-4 currently developed by SpaceX and Blue Origin, respectively, have
adopted the use of LOx/LCH4 as propellants. For lower-stage boosters realising lift-off
and thus operating at atmospheric conditions, LOx is usually mixed with kerosene
(RP-1), e.g. in the cases of Saturn V, Atlas V, the Russian Soyuz, and SpaceX Falcon
rockets.

It is essential to mention that the upper stages of rocket launch vehicles are
designed to operate at high altitudes, where near-vacuum conditions ensue. As a
general practice, these stages incorporate combustion chambers operating at lower
pressures compared to their lower-stage counterparts [116]. Hence, depending on the
specific rocket-engine design and its location at the tandem-stage configuration, the
delivery of LOx to mix with the main fuel could be realised at either supercritical (lower
stages) or subcritical (upper stages) pressure conditions. For reference, the critical
point for oxygen corresponds to 50.4 bar/154.6 K [117]. LOx phase change due to rapid
pressure drop is expected to occur in the oxidiser-delivery nozzle, especially during
engine start-up, where vacuum conditions may exist. The topology and dynamics
of the compressible flow will be designated to a great extent by the steepness of the
density gradient. In the case that the process evolves at subcritical pressures, the
fluid density exhibits an abrupt change, as an interphase sets in between the liquid
and vapour phases, i.e. bubbles form. The rapid bubble nucleation within the entire
bulk of the liquid due to rapid depressurisation is characterised as flash boiling, a flow
phenomenon that is possible to be encountered in cryogenic fluids [118], refrigerants
[17] and light hydrocarbons [119]. On the contrary, for supercritical conditions, no
interface emerges and the fluid density exhibits a smooth variation with pressure.

Experimental studies focusing on nozzle and spray flows of cryogenic oxygen for
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a wide range of flow conditions are relatively limited in the open literature due to
the technical difficulties associated with the handling and storage of the substance at
cryogenic temperatures and the extreme conditions that the experimental hardware
must withstand, especially at supercritical pressures/temperatures [49]. The technical
note of Hendricks et al. [5] is one of the early studies made available by NASA reporting
measurements of the pressure distribution of two-phase LOx flow within a Venturi
nozzle at subcritical pressures. Early studies by Mayer and co-workers [47, 48] utilised
different optical methods to pinpoint the differences in the topology of cryogenic-
liquid jets being expelled at an environment of either sub- (of the order of 15 bar) or
supercritical-pressure conditions (100 bar). The topology and degree of atomization
of LOx spray at 10 bars have also been investigated at the Mascotte test bench of
ONERA [50]. Cherhoudi et al. [120] conducted backlit-illumination visualisation to
illustrate the topology of LOx and LN2 jets injected into a gaseous environment at
conditions ranging from sub- to supercritical pressures and supercritical temperatures.
Quantitative data regarding the jet cone angle were obtained and it was verified that
the jet growth rate measurements were in agreement with the theoretical predictions
for gaseous jets of variable density. More recently, the shadowgraphy visualisation
conducted by Lamanna et al. [7] considering subcritical LOx and ethanol sprays at
injection pressures up to 17 bar demonstrated that a higher degree of superheat is
required for the inception of flash boiling in cryogenic compared to storable propellants.
According to the nucleation theory proposed by the same authors in [30], this is due
to the higher surface energy work at low temperatures, which must be surpassed by
the fluid chemical potential, in order for vapour bubbles to form.

It can be therefore deduced that, due to the complexities associated with experi-
mental campaigns, accurate numerical modelling is crucial for cryogenic-propellant flow
applications. At supercritical pressures, the suitability of the modelling approach is
highly dependent on the selection of an Equation of State capable of capturing the ther-
modynamic properties of the fluid at very high pressures and temperatures. A number
of studies available in the literature refer to supercritical injection or expanding-nozzle
flow of refrigerants like liquid CO2. Thermodynamic closure is commonly accomplished
through the use of cubic equations of state [121, 122, 123, 124]. It has been verified that
the selection of EOS (i.e. Peng-Robinson (PR), Benedict-Webb-Rubin, Span-Wagner)
has a considerable impact on the numerical prediction of supersonic CO2 accelerating
flows, as it affects the location and intensity of emerging shockwave patterns [125].

With reference to cryogenic fluids, research on supercritical injection is mainly
focused on liquid nitrogen or oxygen as working media. Different subgrid scale (SGS)
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models for LES along with volume translation methods for the PR were comparatively
evaluated by Müller et al. [126] with regards to liquid nitrogen injection. It was
found that the effect of thermodynamics modelling was more profound for the case of
transcritical compared to supercritical injection, while the selection of SGS model only
had a minor influence on the temporal evolution of the jet mean density. Poormahmoud
et al. [127] investigated the dispersion dynamics of LN2 inside and downstream the
outlet of a single-orifice swirl atomiser. The SST k-ω and the SRK EOS were employed
for turbulence and thermodynamic closure, respectively. The pattern of vortical
structures emerging at the diverging part of the flow layout was illustrated along with
their transient features. Kang et al. [128] conducted a similar study using the same
EOS in an LES framework. Apart from hydrodynamic instabilities, the study also
highlighted the acoustic instabilities affecting the flow field. Likewise, supercritical LOx
injection has been mainly investigated numerically with reference to swirl atomisers
suitable for rocket engines. Zong et al. [129] performed an LES study referring to a
LOx swirl injector using the Soave-Redlich-Kwong (SRK) and Benedict–Webb–Robin
equations of state for the calculation of the fluid thermodynamic and transport
properties, respectively. Kelvin–Helmholtz instabilities were demonstrated to be
the primary cause leading to supercritical mixing. Wang et al. [130] employed
the modified SRK EOS to describe the thermodynamic properties of LOx during
supercritical injection, while in a subsequent study [131] the same approach was
followed to illustrate the LOx/kerosene mixing characteristics. Both studies focused
on the influence of hydrodynamic instabilities on the propellant dispersion in the
expanding geometry downstream of the injector outlet.

Concerning subcritical conditions, jet atomization and the formation of a two-phase
spray is the process governing the combustion behaviour of the oxidizer/fuel mixture.
In the case that flash-boiling conditions are met, the oxidiser’s rapid vaporisation within
the injector orifice has a tremendous influence on the characteristics of the expelled
spray. Studies on water, refrigerants and light hydrocarbons have demonstrated that
in-nozzle flash-boiling leads to the production of finer sprays with higher cone angles
and reduced penetration lengths compared to nozzle flows with inertia-driven phase
change (i.e. cavitation) [31]. Nevertheless, few numerical studies have been found
in the open literature illustrating the distinct features of cryogenic liquid. Travis et
al. [132] developed a theoretical two-phase model based on the Helmholtz energy
EOS capable of predicting the critical flow rate for choked flows of cryogenic fluids.
A correction on the homogeneous equilibrium model was implemented to take into
account non-equilibrium effects. The theoretical predictions for different cryogenic
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liquids were found to be in good agreement with experimental results for the critical
flow rate. Lyras et al. [133] employed the Homogeneous Relaxation Model coupled to
the volume-of-fluid method to predict the flashing phase-change in a throttle nozzle
and subsequent spray expansion of liquid nitrogen. Schmehl and Steelant [134] used
an Eulerian-Lagrangian frame to simulate the pre-flow of di-nitrogen tetroxide (N2O4)
oxidiser in a co-axial flow injector considering a dilute mixture of liquid droplets
and vapour. Droplet flash vaporisation was described through an empirical model
based on pre-existing measurements. A similar numerical approach was adopted by
Ramcke et al. [135] to simulate the spray dynamics of LOx pre-flow and the mixing
behaviour of the oxidiser with gaseous methane. Both studies concur that cryogenic
flashing sprays exhibit the same distinct features as those of storable liquids, namely
enhanced droplet atomisation, increased cone angle and acceleration of the compressible
mixture. Gaillard et al. [136] employed two coupled-flow solvers to perform LES of
LOx spray atomisation with relevance to the experiments performed at ONERA [50].
The gaseous and dispersed phases were treated in an Eulerian framework, while the
Abramzon-Sirignano [137] model was used for evaporation and heat transfer.

The outlined literature overview makes clear that different modelling approaches
have been implemented to predict cryogenic-liquid injection in an ad-hoc manner,
primarily depending on the thermodynamic regime and specific flow features, e.g.
swirling flows. To the authors’ knowledge, this is the first work in the open literature to
propose and evaluate a modelling framework suitable for the prediction of multiphase,
cryogenic wall-bounded flows for a wide range of pressure conditions and capable of
reproducing distinct features such as flash vaporisation, supersonic expansion and
transition to a supercritical state. The present study constitutes a comparative
investigation of the predictive accuracy of different methods regarding in-nozzle phase
change in both sub- and supercritical regimes. Furthermore, a universal methodology
based on tabulated thermodynamics applicable to both regimes is demonstrated.
Previous works of the authors’ group ([138, 139]) have demonstrated the robustness of
the technique in modelling phase change and spray mixing in fuel-injection applications.
The tabulation technique has been extended to cryogenic oxygen in this work, based
on the Helmholtz energy EOS for the calculation of thermodynamic properties. Unlike
the majority of available studies, the present work focuses mainly on the in-nozzle,
compressibility related, flow phenomena and highlights their influence on the spray
expansion and dynamics. Further to the Ussimulations performed, hydrodynamic-
instability effects have been assessed through DES.
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4.2 Methodology

Two flow solvers, an implicit coupled pressure/velocity and an explicit density-based,
have been employed in the present investigation. The basic set of governing equations
solved in both cases comprised the continuity, momentum and energy conservation
equations. The complete formulations of the adopted numerical methodologies, along
with the sets of equations solved are described in detail by Karathanassis et al. [4]
and Kyriazis et al. [105, 140] respectively, with reference to the pressure- and density
-based solvers discussed in the following sections.

4.2.1 Thermal non-equilibrium assumption

Referring to the subcritical regime, a two-phase mixture approach was implemented in
the coupled solver including an additional equation for the vapour transport. On the
contrary, a single-fluid approach was adopted for the simulations in the supercritical
regime, where the fluid properties for each computational cell were provided by the
REFPROP dataset. Numerical schemes with second-order accuracy were employed for
the discretisation of the governing equations. The QUICK scheme was employed for
the discretisation of the vapour-fraction equation, while a second-order upwind scheme
was used for density interpolation, as well as for the discretisation of the momentum
and turbulence transport equations. An implicit, second-order backward differencing
technique was used for time integration with a time step value of 10−6 s, resulting in a
CFL criterion value less than 1 in the entire domain for the DES cases examined.

A bubble-dynamics-based model was employed in the coupled solver to capture
the phase-change process under subcritical conditions. Mechanical equilibrium, i.e. a
common velocity field, was also assumed for the two phases. Liquid LOx compressibility
was imposed through the Tait EOS, while the respective vapour phase was treated as
an ideal gas. The set of governing equations for the mixture was complemented by an
advection equation for the conservation of the vapour phase volume fraction as follows:

∂(αvρv)
∂t

+ ∇(αvρvu⃗) = Ṙ (4.1)

where the phase-change rate Ṙ corresponds to that of flash vaporisation. For the
simulations of this study, the rate was calculated from the Hertz-Knudsen equation
derived from kinetic theory of gases [141]:

Ṙ = λAint(psat − p)√
2πRgTint

(4.2)
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where Rg and Tint are the ideal-gas constant and the bubble-interphase temperature
respectively, while Aint is the overall vapour interface surface area, calculated as in
[4]. Since a mixture model is employed, the interphase temperature is taken as equal
to the local grid cell temperature provided by the solution of the energy equation.
The degree of deviation from thermodynamic equilibrium is reflected in the value of
the accommodation coefficient λ. Values of either 1.0 or 0.1 correspond to conditions
similar to thermodynamic equilibrium and strongly deviating from it, respectively [33].
The capability of the Hertz-Knudsen model in capturing the phase-change rate with
reference to flashing flows has been demonstrated in [4]. The model has also been
utilised to describe phase-change in both fundamental bubble-dynamics studies [141]
and more applied simulations with reference to gasoline fuel injectors [111]. This work
demonstrates its applicability with reference to in-nozzle cryogenic flows.

The refrigerants and refrigerant-mixtures database (REFPROP v.9.1) of the Na-
tional Institute of Standards and Technology (NIST) contains thermodynamic and
transport properties for oxygen; the properties provided by REFPROP have been
derived using the Helmholtz energy EOS, as described by Schmidt and Wagner in
[142]. Further details on the EOS used for the derivation of the fluid’s properties
can be found in [143, 144]. For test cases corresponding to supercritical pressures,
the REFPROP library is dynamically loaded into the coupled solver in the form of
a pre-formulated look-up (structured) matrix. Material properties are stored in the
matrix as a function of local pressure and temperature. For the present simulations, a
201×201 matrix has been formulated with pressure and temperature lying within the
ranges 500.0 kPa≤p≤15.5 MPa and 56.0 K≤T≤156.0 K, respectively.

4.2.2 Thermal equilibrium assumption

The 3-D URANS equations in conservative form were considered in the density-based
solver, where a single-fluid modelling approach has been formulated in both the
sub- and supercritical regimes. In essence, referring to the subcritical regime, an
infinite phase-change rate was assumed at the bubble interface, i.e. establishment of
thermodynamic equilibrium, and the entire process was replicated by an appropriate
EOS. Since the Mach number is plausible to obtain a wide range of values in the
simulated cases, owing to the fluid phase transitions (pure liquid, vapour, two-phase
mixture or supercritical fluid), a Mach-number consistent numerical flux has been
implemented based on the HLLC and the AUSM fluxes [106, 107]. Conservative
variables at cell interfaces, required for the calculation of the fluxes, were determined
using the MUSCL-Hancock reconstruction [108], second-order accurate in space. A
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fourth-order accurate, four-stage Runge-Kutta method has been selected for time
integration, with a CFL criterion of 0.8 imposed for all the simulations performed.

LOx thermodynamic properties required by the density-based solver are derived
from the Helmholtz energy EOS, which is calibrated within the temperature range
54.4 K≤T≤2000.0 K, for maximum pressure and density of pmax=82.0 MPa and
ρmax=1387.1 kg/m3, respectively. The properties are organised into a thermodynamic
table that may include a narrower range of values, depending on the application. The
dimensionless form of the aforementioned EOS for the Helmholtz energy "a" , having
as independent variables the density and the temperature [110] is:

a(r, T )
RT

= α(δ, t) = α0(δ, τ) + αr(δ, τ) (4.3)

where δ = ρ/ρc, τ = Tc/T . From the expanded form of Equation 4.3, where the
dimensionless Helmholtz energy of the ideal gas α0 and the residual Helmholtz energy
αr can be calculated using the correlations reported by Kyriazis et al. in [105], all the
necessary thermodynamic properties (pressure, internal energy, enthalpy and speed
of sound) can be obtained, as a function of density and temperature. Saturation
conditions are identified by the Maxwell criterion, i.e. the pressure for which the Gibbs
free energy of the liquid and vapour phases are equal for a given temperature. The
fluid properties within the saturation dome are calculated by the mixture assumption,
whereas the mixture speed of sound is determined from the Wallis speed-of-sound
formula [142]. Figure 4.1 presents the variation of oxygen pressure (Figure 4.1.a),
speed of sound (Figure 4.1.b) and internal energy (Figure 4.1.c) derived with density
and temperature, as calculated employing the procedure in mention. The saturation
curve in each plot is represented as a black dashed line.

Figure 4.1: Three-dimensional phase diagrams for oxygen: (a) pressure, (b) speed of
sound and (c) internal energy in terms of density and temperature.

Solving the Helmholtz EOS at each time step would incur considerable computa-
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tional cost, as it requires root finding of non-linear equations. Hence, a tabulated-data
technique, similar to that proposed in [145] has been implemented. A structured
thermodynamic grid of 100,400 elements has been created, containing information
for all the thermodynamic properties on each node defined by a density and internal
energy value. The density range of the grid is 0.125≤ ρ ≤1263.8 Kg/m3 divided into
251 points of fixed ∆ρ = 5.055 kg/m3, while the internal energy range of the grid is
-171.14≤e≤165.51 kJ/kg divided into 400 points of fixed ∆e = 0.84161 kJ/kg. Once
density and internal energy are calculated by the URANS equations, the corresponding
element of the thermodynamic table is identified through numerical inversion from the
above quantities. Any thermodynamic property ϕ of the table is then approximated
by a finite element bilinear interpolation:

ϕ(ρ, e) =
nodes∑

n

Nn(ρ, e)bn (4.4)

where ϕ corresponds to pressure, temperature or speed of sound, required for the
calculation of the fluxes in the density-based solver. Full details on the shape functions,
N, employed and the calculations of unknowns, b, on each node n are reported in [105].

4.2.3 Turbulence closure

The Reynolds number characterising the flow has been found to be well within the
turbulent regime for all the cases examined, ranging from 0.6 to 2.2m. The nozzle
diameter was used as the characteristic length scale for the estimation of the Reynolds
number, while an approximation of the velocity was made based on experimental
values of the mass flow rate and the properties of the liquid phase at the saturation
pressure corresponding to the injection temperature. The k-ω Shear Stress Transport
(SST) turbulence model was therefore employed to account for contributions on fluid
(or mixture) viscosity µ and thermal conductivity k due to turbulence effects. The
specific turbulence model has been demonstrated to perform well in both moderately
and highly turbulent wall-bounded flows, where secondary flow is also possible to arise
[87].

With reference to the DES approach, the delayed detached eddy simulation model
(DDES) was incorporated [146], which is formulated to switch between a URANS (k-ω
SST) and a Large Eddy Simulation (LES) Model, depending on the grid resolution
and the local turbulence length scale. Hence, the computational cost can be reduced
in regions where the influence of turbulence in the flow field is expected to be minor.
On the contrary, the model switches to a Smagorinsky-like subgrid model capable of
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resolving turbulent structures in high grid-density regions. It is important to highlight
that the DDES formulation prevents grid-induced separation from occurring at regions
of grid refinement inside attached boundary layers [147].

4.2.4 Domain discretisation and grid independence

A typical converging-diverging nozzle was selected as the computational domain since
experimental data with reference to cryogenic liquids are available in the literature
for the specific layout. Since the orifice is axisymmetric, the domain was reduced to
a wedge produced by rotating the nozzle layout, depicted in Figure 4.2, around the
symmetry axis by 5 degrees. A full 3-D domain representing the entire orifice volume
(rotation of 360 degrees) was selected for DES, as the use of truncated domains and
the imposition of a symmetry boundary condition was found to induce Coanda-like
pseudo-instabilities [148] leading to an asymmetrical flow field at the diverging nozzle
part. As also depicted in Figure 4.2, the inflow section has been expanded upstream
in both domains to impose the stagnation conditions of the experiment.

Figure 4.2: Geometry of the conical converging-diverging nozzle [5]. The inflow
has been expanded upstream in order to impose the stagnation conditions of the
experiment.

A test case where severe jet expansion is expected to occur (refer to case 2 of
Table 4.2) has been selected to evaluate the effect of grid density on the produced
numerical results regarding the URANS simulations with the pressure-based solver
being selected to conduct the grid independence study. Figure 4.3 presents the pressure
(Figure 4.3.a) and volume vapour fraction (Figure 4.3.b) distributions, at the orifice
symmetry axis, as produced by three numerical grids consisting approximately of 37,
60 and 100 × 103 cells, respectively. It is evident all three grids can capture the overall
flow behaviour. It has been verified that the average discrepancy in the pressure values
downstream the throat region between the intermediate and fine grids is of the order
of 1.92 %, while the deviations in the vapour fraction values are approximately 0.12
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%. Hence, the intermediate grid, the topology of which is depicted in Figure 4.4.a has
been considered sufficient and it has been utilised by both solvers.

Figure 4.3: Grid independence study for URANS simulations: (a) pressure and (b)
vapour volume fraction distributions at the orifice symmetry axis for grids of increasing
cell count.

As shown in the detailed view of Figure 4.4.a, grid refinement layers were placed
in the vicinity of the orifice wall resulting in a maximum y+ distance of the order of
1.0 in the throat region. A much finer grid compared to the URANS simulations has
been utilised for DES. The grid density was designated by the Taylor length scale:

λg =
√

10Re−0.5L (4.5)

where L is a characteristic length scale, selected as the nozzle throat diameter (dt=3.55
mm) in the specific case. Inertial turbulent structures larger than the Taylor length
scale are resolved through LES, while smaller viscous isotropic scales are modelled.
The Taylor length scale for the cases examined lies in the range 50-120 µm.
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Figure 4.4: Computational grid employed for (a) URANS simulations and (b) DES.
Detailed views of the nozzle inlet, as well as the nozzle throat region, are presented as
insets for both grids.
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As depicted in Figure 4.4.b, a structured mesh with gradual refinement at the
throat region has been generated for the DES investigation. More specifically, the
base resolution level at the upstream and downstream nozzle parts was progressively
refined to the lowest value of the Taylor length scale at the throat region. Near-wall
refinement was also applied leading to y+ values of the order of 0.15 in the throat
region. The overall cell count of the grid developed for the discretisation of the full
360o domain was approximately equal to 9.48×106 cells.

4.2.5 Boundary and initial conditions

Suitable boundary conditions complemented the governing equations, in order to
replicate the physical conditions prevailing during the actual LOx-injection process.
Dirichlet-type boundary conditions, i.e. constant static pressure values corresponding
to the actual operating conditions were imposed at the domain inlet and outlet for all
the cases examined. Furthermore, zero-gradient value was imposed for the boundary-
normal velocity component at the inlet, while the rest of the velocity components
were set to zero. A no-slip condition was imposed at the nozzle wall. Referring to the
energy-conservation equation, constant temperature or internal-energy values were
imposed at the domain inlet and outlet for the pressure- and density-based solvers,
respectively, owing to the different equation formulations implemented in each solver.
The orifice wall was treated as adiabatic. At the outlet boundary, zero-gradient
boundary conditions were set to all velocity components and transported quantities.
The types of boundary conditions set for the examined cases are summarised in
Table 5.1. The specific boundary-condition values of each variable and for each of the
examined cases are presented in Table 4.2 of Section 4.3.

The URANS simulations were initialised assuming pure liquid (vapour faction α=0)
in the entire domain, while the domain initial pressure and temperature were set equal
to the respective inlet values. Quiescent fluid u⃗=0) was assumed at the initial time
instance. DES cases were initialised using the flow and temperature fields obtained
from preliminary runs for the same conditions considering laminar flow of the liquid
phase only, so as to provide the perturbations necessary for turbulence structures to
develop. The initial conditions set are also summarised in Table 5.1.
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Table 4.1: Summary of boundary and initial conditions imposed for the numerical
simulations.

Inlet Outlet Wall

Pressure-based p=pin T=Tin p=pout T=Tout u⃗ = 0 ∂T/∂n = 0

Density-based p=pin e=ein p=pout e=eout u⃗ = 0 ∂T/∂n = 0

Initialization

URANS u⃗ = 0 T = Tin α = 0

DES Initialization with single-phase laminar flow

4.3 Results

The test cases examined in this study are summarised in Table 4.2. As can be
seen, both sub- and supercritical injection pressures have been considered. More
specifically, the pressure and temperature conditions of case 1 were obtained from the
experimental campaign of Hendricks et al. [5] for which data regarding the pressure
distribution along the orifice are available. The set of boundary conditions of case 2
was chosen as representative of a second-stage engine. Rocket-engine tests with the
same outlet/chamber pressure have also been conducted on the Mascotte test bench
of ONERA [50]. Finally, the conditions of case 3 were selected to be within the range
of operation of the LOx turbopump of the Vulcain-2 engine of Arianne 5 heavy-lift
space launch vehicle [149, 150] and higher than the combustion chamber pressure [115],
while maintaining the same pressure difference as in case 1.

The rationale for deciding on the specific test cases was to pinpoint the significant
variation in expansion dynamics between sub- and supercritical pressure injection
despite the similarity in macroscopic flow parameters. Simulations for all cases were
performed with the use of transient solvers, yet it was confirmed that the respective
flow and temperature fields reached steady-state solutions in most cases.
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Table 4.2: Matrix of test cases examined. It must be noted that temperature lies in
the subcritical regime for all cases.

Case pin ×
105[Pa]

pout ×
105[Pa]

Tin[K]
ein × 103

[m2kg s−2]
Pressure
regime

Phase-change
model

1 11.4 2.6 115.3 -361.01 Subcritical Helmholtz EOS /
Hertz- Knudsen

2 43.0 10.0 93.6 -400.44 Subcritical Helmholtz EOS /
Hertz- Knudsen

3 133.0 124.2 93.6 -403.29 Supercritical Helmholtz EOS /
NIST

4.3.1 Code validation

The pressure-based solver employing the Hertz-Knudsen phase-change model has
been extensively validated with reference to internally and externally flashing flows
considering water as the working medium in a previous work of the authors’ group [4].
More specifically, the model has been demonstrated to accurately capture phase-change
in a converging-diverging nozzle similar to the one of the present study, a (throttle)
nozzle with an abrupt contraction and a rapidly depressurising duct (pipe blow-
down). To further demonstrate the accuracy of the Hertz-Knudsen model, additional
simulations have been performed for the geometry described in Figure 4.2 and the
numerical predictions for LOx mass flow rate are compared in Table 4.3 against
experimental data available from [5]. As can be seen, good agreement between the
numerical and experimental data is achieved for a wide range of conditions in the
subcritical regime.

Furthermore, the density-based algorithm has been validated in previous works
with reference to bubble- [105], and droplet-dynamics [151] simulations, while the
accuracy of the tabulated technique based on Helmholtz energy EOS has been verified
with reference to the properties of n-dodecane [105]. An additional validation study
has been set up in order to further evaluate the capability of the density-based
solver with the Helmholtz EOS thermodynamic closure to capture wall-bounded LOx
flows. A computational domain corresponding to a reference converging-diverging
nozzle of circular cross section was realised and the numerical results were compared
against a 1-D HLLC solver for the Euler equations considering an EOS of the form
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Table 4.3: Comparison between experimental and numerical results. The Hertz-
Knudsen model was utilised for the flow simulations.

Boundary conditions
Experimental Numerical Deviation

pin ×
105[Pa]

pout ×
105[Pa]

Tin[K] ṁexp[kg s
−1] ṁ[kg s−1] from ṁexp

49.2 7.1 134.0 0.669 0.677 1.25%

38.9 6.1 134.2 0.542 0.541 -0.17%

25.1 3.6 116.1 0.541 0.560 3.58%

p = f(ρ, e), which can be provided in either analytically [108] or in a tabular form
[105]. The orifice cross-sectional area S varies with its length L according to the
relation S(L) = 0.01L2 + 0.01 for L ∈ [−2, 2]m. A 5 ř wedge of the geometry was
considered as the computational domain, discretised by a structured grid of 5200 cells.
The cell size was uniform and equal to 10.0 mm along the longitudinal direction, while
it varied between approximately 0.9 mm (throat region) and 4.3 mm (upstream and
downstream parts) along the radial direction. The density and temperature at the
domain inlet were set equal to ρin=817.07 Kg/m3and T=143 K, respectively, which
will lead to an inlet pressure of 53.87×105Pa, while the outlet pressure was set to
16.35×105Pa. As made evident by Figure 4.5, the obtained numerical solution and the
reference 1-D solution are in excellent agreement regarding all the plotted quantities.
Due to subsonic flow conditions in the entrance, the flow accelerates in the converging
part (Figure 4.5.a). The expansion of the two-phase jet leads to further acceleration
and transition to supersonic velocities (Figure 4.5.b), while the supersonic region
is extended until the exit of the orifice without the manifestation of a shockwave
system, as made clear by the pressure distribution of Figure 4.5.c. Almost full liquid
vaporisation has occurred by the outlet location, as depicted in Figure 4.5.d. It has
to be noted that, apart from this initial validation study, further comparisons of
the numerical results have been conducted against available experimental data, as
discussed in the following section.

Finally, the accuracy of the employed pressured-based solver using the REFPROP
database to replicate phase change in the supercritical regime has been verified against
the quantitative measurements of Mayer et al. [6] for a N2 jet, since quantitative
data on supercritical LOx could not be obtained from the open literature. The jet
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Figure 4.5: Validation of the density-based solver (OF) for the converging-diverging
nozzle case: Numerical results for (a) pressure, (b) velocity magnitude, (c) Mach
number (d) vapour volume-fraction distributions along the orifice symmetry line and
comparison against the predictions of the 1-D solver (HLLC).

enters at a velocity of 5.4 m/s a chamber where supercritical pressure (3.98 MPa)
and temperature (137 K) conditions persist. The Reynolds number characterising the
injection is equal to 1.53×105. Figure 4.6 depicts the average density distribution along
the jet axis obtained through 3D LES, while the averaged density field is presented
in the figure inset. It is demonstrated that very good agreement is achieved between
numerical and experimental results.
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Figure 4.6: Validation of the pressure-based solver using NIST-REFPROP database:
Comparison of numerical predictions of the average N2-jet density distribution at
the jet axis (solid line) against experimental data (symbols) [6]. The average density
contour plot is depicted in the inset.

4.3.2 Simulations in the subcritical regime

The numerical results corresponding to cases 1 and 2 of Table 4.2 are discussed in
this section. Figure 4.7 illustrates the distinct flow features as predicted by the two
solvers for case 1. The rapid fluid pressure drop in the throat region and downstream
is clearly shown in the contour plots of Figure 4.7.a. It must be noted that the top
and bottom frames correspond to the predictions of the thermal non-equilibrium
phase-change model and the HEM, respectively. A pressure minimum is reached at
the orifice diverging part followed by the manifestation of a shock wave. The pressure
re-develops to its outlet value further downstream. As shown in Figure 4.7.b, the
flow accelerates in the converging part, nevertheless, the flow velocity is adjusted
by the local speed-of-sound velocity, which is in turn designated by the composition
of the two-phase mixture. The flow further acceleration downstream the nozzle
throat corresponds to the expansion of the in-nozzle choked flow (M=1). Almost full
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Figure 4.7: Contour plots of the (a) pressure, (b) velocity (c) gaseous volume fraction
and (d) temperature field in the nozzle-throat region for case 1 of Table 4.2. It is noted
that different variable ranges have been used in frame (d) to enhance clarity. Upper
frames depict predictions produced using the Hertz-Knudsen (λ=0.7) phase-change
model (Equation 4.2), while lower frames those produced using the Helmholtz EOS
(Equation 4.3). All contours represent the part of the nozzle from X=-0.045 m to
X=0.08 m.
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liquid vaporisation occurs at the diverging part of the geometry (Figure 4.7.c), thus,
the value of the mixture Mach number increases (as highlighted also in Section 3.4).
Furthermore, fluid temperature decreases in the region, as shown in Figure 4.7.d, due to
the transformation of sensible to latent heat required for bubble nucleation. Although
the physical-quantity fields predicted by the two solvers are qualitatively similar,
distinct discrepancies can be detected, especially in the vapour fraction (Figure 4.7.c)
and temperature fields (Figure 4.7.d). Those discrepancies are rooted in the inherent
difference in the way that the rate of phase change is imposed in the two solvers. In
essence, through the adoption of an EOS, an infinite phase-change rate is imposed and
a homogeneous equilibrium model (HEM) is expressed by the density-based solver.
On the contrary, the phase-change rate in the pressure-based counterpart is inherently
finite due to the adoption of a thermal non-equilibrium phase-change model. Hence,
the HEM predicts more rapid vapour formation in the nozzle throat (Figure 4.7.c),
with noticeable after-effects in the flow and temperature fields.

Figure 4.8 depicts the distribution of physical quantities at the orifice axis of
symmetry, as predicted by the two solvers for case 1, as well as the experimental data
available by Hendricks et al. [5]. As it can be seen in Figure 4.8.a, the numerical
results from both solvers are in good agreement with the experimental values regarding
the axial pressure distribution. The profiles show an abrupt pressure drop initiating
at the throat area along with a flow acceleration (Figure 4.8.b). The magnitude
of the imposed phase-change rate leads to a noticeable variation between the axial
velocity distributions obtained by the two numerical approaches. It is reminded
that the thermodynamic closure of the density-based solver is based on tabulated
data, intrinsically imposing thermodynamic equilibrium between the phases. On the
contrary, phase-change in the pressure-based solver is designated by the source term
in the vapour advection equation. It was verified through preliminary simulations that
adopting an accommodation coefficient λ value (refer to Equation 4.2) of 0.7 gives
the closest agreement between the predictions of the Hertz-Knudsen phase-change
model and the experimental data of Hendricks et al. [5], which suggests a moderate
yet clear departure from thermodynamic equilibrium. As already mentioned, the
increased phase-change rate is the cause for the higher flow axial velocity (Figure 4.8.b)
and vapour-fraction distributions in the throat region (Figure 4.8.c) obtained by the
HEM. A higher vapour extent in the two-phase mixture forming in the nozzle throat
affects the local speed-of-sound values and consequently the mixture acceleration in
the diverging part. Likewise, the temperature drop is also linked to phase change;
thus, the higher vapour formation observed in the case of HEM is associated with the
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more extensive transformation of sensible to latent heat and consequent temperature
decrease, as shown in Figure 4.8.d.

Figure 4.8: Distribution of (a) Pressure, (b) velocity, (c) vapour-volume fraction
and (d) temperature at the orifice symmetry axis, as predicted by the two numerical
approaches for case 1 of Table 4.2.

As an additional study of evaluating the accuracy of the proposed numerical
approaches to replicate phase-change, the predicted mass flow rate through the nozzle
has been compared against the measured value ṁexp (=0.27 kg/s) by Hendricks et al.
[5], for case 1 of Table 4.2. The discrepancies between numerical and experimental
data are summarised in Table 4.4. As can be seen, the formulation based on the
phase-change model achieves a closer agreement compared to the employing tabulated
thermodynamics. In agreement with established knowledge regarding the departure
of flashing flows from thermodynamic equilibrium ([152, 153, 69]) the density-based
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solved imposing an infinite rate under-predicts the mass-flow rate, yet since only a
moderate departure from equilibrium is experienced in the specific geometrical layout,
as also shown in [4], the relevant results are still of acceptable accuracy.

Table 4.4: Evaluation of LOx mass-flow rate value through the orifice predicted by
the two phase-change mechanisms for case 1 of Table 4.2.

Phase-change mechanism Predicted
ṁ[kg s−1]

Deviation
from ṁexp

Thermal non-equilibrium (pressure-based solver) 0.263 -2.59%

Thermal equilibrium (density-based solver) 0.247 -8.36%

The numerical results for case 2 of Table 4.2, characterised by a smaller pressure
difference along the nozzle boundaries compared to case 1, are presented in Figure 4.9.
A rapid fluid pressure drop at the nozzle-throat region followed by the manifestation
of a series of pressure peaks at the diverging part is illustrated, particularly for the
pressure-based solver (Figure 4.9.a, upper panel). The presence of this series of shock
cells, which will be thoroughly discussed in Section 4.3.4, is a clear characteristic of
an under-expanded jet and confirms the resemblance in expansion dynamics between
two-phase flashing and supersonic gas jets [154]. Comparison between the upper
and lower panels of Figure 4.9.a reveals that the locations of the first Mach disk
(annotated as region 1) and oblique shock waves (region 2) are clearly discernible in the
pressure field produced by the pressure-based solver (upper panel). On the contrary,
the respective features cannot be clearly defined in the plot corresponding to the
density-based solver. It must be noted that the specific solver converged to a transient,
oscillating flow field, where the shockwave locations differed slightly over successive
time instances, unlike the pressure-based counterpart that predicts an invariable flow
field. Hence, the difference in shockwave dynamics is reflected in the time-averaged
results presented in Figure 4.9. Figure 4.9.b depicting the axial velocity field also
demonstrates a more significant flow deceleration at the locations of the normal and
oblique shockwaves predicted by the pressure-based solver.

In a similar manner, distinct features emanating from the local pressure field are
evident in the contour plots of the vapour-volume fraction depicted in Figure 4.9.c.
Phase-change is not as extensive as in case 1 of Table 4.2, as it is disrupted due
to the higher pressure to which the flow must equilibrate, in essence, through the
formation of the complex shock-cell system. Once again, abrupt gradients of the
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vapour volume faction values in pressure-peak locations are evident in the predictions
of the pressure-based solver, while the respective field produced by the density-based
solver appears smoothened and somewhat ‘smeared’, owing to the averaging of the
oscillating two-phase flow field. As expected, fluid temperature decreases in the throat
region, as shown in Figure 4.9.d, due to phase change. Nevertheless, subsequent
temperature increase takes place further downstream, in the nozzle diverging section,
due to the compressible nature of the fluid, as the flow re-adjusts to higher pressures.
Overall temperature differences are considerably more moderate compared to case 1.

Figure 4.9: Contour plots of the (a) pressure, (b) velocity (c) vapour-volume fraction
and (d) temperature fields in the nozzle throat region for case 2 of Table 4.2. It is
noted that different variable ranges have been used in frame (d) to enhance clarity.
The upper and lower panels depict predictions produced using the Hertz-Knudsen
phase-change model (Equation 4.2) and the HEM/Helmholtz EOS (Equation 4.3),
respectively. All contours represent the part of the nozzle from X=-0.045 m to X=0.08
m.
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Figure 4.10 depicts the axial distributions of physical quantities of interest at
the orifice symmetry axis, as predicted by the two solvers for case 2. The pressure
profiles of Figure 4.10.a highlight the discrepancies in the predictions of the two
solvers, since the pressure peaks are much more clearly defined in the results produced
by the pressure-based solver denoting the presence of two normal shockwaves. The
transient nature of the results of the density-based solver will not allow for the shock
formations to become evident on the presented time-averaged results as the shock axial
location remains unsteady. The distinct features of the pressure field designate the
respective velocity (Figure 4.10.b) and vapour-fraction distributions (Figure 4.10.c).
Oscillations in both distributions can be detected at X≈0.08 m where regions of high
and low-pressure overlap, hence adjusting flow acceleration and phase change.

Figure 4.10: Distribution of (a) pressure, (b) velocity, (c) vapour volume fraction and
(d) temperature at the orifice symmetry axis, as predicted by the two thermodynamic
approaches for case 2 of Table 4.2.
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The two approaches are in good agreement on the prediction of the maximum axial
velocity immediately after the throat area. Unlike case 1, which corresponded to a
lower outlet pressure outlet, full vapour condensation occurs in the diverging section
and pure liquid exits the nozzle. The temperature distribution of Figure 4.10.d reveals
that the mixture cools down only moderately during expansion, as phase-change is
disrupted by the pressure re-adjustment to higher values. Once again, due to the
infinite phase-change rate imposed, the temperature drop experienced is higher for
the HEM approach.

4.3.3 Simulations in the supercritical regime

Figure 4.11 illustrates the distinct features of the flow field with regards to supercritical
pressure injection (case 3 of Table 4.2). Similar to the subcritical cases, the predictions
of the two solvers are comparatively presented in each plot of Figure 4.11. As can be
observed, the two numerical approaches are in agreement regarding the overall flow
evolution, which exhibits smooth transitions regarding all the plotted quantities. As
expected, pressure decreases at the nozzle throat (Figure 4.11.a), as the flow accelerates
due to the geometrical constriction (Figure 4.11.b). The fluid retains liquid-like
densities throughout the domain (Figure 4.11.c), while the moderate depressurisation
at the contracting section is accompanied by a mild temperature drop (Figure 4.11.d).
All the distinct flow features identified for the two subcritical cases, i.e. flow expansion
and formation of shockwaves, are completely absent in the supercritical regime.

Similar to the sub-critical cases discussed earlier, Figure 4.12 presents in a compar-
ative manner the distributions of the quantities of interest along the symmetry axis of
the nozzle. The distributions of pressure (Figure 4.12.a) and density (Figure 4.12.c)
demonstrate that since the entire flow process takes place at supercritical pressures,
the fluid possesses liquid-like density, hence, compressibility effects are absent. Since
all quantities are correlated to the medium density, the distributions of axial velocity
(Figure 4.12.b) and temperature are also in good agreement (Figure 4.12.d). The
pressure-based solver predicts slightly lower density values in the throat region than
the density-based one. In this specific case, where both solvers employ tabulated
thermodynamics, the differences in the results can be attributed to minor differences
in the levels of accuracy and refinement of the tables from which thermodynamic
properties are obtained.
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Figure 4.11: Contour plots of the (a) pressure, (b) velocity, (c) density and (d)
temperature field for supercritical injection (case 3 of Table 4.2). The upper frames of
each figure depict the predictions produced using the pressure-based solver and the
NIST database, while the lower frames, those produced using a density-based solver
and tabulated data produced by solving the Helmholtz EOS. All contours represent
the part of the nozzle from X=-0.045 m to X=0.08 m
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Figure 4.12: Distribution of (a) pressure, (b) velocity, (c) density and (d) temperature
at the orifice symmetry axis, as predicted by the two solvers adopting different
thermodynamic approaches for case 3 of Table 4.2.

4.3.4 Comparison of expansion dynamics for the two regimes

A comparison between the subfigures of Figure 4.13 reveals that the flow evolution in
the nozzle throat and downstream diverging region exhibits a highly variable behaviour
between the subcritical and supercritical cases examined. In the subcritical pressure
regime, the flow first becomes supersonic in the interior of the domain where sound
speed is lowest. Shock waves occurring within the nozzle can interact with the boundary
layer flow and result in a ‘shock train’ and a sequence of subsonic and supersonic flow,
previously observed in single-phase nozzles ([155, 156]), refer especially to Figure 4.13.b.
Flow through the Mach stem is brought to subsonic velocities, while flow through
the annular oblique shocks remains supersonic. The pressure across the boundary
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between these two regions is matched, but temperature, entropy and velocity change
almost discontinuously immediately downstream of the point where the oblique shock,
Mach disk and reflected shock intersect, referred to as the triple point in relevant flow
studies ([157, 158]). Turbulent mixing takes place across this boundary, eventually
bringing the core of the flow back to supersonic velocities prior to the next shock
cell. In the case of supercritical pressure (Figure 4.13.c), flow accelerates due to the
geometry of the nozzle throat, without exceeding a Mach number of 0.2 at any point.
In the diverging part, the flow decelerates with no discontinuities in any of the variable
fields. As mentioned also in Section 4.3.3, the flow field exhibits no appreciable distinct
features.

Figure 4.13: Contour plot of the Mach number in the throat and downstream regions
(thermal non-equilibrium model). (a) Case 1 of Table 4.2: pin/pout = 11.4 bar/2.6 bar,
(b) case 2 of Table 4.2: pin/pout = 43.0 bar/10.0 bar, and (c) Case 3 of Table 4.2:
pin/pout = 133.0 bar/124.2 bar.

Figure 4.14 presents the axial velocity values on four different planes perpendicular
to the nozzle axis of symmetry. For the subcritical case 2, Figure 4.14.a, where the
flow reaches Mach values up to 4, it is clearly evident that the flow keeps accelerating
past the nozzle throat (X = 0.0 m). Hence, the flow expansion due to the compressible
nature of the two-phase mixture is once again demonstrated. On the contrary, with
regards to the supercritical conditions where the fluid retains liquid-like densities (case
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3, Figure 4.14.b), the flow reaches the maximum velocity at the end of the throat and
then decelerates steadily, suggesting that any influence of compressibility is absent.

Figure 4.14: Cross-flow velocity profiles for (a) subcritical case 2 (Ux,max = 86.6 m/s)
and (b) supercritical case 3 (Ux,max = 111.4 m/s of Table 4.2.

4.3.5 Flow instabilities

Flow instabilities arising due to the abrupt changes in pressure and density of the
fluid are plausible to influence the flow field in the subcritical regime. In order to
fully elucidate such effects, additional DES have been performed for cases 1 and 2 of
Table 4.2. It should be noted that the pressure-based solver was employed in DES
with the phase-change rate being imposed through Equation 4.2. Average fields were
obtained for a total flow time of 5 ms, which is equivalent to 50,000 time steps, and
are presented in Figure 4.15.

The elucidation of the influence of flow instabilities is of high practical importance
since they can affect the delivery performance of the oxidiser injector with subsequent
consequences on the combustion efficiency. A recirculation region has been identified
immediately downstream of the Mach disk in numerical studies, yet experimental
data do not verify this feature [159]. Figure 4.16 depicts three characteristic DES
time instances for subcritical case 2 of Table 4.2, where a severe jet expansion has
been observed; a detailed view of the region slightly downstream the nozzle throat
is depicted. The black line evident on the vectors-over-contour plots signifies regions
where M=1. The three instances make clear that the flow is oriented to the direction
of the oblique shock waves and remains parallel in the region encompassed by the M=1
iso-line. On the contrary, as depicted in all three instances a complex recirculation
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Figure 4.15: Contour plots of time-averaged field over the nozzle plane of symmetry.
Results were produced using a detached eddy simulation (DES) approach. Upper
frames correspond to case 1 and lower ones to case 2 of Table 4.2: (a) pressure (b)
axial velocity and (c) vapour-volume fraction. The figures include the part of the
nozzle from X=-23.5 mm to X=98.2 mm.

pattern sets in at the subsonic boundary layer. It is also interesting to notice in
Figure 4.16.a and Figure 4.16.c that the flow turns away from the nozzle axis, i.e.
towards the wall in the flow regions in the vicinity of M=1 iso-lines (annotated as
regions 1-3 in the plots). This flow behaviour is also similar to the velocity field of
expanding supersonic gas jets [154]. Finally, as shown in Figure 4.16.b significant flow
deceleration and transition to the subcritical regime perturbs the flow significantly, so
as to induce the emergence of an extensive recirculation pattern even at the channel
core (region 4), where parallel flow prevails in the other time instances.
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Figure 4.16: Velocity vectors over axial velocity contour plots in a detailed view after
the nozzle throat exit (X=0.015 m) corresponding to characteristic time instances of
DES: (a) t =0.240 s, (b) t+1.0 ms and (c) t+2.0 ms. The black iso-line signifies M=1
regions, while the numbered vectors indicate regions of distinct flow features

As can be observed in the three time-instances of Figure 4.16, the locations in
the channel core where the flow decelerates, thus denoting the presence of normal
shockwaves, are not fixed in time for case 2. To highlight this behaviour, Figure 4.17
presents the distribution of the pressure gradient over the nozzle symmetry axis for
three different time instances. It is evident that the location and the magnitude of the
first of the shock cells, which manifests in the vicinity of the axis are not stable but
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rather oscillate in time, thus producing a less sharp representation on the time-averaged
fields, a trend similar to that obtained by the density-based URANS solver (refer to
Figure 4.9 and Figure 4.10). These features have been verified to remain static for the
subcritical case 1.

Figure 4.17: Distribution of the pressure gradient at the nozzle symmetry axis for
case 2 of Table 4.2. Time difference between the instances is 0.08 ms.

In order to highlight the manifestation of turbulence within the nozzle, Figure 4.18
presents a visualization of the vortical structures arising for the subcritical cases 1 and
2, based on the DES results, using Q-criterion iso-surfaces. A common characteristic for
both cases constitutes the almost complete absence of structures in the throat region.
Rings are only formed on the walls of the nozzle where the constant-diameter throat
begins and ends. A multitude of vortical structures emanating from the shockwave
location develops in the diverging section of the nozzle, which occupies the major part
of the section for case 1 (Figure 4.18.a), for which the flow retains high velocities until
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the outlet, refer to Figure 4.15. The relevant distribution for case 2 (Figure 4.18.b)
exhibits structures of smaller scale densely forming in the region of the shock-diamond
system, yet decaying well upstream the nozzle outlet due to the low flow velocities
past the normal-shock sequence.

Figure 4.18: Visualisation of vortices using Q-Criterion iso-surfaces (Q=2×108)
coloured by axial velocity values for the DES results of (a) case 1 of Table 4.2:
pin/pout = 11.4 bar/2.6 bar and (b) case 2 of Table 4.2: pin/pout = 43.0 bar/10.0 bar.
The figures include the part of the nozzle from X=-0.017 m to X=0.11 m.

4.4 Concluding remarks

Two-phase oxygen flow was numerically investigated in a converging-diverging nozzle
in both sub- and supercritical pressure conditions using both URANS simulations
and DES. The selected conditions are typical for the component operation of lower
and upper-stage rocket engines. Two phase-change mechanisms have been utilized.
A finite phase-change rate imposed by a Hertz-Knudsen-type equation was found
to give the most accurate results regarding the two-phase oxygen flow field in the
subcritical regime, suggesting a moderate departure from thermodynamic equilibrium.
Nevertheless, the tabulated approach based on the Helmholtz EOS proposed in this
work was found to produce results of sufficient accuracy for both sub- and supercritical
pressure regimes, hence, rendering it a universal modelling approach for cryogenic fluid
injection. From a flow physics standpoint, in the supercritical regime, the flow exhibits
smooth transitions for all quantities of interest. Overall, the flow field exhibits no
appreciable distinct features and abrupt gradients. On the contrary, in the subcritical
regime, flash boiling of LOx takes place, i.e. abrupt vaporisation of the liquid phase,
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accompanied by flow acceleration to supersonic velocities and abrupt pressure gradients.
In the case of the most severe two-phase jet expansion, a series of shock-diamonds set
in at the nozzle diverging region verifying the flow similarity to the expansion of a
supersonic gas jet. DES demonstrated that the flow transition from the super- to the
subsonic regime perturbs the velocity field and gives rise to extensive recirculation
patterns both in the boundary-layer region, as well as in the channel core. The main
findings of this study are applicable to propulsion components of space vehicles where
LOx is currently the prevalent oxidiser option but also to other applications where
cryogenic liquids are the working media, e.g. CO2 for refrigeration systems [160].



Chapter 5
Modelling of liquid oxygen and nitrogen
injection under flashing conditions

The present numerical investigation of two-phase flashing flows examines the injection
of liquid oxygen and liquid nitrogen into near-vacuum conditions prevailing in the
upper-stage boosters of rocket engines. The predictive capability of a pressure-based
solver and a density-based solver, each employing distinct approaches related to the
imposed phase-change rate and thermodynamics closure, has been comparatively
evaluated. Regarding the pressure-based solver, the departure from thermodynamic
equilibrium during phase change has been taken into account via the implementation
of a bubble-dynamics model employing the Hertz-Knudsen equation and assuming
thermal non-equilibrium. In contrast, the density-based solver relies on the adoption
of thermodynamic equilibrium while real-fluid thermodynamic properties are assumed
by loading tabulated values to the solver. Each thermodynamic property value was
calculated in advance by solving the Helmholtz Equation of State (EOS) for a wide
range of density and internal energy conditions. Numerical findings have been compared
against experimental data available in the literature. The comparison demonstrates
the capability of both methodologies in capturing the evolution of cryogenic flashing
flow expansion, phase change, and spray formation. The salient features identified
in the numerical results, i.e. the expansion sphere immediately downstream of the
injector exit, the bell-shaped topology of the spray, as well as the dependency of the
spray cone angle on superheat, are in agreement with experimental measurements.
Especially the thermal equilibrium approach has been proven highly accurate with
respect to the steady expanding flow described by a level of superheat in the range of
3 to 245, while also being independent of any parameter tuning.

69
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5.1 Introduction

Cryogenic propellants in liquid-state have been utilized since the 1960s [113] and are
currently the selected type of propellants for many modern upper-stage rocket engines.
The combination of LOx and LH2 has been used to propel the main engines of NASA’s
space shuttle [161], Ares-I vehicle [162], the Centaur engine of Atlas rocket [114] and
ESA’s Ariane 5 upper stage engines [115], while SpaceX’s Falcon and Blue Origin’s
BE-4 rocket, use as propellants a mixture of LOx/LCH4 and LOx/Liquefied natural
gas (LNG), respectively [163, 164]. For the lower-stage engines, LOx/RP-1 is a very
common propellant mixture with Saturn V, Atlas V, the Russian Soyuz and Falcon
being some of the rockets that operate on it [165, 166].

While the initial lift-off of a space launch vehicle takes place in atmospheric
conditions, the upper-stage engines are expected to ignite and operate in near-vacuum
conditions. Those low-pressure operating conditions of second-stage engines can lead
to flash evaporation or flash boiling of the propellants during start-up, which can
affect the ignition process [167, 134, 7, 29]. Investigation of cryogenic flash boiling
is, therefore, essential for understanding and controlling the process. Extremely low
pressure and temperature storage conditions required for cryogenic fluids, as well as
the intense phase-change rates during flash evaporation, are hindering factors to the
realization of experimental campaigns and, thus, the open literature relevant to the
topic is relatively limited.

An early NASA report by Hendricks et al. [5] offers experimental data in terms
of mass flow rates and pressure distribution of two-phase mixtures of LOx and LN2

flowing through different types of converging-diverging nozzles for a wide range of
sub- and super-critical conditions. Mayer and co-workers [47, 48] presented flow visu-
alizations and measurements related to the propellant (LOx/H2) injection , mixing,
evaporation, and combustion in a liquid rocket engine combustor at sub- and super-
critical chamber pressures. The injection visualizations and studies under combusting
conditions revealed a remarkable difference between subcritical spray formation and
evaporation, and the supercritical injection and mixing processes. The experimental
studies conducted on ONERA’s Mascotte test bench [50, 49] focus mainly on the
combustion processes involved in cryogenic propellant LOx/H2 systems, although the
characteristics of LOx sprays have also been investigated. The work of Chehroudi et al.
[120] is focused on LOx and LN2 injection into environments composed of N2, He, Ar,
and CO/N2 mixtures. Boundary conditions vary from sub- to supercritical and the
resulting flows were captured by a CCD camera with the use of backlit illumination. A
Subsequent work by Chehroudi gives an overview of experimental efforts to elucidate
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the distinct features of high-pressure supercritical injection [168].

In contrast to the aforementioned publications that study the behaviour of cryogenic
fluids for pressure regimes higher than atmospheric, experimental data on cryogenic
flashing sprays at near-vacuum conditions are rare. A noteworthy mention should
be made of the cryogenic facility at the Technical University of Munich (TUM) and
the DLR facility, dedicated to fundamental research on cryogenic spray atomisation,
ignition and combustion [46]. At TUM, Luo and Haidn [29] investigated a flashing
LN2 spray in a low-pressure environment using high-speed diffuse-light visualisation.
The authors confirmed the correlation between the value of the non-dimensional
energy barrier to nucleation, chi, and the transition from mechanical to flash-induced
atomisation. They demonstrated that the onset of the fully flashing regime occurs at
a chi value of around one. The same conclusion was reached by Lamanna et al. in
[30], where a systematic study of flash atomization of standard and retrograde fluids
using background illumination took place. Additionally, the authors reported the
appearance of complex shock-wave structures at very high initial superheat. Finally,
at the DLR facility, Lamanna et al. [7] investigated fully flashing LOx and ethanol
sprays with the use of diffuse-light high-speed imaging. The authors demonstrated
that the inception of flash boiling in cryogenic propellants requires a higher degree of
superheat compared to storable propellants.

More recently, in the work of Rees et al. [24], the characteristic morphologies of
the flash boiling LN2 sprays like breakup patterns and spray angles were investigated
with the use of high-speed shadowgraphy. Among the conclusions, the authors propose
the introduction of a fourth breakup regime for highly superheated jets, the wide-
flashing regime. In addition, in [8] a laser-based Phase Doppler system was set up
to determine the spatial distributions of droplet velocities and diameters in highly
superheated sprays. According to the authors, the droplet diameter decreases with
increasing injection temperature; however, the dependence of the droplet diameter on
the injection temperature is less dominant for increasing injection pressures and the
droplets are bigger at the same injection temperatures.

The scarcity of cryogenic-flashing experimental data makes the need for accurate
and robust numerical methods to simulate the phenomenon imperative. An accurate
numerical prediction of such two-phase flows can lead to a better understanding of
the underlying flow and phase-change processes. In the case of injector orifices under
flashing conditions, the fact that the rapid evaporation of the fluid has a tremendous
influence on the characteristics of the resulting spray is overall supported by the
experimental data. The importance of flashing for the evolution of sprays has been
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acknowledged in the area of gasoline direct injection (GDI) engines and the research is
intense both in terms of experimental and numerical approaches [22, 23]. Cryogenic
flashing has also been investigated for cooling purposes [169] while studies on water,
refrigerants, and light hydrocarbons have shown that in the case of in-nozzle flash
evaporation, finer sprays, wider cone-angles and reduced penetration lengths compared
to flows subdued to inertia-driven phase-change are observed [31]. Safety concerns for
fuel applications [170] but especially with respect to aerospace and nuclear applications
have led to further numerical investigations of flash boiling. The relevant cryogenic flow
processes and, consequently the numerical methodology presented are also relevant to
a wide range of other applications, ranging from gas liquefaction and desalination to
cryosurgery and food freezing [171, 172, 173, 174].

In cases of very rapid depressurisation, an initially subcooled liquid can transit to
the meta-stable region, having a pressure equal to the respective saturation value, yet
a temperature higher than the respective saturation value. When in the metastable
state, the system can remain stable for small fluctuations of the thermodynamic
variables. However, due to the pressure disturbances, the metastable conditions cannot
be maintained for a long time. The metastable liquid will overcome the energy barrier
to nucleation and release its latent heat through the flash-evaporation process, finally
evolving to the global minimum of free energy and reaching a new equilibrium stable
state. Metastability effects play an important role in transient processes [18]. In
nuclear safety analysis, flashing phenomena are present in the case of a loss of coolant
accident (LOCA), as well as inducing flow instabilities in passive safety systems driven
by natural circulation. Liao and Lucas present the relevant advancements in the field
in [175] and [18].

Nevertheless, not many numerical investigations highlighting the distinct charac-
teristics of cryogenic sprays can be found in the open literature. In the work of Travis
et al. [132], a theoretical two-phase model based on the Helmholtz energy EOS is
developed. To account for the non-equilibrium effects, the homogeneous equilibrium
model was modified and used for determining the critical flow rate for choked cryo-
genic flows. Lyras et al. [133] utilized the volume-of-fluid method coupled with the
homogeneous relaxation model to investigate the flash boiling process and subsequent
spray expansion of a liquid nitrogen flow through a throttle nozzle. Chen et al. [176]
proposed a two-fluid numerical model that couples an interface area density model to
the homogeneous relaxation model (HRM) for investigating the underlying physics of
liquid nitrogen spray formation. In a numerical and experimental campaign to study
flashing liquid nitrogen, Gärtner et al. [88] used a one-fluid approach, with tabulated
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thermodynamic properties and the HRM to account for phase change. In the recent
works of Lureiro et al. [177, 178] a multiphase solver based on the volume of fluid
method and piecewise linear interface calculation (PLIC) reconstruction is used to
perform direct numerical simulation) of the flash atomization of cryogenic LOx in
the micro-scale and characterise the primary breakup regimes, as well as calculate
the droplet-size distribution within the spray. Schmehl and Steelant [134] utilized
an Eulerian-Langrangian framework to simulate the pre-flow of nitrogen tetroxide
(N2O4) oxidizer during the start-up of an upper-stage rocket engine. To account for
the flash-induced expansion of the jet, an empirical flash atomization model was used.
Ramcke et al. [135] used a similar numerical approach utilizing a simplified droplet
flash evaporation model to investigate the pre-flow of LOx for satellite rocket engines.
The aforementioned publications reveal that both cryogenic and storable flashing
liquid sprays exhibit analogous characteristics, namely enhanced droplet atomisation,
increased cone angle and acceleration of the compressible mixture.

The above review of the existing literature makes it clear that although effective
approaches have been implemented to predict cryogenic liquid injection and flashing
evaporation, the proposed methods are developed depending on specific thermodynamic
conditions and application needs. Previous work by the author’s group in [138, 139]
has demonstrated the robustness of the technique in modelling phase-change and spray
mixing in fuel-injection applications. To the authors’ best knowledge, this is the first
work in the open literature to propose and evaluate a universal modelling framework
suitable for the prediction of multiphase, cryogenic wall-confined and unconfined spray-
flow characteristics, for pressure outlet environments that range from near-vacuum to
supercritical [160]. More specifically, a time-resolved, explicit, density-based solver
implementing a Mach-number consistent numerical flux scheme has been developed and
utilised. Thermodynamic properties of the operating fluids were computed by solving
the Helmholtz energy Equation of State (EOS) and inserted in the numerical code in
tabulated form. In the context of examining flash boiling during second-stage engine
ignition, liquid oxygen has been selected as the operating fluid due to its extensive
use as an oxidiser. To further evaluate the developed solver, liquid nitrogen was also
considered due to the availability of experimental data for flash boiling conditions. In
parallel with the developed density-based solver, a coupled (pressure-based) solver
utilising a kinetic-theory-based model is examined to comparatively assess the accuracy
of numerical predictions produced with the use of diverse phase-change modelling
approaches.

This universal methodology based on tabulated thermodynamics that is applicable
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to a wide range of superheat levels, is presented in a comparative manner against
the Hertz-Knudsen kinetic-theory-based mass transfer model and validated against
relevant experimental data. This phase-change model can be calibrated to model flash
evaporation for various superheat levels and therefore produce accurate results; however
initial calibration data must be available. The use of a thermodynamic table with
real-gas thermodynamic properties produces accurate results for high superheat values
while capturing the process with satisfactory accuracy for lower values of superheat.
The advantage of the tabulated methodology is that after the initial table of fluid
properties is created for a range of conditions, no calibration is needed since the phase
change rates are dictated by the tabulated real-gas thermodynamics. Therefore, the
tabulated approach can be a flexible methodology to be used when examining a specific
fluid for a wide range of conditions or different geometries. Overall, this investigation
aspires to clarify the effectiveness of the two aforementioned approaches in simulating
cryogenic flows of liquid oxygen and nitrogen under extreme flash boiling, near-vacuum
conditions.

5.2 Methodology

Two flow solvers have been employed in the present investigation, i.e. an implicit
coupled pressure/velocity solver (nominally referred to from now on as ‘pressure-based’)
and an explicit density-based solver. The basic set of governing equations solved in
both cases comprised the continuity, momentum and energy conservation equations,
the fundamental formulations of which can be found in the work of Karathanassis et
al. [4] and are summarised below.

∂(ρmix)
∂t

+ ∇(ρmixu⃗) = 0 (5.1)

∂(ρmixu⃗)
∂t

+ ∇(ρmixu⃗u⃗) = −∇p + ∇[µmix(∇u⃗ + ∇u⃗T )] (5.2)

∂

∂t

2∑
i=1

(αiρiEi) + ∇
2∑

i=1
(αiu⃗(ρiEi + p)) = ∇(kmix∇T ), Ei = hi − p

ρi

+ u2
i

2 (5.3)

In equations 6.1 to 6.3, ρ denotes density, u⃗ is the velocity vector, t is time, p

represents the pressure field and µ is the fluid viscosity. The volume fraction of each
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phase is α, k denotes the thermal conductivity of the two-phase fluid, T stands for
temperature and finally, h is the sensible enthalpy. The index “mix” corresponds
to the mixture and “i” to a specific phase of the mixture. The complete numerical
methodologies, along with the sets of equations solved have been described in more
detail in previous works of the authors’ group, specifically in the work of Karathanassis
et al. [4] regarding the pressure-based solver and Kyriazis et al. [105, 140] regarding
the density-based solver.

With respect to the coupled (pressure-based) solver, a two-phase mixture approach
was implemented, including an additional equation for the vapour transport, as outlined
in the following section. Numerical schemes with 2nd order accuracy were employed for
the discretisation of the governing equations. More specifically, the QUICK scheme was
employed for the discretisation of the vapour-fraction equation, while a second-order
upwind scheme was used for density interpolation, as well as for the discretisation of the
momentum and turbulence transport equations. An implicit second-order backward
differencing technique was used for time integration with a time step value of 10−8s,
resulting in a CFL-criterion value smaller than 1 in the entire computational domain
for all the pressure-based solver simulations. The solution for each time step was
deemed as converged, once the residuals for the set of governing equations employed
by the solver dropped by at least three orders of magnitude.

In the case of the density-based solver, a single-fluid modelling approach has been
formulated and the 3-D URANS equations in conservative form were considered. In
essence, an infinite phase-change rate was assumed at the bubble interface, i.e. the
establishment of thermodynamic equilibrium, and the entire process was replicated by
an appropriate EOS (refer to Section 5.2.2). The interphase temperature in the present
investigation is taken as equal to the local cell temperature, which is calculated by
the solution of the energy equation. Thermodynamic non-equilibrium and its effects
play an important role in flashing conditions during highly transient processes with
abrupt pressure gradients [18]. All the examined cases, however, reach a quasi-steady
solution. The thermal equilibrium assumption, imposed by the density-based solver
can, therefore, produce accurate results, as also demonstrated for cryogenic fluids in
[160]. Additionally, it should be noted that the pressure-based solver’s phase-change
model calibration yielded an accommodation coefficient value of λ = 1, suggesting
close-to-equilibrium thermodynamic conditions. Since the Mach number is probable
to obtain highly different values in the pure liquid, vapour and two-phase mixture
regions, a Mach-number consistent numerical flux has been implemented based on
the HLLC and the AUSM fluxes [106, 107]. Conservative variables at cell interfaces,
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required for the calculation of the fluxes, were determined using the MUSCL-Hancock
reconstruction [108], 2nd order accurate in space. A 4th order accurate, four-stage
Runge-Kutta method has been selected for time integration, with a CFL criterion of
0.1 imposed for all the density-based explicit solver simulations performed. Again,
the solution for each time step was deemed as converged, once the residuals for the
set of governing equations employed by the solver dropped by at least three orders of
magnitude.

5.2.1 Mass-transfer model

As mentioned, a two-phase mixture model was employed in the coupled, pressure-based
solver to capture the phase-change process under flash-boiling conditions. Mechanical
equilibrium, i.e. a common velocity field, was also assumed for the two phases.
Regarding the liquid phase, compressibility was imposed with the use of Tait EOS
using a reference density of 1022.1 kg/m3 at p = 17 bar, T = 113 K for LOx and a
reference density of 782.86 kg/m3 at p = 4 bar, T = 82.5 K for LN2. The respective
vapour phases were treated as ideal gases. The reference values of latent heat of
evaporation were taken equal to 185.25 kJ/kg for LOx at a temperature of 113 K and
192.19 kJ/kg for LN2 at a temperature of 82.5 K. Energy transfer between liquid and
vapour phases was calculated based on reference latent heat values, the integration of
heat capacity of each fluid for a temperature range and the calculated phase-change
rate. The set of governing equations for the mixture was complemented by an advection
equation (Equation 5.4) for the conservation of the vapour phase volume fraction.

∂(αvρv)
∂t

+ ∇(αvρvu⃗) = Ṙ (5.4)

where the phase-change rate Ṙ corresponds to flash vaporization. For the simulations
conducted in this study, the rate was calculated from the Hertz-Knudsen equation
(Equation 5.5) derived from the kinetic theory of gases [141].

Ṙ = λ Aint (psat − p)√
2π Rg Tint

, Aint = n ∗ 4πr2 (5.5)

where Rg and Tint are the ideal-gas constant and the bubble-interphase temperature
respectively, while Aint is the overall vapour interface surface area, which is calculated
assuming a nucleation-site density n = 1016 sites/m3 and a bubble radius of r = 10−6 m.
The nucleation site density was calibrated based on the maximum spray cone angle,
while the bubble radius has been deemed representative of flashing-flow propagation in
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different benchmark geometries. In fact, along with an accommodation coefficient value
of λ = 1.0, they are indicative of thermodynamic conditions approaching equilibrium
[4]. Since a mixture model is employed, the interphase temperature is taken as equal
to the local grid cell temperature provided by the solution of the energy equation.
The degree of deviation from thermodynamic equilibrium is reflected in the value of
the accommodation coefficient λ. Values of either 1.0 or 0.1 correspond to conditions
similar to thermodynamic equilibrium and strongly deviating from it, respectively [33].
The capability of the Knudsen-based mass-transfer model to capture the phase-change
rate in flashing flows has been demonstrated in [4] and has also been implemented
in CFD software [111] in order to investigate flash boiling in gasoline fuel injector
nozzles.

5.2.2 Helmholtz energy equation of state

LOx and LN2 thermodynamic properties required by the density-based solver are
derived from the Helmholtz energy EOS. The table containing the LOx properties
is calibrated within the temperature range 54.4 K ≤ T ≤ 500.0 K, for a maximum
density of ρmax = 1400.5 kg/m3. For LN2 the thermodynamic properties are tabulated
for a temperature range of 63.2 K ≤ T ≤ 329.8 K, for a maximum density value
of ρmax = 1100.0 kg/m3. The properties are organised into a thermodynamic table
that may include a wider or narrower range of values, depending on the application.
The dimensionless form of the aforementioned EOS for the Helmholtz energy a,
having as independent variables the density and the temperature [110] is presented in
Equation 5.6.

a(r, T )
RT

= α(δ, t) = α0(δ, τ) + αr(δ, τ) (5.6)

where δ = ρ/ρc, τ = Tc/T , α0 is the dimensionless Helmholtz energy of the ideal
gas and αr is the residual Helmholtz energy. The last two variables, α0 and αr, can
be determined as reported by Kyriazis et al. in [105]. Equation 5.6 can then be
used to determine pressure, internal energy, enthalpy and speed of sound of the fluid
as a function of density and temperature. The saturation curve is identified using
Maxwell’s criterion. Properties within the saturation dome, are determined using a
mixture assumption and the mixture’s speed of sound is calculated using the Wallis
speed-of-sound formula [33].

Due to the considerable computational cost that solving the Helmholtz EOS at
each time step entails, a tabulated-data technique, similar to the one proposed in [145]
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has been employed. The procedure and table development has been performed for
each substance of interest. Two structured thermodynamic grids of approximately
10 × 104 and 7 × 104 elements have been created, one for each working fluid, namely
LOx and LN2, containing information for all the thermodynamic properties on each
thermodynamic node defined by a density and internal energy value. For LOx cases,
the density range of the grid is 0.125 ≤ ρ ≤ 1400.5 kg/m3 divided into 251 points
of fixed ∆ρ = 5.055 kg/m3, while the internal-energy range of the grid is −171.14 ≤
e ≤ 165.51 kJ/kg divided into 400 points of fixed ∆e = 0.84161 kJ/kg. For LN2

cases, the density range of the grid is 0.01 ≤ ρ ≤ 1100.01 kg/m3 divided into
221 points of fixed ∆ρ = 5.0 kg/m3, while the internal-energy range of the grid is
−169.50 ≤ e ≤ 129.5 kJ/kg divided into 300 points of fixed ∆e = 1.0 kJ/kg. The
variation of pressure and internal energy of nitrogen as a function of density and
temperature is presented in Figure 5.1. The surfaces have been produced by employing
the aforementioned tabulating procedure. The saturation curves are represented as
black dashed lines.

Figure 5.1: Three-dimensional phase diagrams for nitrogen: (a) pressure and (b)
internal energy in terms of density and temperature.

Once density and internal energy are calculated by the URANS equations, the
corresponding element of the thermodynamic table is identified through numerical
inversion from the above quantities. Any thermodynamic property ϕ of the table is then
approximated by a finite element bilinear interpolation as described in Equation 5.7.

ϕ(ρ, e) =
nodes∑

n

Nn(ρ, e)bn (5.7)

where ϕ corresponds to pressure, temperature or speed of sound, required for the
calculation of the fluxes in the density-based solver. Full details on the shape functions
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N employed and the calculations of unknowns b on each node n are reported in [105].

5.2.3 Turbulence closure

All the simulated cases are characterized by high Reynolds numbers ranging from
8.7 × 107 to 16.2 × 107. The flow of cryogenic fluids developing through the selected
orifices has therefore been found to be within the turbulent regime for all cases. For
the calculation of Reynolds numbers, the diameter of each orifice was used as the
characteristic length scale, while an approximation of the velocity was made based
on experimental values of the mass flow rate. Finally, liquid phase properties at the
injection pressure and temperature have been assumed for the Reynolds calculations.
To account for contributions to the viscosity, µ and thermal conductivity k due to
turbulence effects, the k − ω Shear Stress Transport (SST) turbulence model was
employed since the specific turbulence model has been demonstrated to perform well
in highly turbulent wall-bounded flows, where secondary flow is also possible to arise.
More specifically, the SST formulation exhibits a k − ϵ behaviour in the free-stream
without suffering from excessive turbulence production in regions of recirculation [87].
The model is suitable for adverse pressure gradients that are present near the injector’s
exit hole [88] and has performed better than the k − ϵ regarding mass flow results in
the context of superheated nozzle flows [133]. Standard wall functions were utilised
for near-wall turbulence treatment. The respective y+ values for the numerical grid
employed for the simulations were of the order of 10.

5.2.4 Domain discretisation

Two geometries are represented in this study referred to as injector A and injector
B. Injector A is a typical cylindrical LOx injector of 0.36 mm length and constant
diameter of 0.30 mm and presented in Figure 5.2.a. The specific injector geometry
has been used for obtaining the experimental data available from Lamanna et al [7].
Injector B is a cylindrical LN2 injector of 2.9 mm length and a constant diameter of
1 mm, utilized in the experimental campaign of Rees et al. [8] and is presented in
Figure 5.2.b.

Since both orifices are axisymmetric, both domains were reduced to a wedge
produced by rotating the nozzle layout, around the symmetry axis by 5o as depicted
in Figure 5.3. As can be seen in the same figure, the inflow section has been expanded
upstream in both domains to impose the stagnation conditions of the experiments.
After the grid independence study presented in Section 5.2.6, numerical grids of
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Figure 5.2: Geometry of (a) liquid oxygen injector (injector A) employed in [7] and
(b) liquid nitrogen injector (injector B) employed in [8]. The panels represent the
numerical domain used for the simulation. The outflow part extends downstream the
injector exit to a length equal to 40 orifice diameters.

approximately 26,000 and 50,000 cells were employed to represent injectors A and B,
respectively, with comparable cell density in the in-nozzle and spray-outlet regions for
both geometries. The developed numerical grids were primarily structured comprising
more than 97% hexahedral cells. Regarding the injector hole, the spatial discretisation
for both injectors was 50 cells through the cross-section. The near-wall region in each
case was refined with the use of 12 inflation layers with a growth factor of 1.2. The
grids resulted in y+ values of the order of 10, suitable for turbulence modelling using
URANS.
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Figure 5.3: Views of the numerical grid of (a) the LOx injector and (b) the LN2
injector including a focused view of the location marked with an arrow around the
exit of each injector.

5.2.5 Boundary and initial conditions

The set of boundary conditions imposed in the examined cases replicate the physical
conditions prevailing during the actual LOx and LN2 experiments presented in [7]
and [8]. Appropriate constant values of static pressure were imposed at the inlet and
outlet of the domain in accordance with the experimental conditions. A zero-gradient
condition was imposed for the boundary-normal velocity component at the inlet,
while the remaining velocity components were set to zero. At the outlet boundary,
zero-gradient boundary conditions were set for all velocity components and all the
transported quantities. A no-slip condition was imposed on all the surfaces acting
as orifice walls that were also treated as adiabatic. Regarding energy-conservation
considerations, a constant temperature value in the case of the pressure-based solver
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and a constant internal energy value in the case of the density-based solver were imposed
on the domain inlet and outlet according to the equation formulations implemented in
each solver.

Regarding initialization, in the cases of the pressure-based solver, a Laplace-based
equation was solved to establish an initial pressure field while quiescent fluid was
assumed at the initial time instance. For the density-based solver, a solution produced
by the SIMPLE solver was used for the initialization of the pressure and velocity fields.
All simulations were initialized assuming pure liquid in the inlet and nozzle volume,
while the gas phase was assumed to fill the downstream volume. Finally, temperature
values were set equal to the respective inlet values throughout the domain. Table 5.1
summarizes the set of boundary and initial conditions applied to all examined cases.

Table 5.1: Summary of boundary and initial conditions imposed for the numerical
simulations.

Boundary Conditions Inlet Outlet Wall

Pressure-based p = pin, T = Tin p = pout, T = Tout
u⃗ = 0

∂T/∂n = 0

Density-based p = pin, e = ein p = pout, e = eout
u⃗ = 0

∂T/∂n = 0

Initial Conditions

Both solvers T = Tin , αinlet = 0 , αorifice = 0 , αoutlet = 1

Pressure-based p = p0 u⃗ = 0

Density-based p = p0 u⃗ = u⃗0

5.2.6 Validation and grid independence

The pressure-based solver employing the Hertz-Knudsen phase-change model has been
extensively validated for internal and external flashing flows considering water as the
working medium in previous works of the authors [160, 4]. Specifically, the model
has been demonstrated to accurately capture phase change in a converging-diverging
nozzle, a (throttle) nozzle with an abrupt contraction and a rapidly depressurising duct
(pipe blow-down). Furthermore, the density-based algorithm has been validated in
previous works with reference to bubble- [105], and droplet-dynamics [151] simulations,
while the accuracy of the tabulated technique based on the Helmholtz energy EOS has
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been verified in reference to the properties of n-dodecane [105]. In a different study, an
additional validation study was set up in order to further evaluate the capability of the
density-based solver to capture LOx flows using the Helmholtz EOS thermodynamic
closure. The relevant predictions are presented in detail in [160].

In order to ensure the independence of the URANS numerical solution from the
density of the numerical grid, three different grids of increasing cell count were created
to represent the geometry of injector A, consisting approximately of 10, 26 and 107×103

cells. The pressure-based solver was utilized to simulate case 3 of Table 5.2 for the grid
independence study, a case with high superheat where severe expansion and large spray
cone angles were expected. The results produced by the three numerical grids are
presented in Figure 5.4, in terms of pressure and vapour volume fraction distributions
along the orifice symmetry axis.

Figure 5.4: Grid independence analysis of the URANS numerical solution. (a)
Pressure and (b) vapour volume fraction distributions on the orifice symmetry axis for
three numerical grids of increasing cell number.

Due to the fact that the resulting flow field reaches quasi-steady state conditions,
the flow variables are time-averaged over a period of 20 milliseconds, initiating after
an initial transient period of around 4 ms. The results presented in Figure 5.4
reveal that all used grids can qualitatively capture the overall flow characteristics.
The intermediate grid has been adopted for all following simulations, as the results
produced with said grid were of comparable accuracy to those of the dense grid, with
negligible discrepancies, yet with reduced computational load. A numerical grid of
similar topology consisting of 51,856 cells has been employed for Injector B, with
comparable cell density both in in-nozzle and spray regions.
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5.3 Results

The test cases examined in this study are summarized in Table 5.2. Specifically, cases 1
to 4 refer to LOx flow and correspond to the experimental conditions and the resulting
spray cone angles reported by Lamanna et al. [7], whereas cases 5 to 10 refer to LN2

flow and specifically the experimental campaign of Rees et al. [8] for which data
regarding mass flow rates and spray cone angles are available.

Table 5.2: List of examined test cases, including the operating fluid, boundary
conditions and superheat Rp = psat(Tin)/pout for each case.

Case Fluid pin · 105 [Pa] pout [Pa] Tin [K] Superheat Rp [-]

1

LOx

17 20600 113.0 33

2 17 14140 113.0 48

3 17 9100 113.0 74

4 17 2750 113.0 245

5

LN2

8 58020 82.5 3

6 8 24870 82.5 7

7 8 6130 82.5 28.4

8 4 58020 82.5 3

9 4 24870 82.5 7

10 4 3330 82.5 52.3

The rationale for selecting the aforementioned cases was to test the applicability of
the methodologies presented in this study for a wide range of boundary conditions
and for two different cryogenic fluids. Moreover, the juxtaposition of the results from
specific cases provided useful insight into the flash evaporation process. Transient
simulations have been performed for all cases, yet it was confirmed that the respective
flow and temperature fields reached to steady-state (or quasi-steady-state) solutions
in all cases; thus, the time-averaged flow and temperature fields are presented.

Due to the fact that the tested temperature and pressure conditions can lie below
those of the triple point of LOx and LN2, there is indeed a possibility of solidification
of the operating fluids. Nevertheless, in the work of Lamanna et al. [7] (cases 1 to 4
of Table 5.2), no reports of solidified LOx are found. In the case of fully-flashing LN2
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sprays of Rees et al. [8] (cases 7 and 10 of Table 5.2) flakes of solidified nitrogen were
indeed observed close to the walls of the vacuum chamber and therefore away from the
active visualisation region. Since the current investigation is mainly oriented towards
aerospace applications, where icing is to be avoided, a simple limiter was set in the
energy equation to avoid temperatures below solidification. It was confirmed that this
limiter did not interfere with the robustness and accuracy of the solution process.

5.3.1 Liquid Oxygen flashing flow

The numerical results corresponding to cases 1 to 4 of Table 5.2 are discussed in this
section. In this specific set of cases, LOx is used as the working fluid and the imposed
boundary conditions are chosen to result in an increasing superheat. Experimental
data are available for comparison from the experimental campaign of Lamanna et al.
[7] where the spray cone angle of flashing LOx was measured at a distance equivalent
to 5 nozzle diameters downstream of the nozzle’s exit.

Figure 5.5: Oxygen spray cone angle for inlet pressure of 17 bar and variable LOx
injection conditions of increasing superheat degree. Conditions correspond to cases 1
to 4 of Table 5.2. Spray cone angles measured at a distance equivalent to 5 nozzle
diameters downstream the nozzle (see figure inset).

Figure 5.5 summarizes the results produced by the two approaches and evaluates
the predictive capability of the two methods in terms of spray cone angle, for superheat
ranging from 33 to 245. In accordance with the experimental spray cone-angle
measurements, the angle is measured at a distance equivalent to 5 nozzle diameters
after the nozzle’s exit, as can be seen in the inset of Figure 5.5. Since no manufacturing
asymmetries or irregularities can be explicitly captured numerically, the numerical data
only correspond to half of the diverging layout downstream of the injector outlet and
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the angle value is then doubled. Figure 5 showcases the differences in the behaviour of
the two algorithms in terms of phase-change modelling.

The Hertz-Knudsen phase change model can be calibrated to model flash evapo-
ration for various degrees of superheat. In the literature, the model has been used
for closed geometries and lower superheat with a nuclei density value of 1013 and has
produced accurate results [160]. In this numerical campaign, the model was properly
calibrated based on the maximum spray cone angle parameter in order to qualitatively
capture an intense flashing process, unrestricted by wall boundaries, and the bubble
nuclei density was set to 1016 for all examined cases. The second method employing
a thermodynamic table with real-gas thermodynamic properties produces equally
accurate results for high LOx superheat (case 4) while capturing the process with
satisfactory accuracy for lower superheat ratios. The advantage of this method is that,
after the initial table of fluid properties has been created for a range of conditions,
no calibration is needed, since the phase change rates are dictated by the tabulated
real-gas thermodynamics. Therefore, between this numerical campaign and the LOx
campaign presented in [160], no changes were needed in terms of the thermodynamic
table used, which demonstrates the applicability of the specific approach regardless of
the boundary conditions or the geometry used.

Figure 5.6 presents a comparison between the two approaches in terms of pressure,
velocity, density and temperature fields for a case of Rp = 245. Comparing the
pressure fields (Figure 5.6.a), the two approaches are in good agreement, as it is
clear that the pressure decreases in a similar manner. The velocity, density and
temperature contour plots reveal the formation of bell-shaped Oxygen spray with
an almost identical spray cone angle on the measurement location ( X[m] = 5×
Nozzle diameter). Although the pressure decrease that takes place is similar for both
approaches, the use of tabulated thermodynamics with the density-based solver imposes
an infinite phase-change rate that affects the temperature ranges of the expanding
flow after the nozzle exit (Figure 5.6.d). The thermal equilibrium model predicts,
therefore, the presence of an area of lower temperature and comparable but slightly
higher density (Figure 5.6.c) than the Hertz-Knudsen model. Those changes in the
density affect the maximum velocity that the expanding flow reaches (Figure 5.6.b),
before decelerating and adjusting to the ambient pressure with a steep gradient. The
evolution of the field-variables values along the axis of symmetry further supports the
aforementioned findings and is presented in Figure 5.7.

The comparison between the thermal non-equilibrium, pressure-based solver curve,
Rp = 245(PB), and the HEM, density-based solver curve, Rp = 245(DB), in Figure 5.7
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Figure 5.6: Contour plots of (a) Pressure, (b) Velocity magnitude, (c) Density and
(d) Temperature variable distribution for cases 4 of Table 5.2. Pressure based solver
results are presented on the left of each subplot while density based solver results are
on the right.

reveals the characteristic features of the flash evaporation process and the differences
between the two approaches. For those curves, the pressure and velocity fields
(Figure 5.7.a and Figure 5.7.b) share the location where the minimum and maximum
values are reached, approximately 15 nozzle diameters downstream of the nozzle exit.
Regarding the thermal non-equilibrium model, the pressure decreases in a marginally
steeper fashion and the maximum velocity value is almost 25% greater in comparison
to the HEM. This difference in maximum velocity values emanates, predominantly,
from the density field (Figure 5.7.c), which adjusts the speed of sound in the orifice.
Regarding the temperature fields (Figure 5.7.d), the phase change mechanisms play a
key role in the behaviour of the quantity. In the case of the tabulated HEM approach,
higher (infinite) phase change rates lead to higher energy absorption which results in
lower temperatures.
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Figure 5.7: Distribution of (a) Pressure, (b) Axial Velocity, (c) Density and (d)
Temperature along the nozzle axis of symmetry as predicted by the two approaches
for case 4 of Table 5.2 and as predicted by the thermal non-equilibrium model of the
pressure-based solver for cases 1 to 3 of Table 5.2.

Examining the results of Figure 5.7 in terms of increasing superheat (Rp = 33, 48, 74
and 245(PB)), reveals that the pressure and density fields (Figure 5.7.a and Fig-
ure 5.7.c) are exhibiting similar variations after the nozzle exit. A steep initial decrease
is observed after the X/D = 0 point and an equally sharp gain that reinstates the
variable value to match a final equilibrium value. The higher the superheat level, the
further from the nozzle exit the increase of pressure and density will take place, and the
lower the equilibrium value will be. Temperature profiles (Figure 5.7.d), reveal their
decrease due to the intense evaporation process and the absorption of latent heat. On
the location where the flow expansion stops, a static (over time) shockwave is formed;
an amount of vapour undergoes condensation, and a local increase in the temperature
is observed. Finally, regarding the axial velocity (Figure 5.7.b), a flow-recirculation
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region can be discerned for the cases of lower superheat (cases 1 to 3), as negative
axial velocity values prevail between approximately 10 to 15 nozzle diameter lengths
past the location of the injector exit. The recirculation can be attributed to shear
forces from the flow surrounding the spray core. For the cases of higher superheat, the
expansion is more extended and the surrounding flow is located further away from the
spray axis, thus limiting the shear effects on the axial velocity value over the symmetry
axis.

Figure 5.8: Contour plots of (Column a) Pressure, (Column b) Velocity magnitude,
(Column c) Temperature and (Column d) Density variable distribution for cases 1 to 4
of Table 5.2. Each case is presented in a separate row. All variables are time-averaged.

Figure 5.8 presents contour plots of the flow and temperature fields for cases 1 to 4
of Table 5.2 in a manner of increasing superheat level. Distinct topologies common for
all cases can be identified. Regarding the pressure field (Figure 5.8.a) a hemispherical
volume of steep pressure gradients forms immediately after the nozzle exit, followed
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by a region (Marker “1”) where pressure obtains values lower than the outlet pressure.
This particular area becomes more extensive with increasing superheat ratio. For
instance, for Rp = 245, it reaches up to a length of 20 nozzle diameters downstream
of the nozzle exit. Likewise, the velocity field (Figure 5.8.b) reveals a hemispherical
zone of fluid acceleration, or, in other words, flow expansion (Marker “2”), where
supersonic velocity values are reached. The expansion stops at the location where
pressure recovers in an abrupt manner, i.e. a shockwave forms. From an overall-
topology standpoint, a bell-shaped spray forms that encloses the annotated areas. The
flow velocity at the boundaries of the spray is higher than the core where recirculation
zones (Marker “3”) form in the wake that is created downstream of the pressure
discontinuity due to shearing induced by the high-velocity periphery. Besides, the
density field (Figure 5.8.c) closely follows the pressure field, with the regions of low
fluid density (Marker “4”) corresponding to regions of low pressure as well. The
proximity to the injector’s outlet of this low-density/low-pressure location (Markers
“1” and “4”) is a function of superheat. The higher the superheat, the further from the
injector’s exit is the density/pressure minima located. Finally, temperature decreases
within the spray area (Figure 5.8.d), as expected due to the evaporation of LOx and
the absorption of latent heat. The higher the Rp the lower the minimum temperature.
For all cases, there is a region where temperature briefly increases as condensation
takes place after the pressure recovery (Marker “5”).

5.3.2 Liquid Nitrogen flashing flow

The numerical results corresponding to cases 5 to 10 of Table 5.2 are discussed in this
section. In the specific set of cases, LN2 is used as the working fluid and the imposed
boundary conditions are chosen to result in an increasing superheat level for two values
of inlet pressure. Experimental data are available for comparison from the campaign
of Rees et al. [8], where in-nozzle mass flow rates and spray cone angles of flashing
LN2 were measured. Table 5.4 presents the comparison between the experimental
measurements and the numerical data produced using the two solvers tested. As can
be seen, good agreement between experiments and predictions has been achieved,
with the HEM approach outperforming the respective kinetic-theory-based, thermal
non-equilibrium model in terms of accuracy owing to its independence from tuning
parameters.

Figure 5.9 summarizes the results produced with the two approaches and their
predictive capability is evaluated in terms of spray cone angle, for two different values
of inlet pressure, namely 8 (Figure 5.9.a) and 4 bar (Figure 5.9.b), respectively. As
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Table 5.4: Comparison between numerical predictions and experimental measurements
for LN2 mass flow rate in injector B.

Mass-flow rate [kg/m3] Cases 5,6,7 Cases 8,9,10

Experimental 0.017 (±0.0005) 0.0097 (±0.0001)

Non-equilibrium (pressure-based) 0.01859 0.01141

Equilibrium (density-based) 0.01713 0.01058

demonstrated by Figure 5.9.a, both numerical methods exhibit high accuracy in terms
of spray cone angle for cases of higher inlet pressure (5 to 7 of Table 5.2). For the lower
inlet-pressure counterparts (cases 8 to 10 of Table 5.2) the numerical results match
perfectly the experimental values of the spray-cone angle for a high level of superheat.
For Rp = 7 both methods seem to underestimate the cone angle while for Rp = 3,
only the HEM (tabulated) approach underestimates the angle of the spray cone as
Figure 5.9.b suggests. What becomes apparent from the comparison between the high
and low inlet-pressure data is that the discrepancies between numerical predictions
and experiments do not exhibit any particular trend dependent on the superheat
value. For instance, case 6 and case 9 share the same value of Rp = 7, yet the level of
solver accuracy differs and hence the underlying cause should be sought in delicate
features inherent to flash boiling such as the degree of liquid metastability and the
complementary influence of transient processes that cannot be captured in full [18],
especially by the density-based solver where thermodynamic equilibrium is postulated.

Figure 5.10 presents, in a comparative manner between the two solvers, the
distribution of characteristic quantities along the axis of symmetry, for the two
inlet-pressure values examined. The comparison reveals differences between the two
methods, along with advantages and limitations. To distinguish between the presented
curves, a solid line has been used for the 4-bar-inlet cases and a dotted line for the
8-bar-inlet. Varying superheat levels result in different curves each marked with
coloured points that, depending on the variable, may indicate the location of a local
minimum/maximum.

To further elucidate distinct features of the flow expansion, four regions have been
marked in Figure 5.10. Marker “1”, points to the nozzle exit (X/D = 0) region,
with pressure being the variable of interest. The pressure-based solver (realising a
mass-transfer-based modelling approach) predicts a region immediately downstream of
the exit of the nozzle where the pressure remains unchanged (Figure 5.10.a, left panel),
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Figure 5.9: Nitrogen spray cone angle for inlet pressure of 8 bar and variable LN2
injection conditions of increasing superheat degree. Conditions correspond to cases 5
to 7 of Table 5.2. Spray cone angles are measured at a distance equivalent to 2 nozzle
diameters downstream the nozzle exit.

suggesting the presence of a liquid core as also demonstrated by the constant density
values in the region (Figure 5.10.c, left panel). On the contrary, the density-based
(tabulated-thermodynamics-HEM) solver predicts an almost instant phase-change
response of the fluid (Figure 5.10.c, right panel) to pressure change, also correlated to
pressure fluctuations in the outlet region, refer to Marker “1” on the right-hand side
panel of Figure 5.10.a. This behaviour is expected due to the infinite phase-change
rate replicated through the use of the equation of state.

Regarding flow velocity presented in Figure 5.10.b, the pressure-based solver
predicts a steeper increase, i.e. a more violent flow expansion, reaching a higher
maximum velocity value (Marker “2”) compared to the density-based solver. This
behaviour is attributed to the sonic velocity that, in essence, adjusts the flow velocity
within the nozzle and is dependent on the phase-change rate, as it is designated by
the two-phase mixture composition with lower sonic velocities obtained for bubbly
mixtures. The density distribution along the axial coordinate at the nozzle symmetry
axis (Figure 5.10.c) reveals that in the case of the pressure-based solver for different Rp
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Figure 5.10: Time-averaged values resulting from the use of a pressure-based solver
with a thermal non-equilibrium model (left) and a density-based solver utilizing a
HEM (right). Distribution of (a) Pressure, (b) Axial Velocity, (c) Density and (d)
Temperature along the nozzle axis of symmetry for cases 5 to 10 of Table 5.2.
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values, phase change evolves in an identical, gradual manner, i.e. density distributions
coincide (Marker “3”) until disrupted at the shockwave location. On the contrary,
the density-based solver predictions on the right-hand side of the figure indicate an
oscillating behaviour, potentially stemming from the averaging of a flapping pattern at
the injector outlet since the density-based solver converges in a quasi-steady solution.

Finally, the temperature field is presented in Figure 5.10.d. As expected, tem-
perature decreases sharply once phase change commences due to the conversion of
sensible to latent heat required for the formation of bubbles. A subsequent temperature
readjustment occurs in the pure-gas region. It must be noted that due to the ideal-gas
assumption adopted in the pressure-based solver, the minimum temperature in the
domain had to be limited to the triple-point temperature (63.15K), which, of course,
constitutes a drawback of the thermodynamic-modelling approach. On the contrary,
the density-based solver following a vapour-liquid equilibrium approach produces a
physically accurate temperature field with the minimum temperature being approached
asymptotically (Marker “4”).

Figure 5.11 presents the radial velocity magnitude profiles of the expanding nitrogen
flow as a function of the dimensionless cross-flow coordinate (Y/D), calculated at a
distance of two nozzle diameters (X/D = 2) downstream the exit of the injection
nozzle. The results for cases 6,7 and 9,10 of Table 5.2 follow a common trend indicating
a flow acceleration pattern indicative of an under-expanded jet. Starting from the
symmetry axis, velocity increases gradually up to the spray periphery where vapour
fraction values are higher and thus compressibility effects are more pronounced.

The flow velocity subsequently decreases due to shearing with stagnant ambient.
For the cases examined, this velocity decrease shows either a monotonical, Marker
“1”, or a non-monotonical trend, Marker “2”. This behaviour is indicative of the
morphology of the expansion cone, which, in turn, if the same Rp value is maintained,
is designated by the inlet pressure, as illustrated in the inset of Figure 5.11. Increased
inlet pressure (8 bar) shifts the bell-shaped, flow-acceleration region downstream while
it also increases its extent so as to overlap with the high-velocity region of the jet
periphery. On the contrary, for an inlet pressure of 4 bar, the wake region past the
shockwave (red arrow in the inset) intervenes between the expansion cone and the
radial high-velocity zones producing the characteristic oscillating behaviour highlighted
by Marker “2”.

The experimental investigation of Rees et al. [8] provides, apart from spray cone
angles and mass flow-rate measurements, shadowgraph images of the spray topology.
To present a visual comparison between the experimental images and numerical results,
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Figure 5.11: Velocity profiles for cases 6,7,9 and 10 of Table 5.2 at X/D = 2 as a
function of the dimensionless radial coordinate Y/D. Inset depicts velocity contour
plots in the near-nozzle region of cases 6 (upper panel) and 9 (lower panel) of Table 5.2,
Rp = 7.

Figure 5.12 has been compiled. For cases 8 to 10 of Table 5.2, experimental images
are presented side-by-side with grayscale contours of the numerically-derived density
gradient highlighting the locations of intense phase change. Although the numerical
images constitute a slice of the spray, they do capture the spray topology resembling
a bell-shaped hollow cone becoming more pronounced for increasing superheat, as
demonstrated by the white, i.e. zero-gradient, regions around the axis of symmetry.
The hemispherical region of steep gradients, which is abruptly terminated by the
presence of the condensation shockwave is also reproduced accurately by the numerical
results, as highlighted by the plots corresponding to the highest value of superheat.
As can also be discerned, the spray cone becomes tangential to the nozzle outlet solid
surface for high superheat values.

Complementary to Figure 5.12, an illustration of the three-dimensional spray
topology is presented in Figure 5.13, resulting from a 180o revolution of a contour plot
(produced for case 3) similar to those presented in Figure 5.12. Since the experimental
visualization technique is based on refractive index gradients, i.e. density changes, a
density gradient iso-surface has been used to render the three-dimensional numerical
spray representation. The slice contour plot on the right-hand side of Figure 5.13
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Figure 5.12: Nitrogen injection, cases 8 to 10 of Table 5.2. Comparison between
shadowgraphy images as presented by Rees et. al [8] (left panel of each frame) and
numerically derived results using the HEM, tabulated approach (right panel). Density
gradient magnitude has been plotted using a logarithmic scale with a darker colour
corresponding to higher gradients similar to the colour band of Figure 5.13.

Figure 5.13: Rendering of three-dimensional spray topology by revolution of the
density gradient contour (left). Density gradient contour plot (right). Numerical data
correspond to case 3 of Table 5.2, Rp = 74.

reveals distinct areas of steep density gradients, i.e. the expansion cone (region A),
the shockwave location (region B) and the spray periphery (region C). By rotating
this slice around the injector axis of symmetry, the topology shown on the left part of
Figure 5.13 is produced. As can be clearly seen, the resemblance with the qualitative
experimental images of Figure 5.12 is evident. The expansion-cone region directly
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downstream of the outlet appears darker due to the vigorous phase change and the
presence of a pressure discontinuity, while a thin halo stemming from the periphery of
the spray shrouds the regions further downstream leading to milder refractive index
gradients.

5.4 Concluding remarks

In this work, two-phase flashing flows of liquid oxygen and liquid nitrogen injected
into near-vacuum conditions have been numerically investigated. For this purpose,
a pressure- and a density-based solver with two different approaches regarding the
imposed phase change rates and thermodynamics closure have been employed and
their predictive capabilities have been evaluated. For the pressure-based solver, the
departure from thermodynamic equilibrium during phase change has been taken into
account via the implementation of a bubble-dynamics model employing the Hertz-
Knudsen equation, whereas thermodynamic equilibrium has been adopted in the
density-based solver. Tabulated data for the variation of the fluid thermodynamic
properties have been derived by the Helmholtz energy equation of state and used
for the density solver operation. All the numerical results were compared against
experimental data available in the literature.

The comparison demonstrated that both employed methodologies are suitable for
calculating the evolution of a cryogenic flow expansion, phase-change/flashing and spray
atomisation with certain advantages and limitations based on the inherent formulation
of each technique. The Hertz-Knudsen phase-change model must be calibrated in
order to model flash evaporation for various degrees of superheat. Therefore, in order
to produce accurate results, initial calibration data must be available. The use of
a thermodynamic table with real-gas thermodynamic properties produces accurate
results for high superheat values while capturing the process with satisfactory accuracy
for lower values of superheat. The level of accuracy differs among cases for reasons that
can be sought in features inherent to flash boiling such as liquid metastability effects
and the influence of transient processes that cannot be captured in full, especially
by the density-based solver where thermodynamic equilibrium is postulated. The
inherent inability of the method to account for metastability effects can be identified
as a limitation of the presented methodology. Metastability effects could become
important in transient flashing processes, as in blowdown tubes. Yet, for cryogenic
fluid injection, which occurs under steady conditions, the method is sufficiently accurate
and presents the advantage that, after the initial table of fluid properties is created
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for a range of conditions, no calibration is needed, unlike models based on a vapour-
transport equation, since the phase change rate is dictated by the tabulated real-gas
thermodynamics. Therefore, the tabulated approach can be utilized regardless of the
boundary conditions or the geometry [179].



Chapter 6
Large eddy simulation of iso-Octane under
flashing injection conditions

The numerical work presented in this chapter studies the flow of iso-octane through
the ECN Spray G injector under flashing (Spray-G2) operating conditions [10] in the
context of a large eddy simulation (LES) numerical approach. Section 6.1 includes
a review of the experimental and numerical research that has been conducted in the
field of spray formation of gasoline direct injection (GDI) engines, mostly focusing on
the spray-G injector geometry. The numerical models that were utilized are presented
in Section 6.2, while the relevant numerical results are discussed in Section 6.3. The
conclusions of this investigation are presented in 6.4.

6.1 Introduction

The experimental and numerical research volume in the area of gasoline direct injection
(GDI) engines, particularly on fuel injectors, is enormous. The automotive industry is
continuously under regulatory pressure to decrease emissions and increase efficiency.
Combustion efficiency is hugely influenced by the spray quality of the liquid fuel
injected in the combustion chamber and the appearance of flash-boiling can improve
or decrease the quality of fuel sprays [180]. For this reason, flash boiling of GDI
engine injector sprays has risen to an important research area with continuous progress.
Recent developments regarding multi-hole injectors are presented in the work of Lee
et al. [181], an overview of the advancement in flash boiling atomisation research in
the context of combustion applications can be found in the investigation of Li et al.
[182], while a review of the studies regarding the effect of flash boiling on the spray of
GDI injectors is presented by Chang et al. [183]. Relevant experimental investigations
of multi-hole injectors are presented in the following paragraphs.

Guo et al. [184] investigated the spray characteristics of a five-hole gasoline direct
injector for ambient pressure ranging from 0.5 to 10.0 bar and fuel injection temperature
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from 20 to 80 oC. The morphology of the spray was captured using high-speed imaging
and droplet dynamics were studied with the use of phase Doppler measurement
technique. The authors report spray collapses in elevated ambient pressure and
flashing conditions. Near-field spray collapse is observed at elevated ambient pressure
and is attributed to the low-pressure areas created by the neighbouring high-speed jets.
On the contrary, far-field collapse is taking place under flashing conditions as a result
of the low-pressure areas created by the temperature drop and vapour condensation.

Diffusion back illumination (DBI) and Schlieren imaging scheme were used by
Payri et al. [185] to capture the morphology of flash boiling sprays, formed with the
use of an ECN Spray G injector. DBI was used for measuring the liquid component in
the spray, while the vapour distribution was determined using Schlieren imaging. The
imaging results showed the manifestation of spray collapse induced by the ambient
pressure values. Sphicas et al. [186] also studied the 8-hole ECN Spray G fuel injector.
High-speed particle image velocimetry was applied along a plane between plumes to
study plume interaction and the possibility of spray collapse and was coupled with
diffused back illumination and Mie-scatter techniques. The results show the formation
of a recirculation zone that is initially limited between plumes. With the interaction
of adjacent plumes, the gap closes and the spray collapse progresses.

Zhang et al. [187, 188] practised the laser-induced exciplex fluorescence (LIEF)
method on the FB-DEMA-hexane combination, to quantify the liquid-vapour composi-
tion of flashing gasoline sprays. The measurements were taken for a multi-hole gasoline
DI injector over a range of superheated conditions. The results showed that with
increasing superheat degrees, individual plumes of the multi-hole injector collapse and
their interaction forms a single solid plume. The collapse of the vapour phase was found
to be more significant than that of the liquid phase. The vapour quantity increased
linearly with the superheat degree. Finally, when the superheat level reaches the point
where spray collapse appears, the vaporisation rate rises dramatically signalling the
presence of flashing conditions.

Due to the fact that the work on flash-induced atomisation and spray formation
can largely vary in terms of injector topologies, operating conditions or fuel prop-
erties, the adaption of well-established industry standards for performing any type
of experimental or numerical research is necessary. To facilitate the collaboration
among experimental and computational researchers in engine combustion, the Na-
tional Technology and Engineering Solutions of Sandia (NTESS) operates the Engine
Combustion Network (ECN) with the purpose of establishing an internet library
of well-documented experiments that are appropriate for model validation and the
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advancement of scientific understanding of combustion at conditions specific to engines,
to provide a framework for collaborative comparisons of measured and modelled results
and to identify priorities for further experimental and computational research [10].
Based on the geometries, meshes and datasets included in the ECN platform, a large
number of numerical investigations have been reported. Investigations relevant to the
ECN spray-G injector (6.2.2) are presented in the paragraphs that follow.

In a collaborative investigation focusing on the internal flow and the near nozzle
flow of the ECN-Spray G injector, Mohapatra et al. [189] evaluated five different
modelling approaches. All models were able to accurately predict the mass flow rate
through the injector, however, the predictive capability regarding other features was
varying. Regarding plume width and fuel mass distribution, the predictions showed a
wide variation, while, all modelling approaches encountered difficulties regarding the
prediction of fuel dispersion and jet velocity. Due to those predictive inaccuracies, the
authors identify the need for improvement in the area of Eulerian modelling of dense
fuel jets.

In the work of Moulai et al. [190] the ECN-Spray G eight-hole counterbore
injector was computationally and experimentally studied under a variety of operating
conditions. The effects of turbulence, cavitation, flash-boiling, compressibility, and
the presence of non-condensable gases were taken into consideration. The authors
presented three injection scenarios; submerged conditions, injection into a pressurized
nitrogen atmosphere, and flashing conditions. Long-distance microscopy was used to
visualise the resulting sprays. According to their findings, the discharge coefficient of
the injector was consistent for all three scenarios. Regarding cavitation, the results
showed the presence of vapour in a significant volume of the counterbore, suggesting
that the counterbore further expands the two-phase fuel flow. Flash-boiling conditions
were found to produce wide plume angles and large amounts of vapour were generated.
However, the produced vapour represented a small amount of mass.

The work of Saha and co-workers on the modelling of GDI injectors is extensive.
In a 2016 publication [191], the authors present a numerical study of a two-phase
flow inside the ECN-Spray G nozzle. The needle lift has been considered fixed
and the effects of turbulence, compressibility, and non-condensable gases have been
included. Standard k–e turbulence model was used for turbulence modelling and
the Homogeneous relaxation model (HRM) coupled with a volume of fluid (VOF)
scheme was used to capture the phase-change process for three sets of boundary
conditions. Non-flashing and evaporative, non-flashing and non-evaporative, and
flashing conditions were considered. The numerical results showed mass flow-rate
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variation on a hole-to-hole basis under all operating conditions. Cavitation and flash-
boiling were observed under the corresponding conditions. The authors comment on
the need for a large numerical domain at the nozzle outlet and on the observation that
volume averaging was more effective than mass averaging.

The influence of transient needle motion on the ECN spray G injector under
non-flashing (spray G) and flashing (spray G2) conditions was numerically investigated
by Baldwin et al. [192]. In-nozzle flow and near-field spray simulations were performed
using a compressible Eulerian solver. Liquid, vapour, and non-condensable gas were
considered and the homogeneous relaxation model (HRM) was used to account for
phase change. Dynamic mesh motion was implemented using Laplacian smoothing,
with a minimum needle lift of 5 µm. The low needle lift resulted in vapour generation
near the injector seat. The internal injector flow was found to include many transient
and interacting vortices that affect the spray angle and produce fluctuations in mass
flow rate. Finally, the authors report the formation of intermittent string flash-boiling.

The work of Gärtner et al. [193] focuses on the numerical investigation of spray
collapse using a modified OpenFOAM solver. The ECN spray G2 conditions were
examined and the results were compared to relevant experimental data. The study
concludes that spray collapse behaviour, can not be described using the superheat ratio,
Rp, that is used for the characterisation of flashing regimes. Moreover, the numerical
findings show the formation of under-expanded vapour jets and shock structures that
interact and can be assumed to cause the spray to collapse.

In a coupled Eulerian-Lagrangian approach, Mohan et al. [194] also investigated
the ECN Spray-G geometry under non-flashing (Spray-G1) and flashing (Spray-G2)
conditions. The homogeneous relaxation model (HRM) coupled with the volume of
fluid (VOF) method was used for the Eulerian approach that provided the initial and
boundary conditions of the Lagrangian spray simulations that used the blob injection
model. The authors state that the applied methodology can be used as a method of
determining the appropriate initial and boundary conditions for spray simulations in
the case of limited experimental data availability, as the results show that it is capable
of capturing the rate of injection, mass injected through each hole, discharge coefficient,
average spray plume angle, and half cone angle with satisfactory accuracy. Another
Eulerian-Lagrangian approach was made by Duronio et al. [195]. A flashing-spray
breakup model was developed and embedded in the sprayDyMFoam OpenFOAM’s
Eulerian-Lagrangian solver and used to simulate the ECN Spray G injector under flash-
boiling conditions. The results showed an overall good spray morphology representation,
prediction of spray-collapse for strong flash boiling conditions and correct diameter
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dimensions estimations when compared to experimental data.

It is clear from the literature that many different approaches have been used to
represent the flashing spray formation in the area of GDI engine injectors, all of them
being able to capture the phenomenon with different levels of accuracy, or by focusing
on certain topologies of the spray. In the present work, methodologies that were
used in chapters 4 and 5, i.e. tabulated thermodynamics and non-equilibrium bubble-
dynamics-based phase-change-model are implemented in a large eddy simulation (LES)
framework and the results are evaluated.

6.2 Methodology

For the work performed in this chapter, the compressible form of mass, momentum
and energy equations are considered (Equations 6.1,6.2,6.3). A single-fluid mixture
approach was implemented, with the mixture including three phases. Nitrogen is the
primary phase that fills the outlet of the injector, while isooctane liquid and iso-octane
vapour are the secondary phases. The liquid phase has been modelled using a real-fluid
approach, employing tabulated thermodynamic data derived from the Helmholtz
energy equation of state. The ideal gas assumption was made for the fuel vapour
and the non-condensable nitrogen. Between the iso-octane liquid and vapour phases,
mass transfer takes place through the implementation of a thermal non-equilibrium
bubble-dynamics-based phase-change model as described in Section 3.4.

∂(ρmix)
∂t

+ ∇(ρmixu⃗) = 0 (6.1)

∂(ρmixu⃗)
∂t

+ ∇(ρmixu⃗u⃗) = −∇p + ∇[µmix(∇u⃗ + ∇u⃗T )] (6.2)
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6.2.1 Turbulence closure

To address the turbulence closure requirement, a Large Eddy Simulation (LES) ap-
proach has been selected for this investigation with the implementation of the wall-
adapting local eddy-viscosity subgrid-scale (WALE) model [196]. The subgrid-scale
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model employs the Boussinesq hypothesis and computes the subgrid-scale turbulent
stresses from Equation 6.4.

τij − 1
3 τkkδij = −2µtS̄ij (6.4)

where µt is the subgrid-scale turbulent viscosity, τkk is the isotropic part of the stress
tensor and is not modelled and S̄ij is the tensor of rate of strain of the resolved scale
as defined by Equation 6.5.

S̄ij ≡ 1
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where ū is the mean velocity. According to the WALE model, the eddy viscosity, µt,
is modelled as described in Equation 6.6.
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where L2
s and Sd

ij are given by equations 6.7 and 6.8.
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where κ = 0.41 is the von Karman constant, d is the distance to the nearest wall,
Cw = 0.325 and ∆ = V 1/3 is the local grid scale computed based on V , the volume of
the cell.

6.2.2 Injector geometry, boundary conditions and initialisa-
tion

The injector examined is the Spray-G eight-hole counterbore injector as defined by
the database of the ECN [10], based on experimental measurements e.g. the work of
Duke et al. [197], where a wide range of techniques were employed, including both
X-ray and visible-light imaging. The injector’s main characteristics are presented
in Figure 6.1, while its nominal dimensions and relevant boundary conditions are
presented on Tables 6.1 and 6.2. Regarding the spatial discretisation, Figure 6.2
presents the three-dimensional computational domain corresponding to the injector.
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Figure 6.1: Characteristics of the Spray-G 8-hole counterbore injector.

The mesh represents one-fourth of the seat geometry and a semi-spherical volume of
the immediate downstream area where the fuel plumes develop. The mesh consists of
approximately 1.8 million polyhedral cells resulting in a spatial resolution of 8 µm at
the nozzle area and in the counterbore area. The minimum cell size at the needle tip,
at the location of minimum needle lift, is 2µm. Downstream the nozzle exit, the cell
size gradually increases, reaching a maximum cell size of approximately 360µm near
the numerical domain exit.
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Table 6.1: Nominal dimensions and manufacturing characteristics of ECN, Spray G
injector [10].

Parameter Value

Number of holes 8

Spray Shape Circular

Bend Angle 0o

Length-to-Diameter ratio (L/D) 1.4

Hole shape Straight

Nominal flow rate 15 cc s−1 at 10 MPa

Nozzle type Valve covered orifice (VCO)

Nozzle shape Step hole

Orifice diameter 0.165 mm

Orifice length 0.16 - 0.18 mm

Step diameter 0.388 mm

Orifice drill angle 37o

Full spray angle 80o

Table 6.2: Boundary conditions of ECN, Spray G injector for non-flashing (Spray-G)
and flashing (Spray-G2) operation [10].

Parameter Spray-G Spray-G2

Fuel type Iso-octane Iso-octane

Inlet fuel temperature 363 K 363 K

Inlet fuel pressure 20 MPa 20 MPa

Ambient gas temperature 573 K 333 K

Ambient pressure 600 kPa 50 kPa

Ambient density 3.5 kg m−3 0.5 kg m−3

Initial ambient gas velocity Less than 1 m/s Less than 1 m/s
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Figure 6.2: Overview of the numerical domain used for the spray G investigation
including enlarged details of the numerical mesh at the location of the injector hole
and counterbore.

The Taylor length scale, λ, for single-phase flow can be estimated from the correla-
tion λ/D ≈

√
10 Re−1/2, yielding an estimate at the exit of the nozzle of λ ≈ 2.4µm.

This value implies a mesh-to-Taylor lengths scale ratio of around 4, which in turn
suggests that the mesh resolution at the needle tip and within the nozzle holes can be
considered adequate for an LES of the near-nozzle area. For the purpose of the LES
initialisation, the nozzle and the orifices are filled with liquid iso-octane at the injection
temperature of 363 K and a constant pressure equal to the injection pressure of 200
bar. The pressure in the discharge chamber is set at 50 kPa. A URANS simulation
was initiated with the abovementioned conditions and a solution of the flow field was
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obtained. The URANS solution was subsequently used as the starting point for the
LES calculations. This approach was followed in order to decrease the computational
cost of the numerical investigation by reducing the time needed for the LES treatment
to reach a statistically stable mode.

6.3 Results

The numerical work presented in this section corresponds to case 14 of Table 3.3
and took place with the utilisation of a high-performance computing (HPC) service
called Hyperion, provided by City, University of London. The Hyperion HPC unit
is a collection of servers interconnected to a high-speed network. Hyperion has 72
CPU nodes and 4 GPU nodes. Each compute node has 2 Intel® Xeon® Gold 6248R
processors. Each processor has 24 cores, 384 GB RAM and a local 1TB Solid State
Disk (SSD) drive. The system has a regular file store that is backed up every day and
backups are kept for 14 days. It has a fast parallel file system for storing temporary
files which greatly enhances performance. The flashing iso-octane LES cases were
executed on 2 of the 72 CPU nodes, where approximately one millisecond of flow time
was calculated every 20 days. The complete set of boundary conditions of case 14 is
presented in Table 6.2. The mass flow rate for the steady-lift phase of injection has
been calculated based on the numerical results and is presented, both per-hole and
in total, in Table 6.3. The results are compared with experimental data available for
“Spray-G” conditions by Payri et al. [11] and the ECN [10], and describe the mass
flow rate at maximum needle lift.

Table 6.3: Mass flow rate values for each injector hole during the maximum needle
lift phase. Comparison of total mass flow rate with experimental values [11, 10].

Mass flow rate [kg s−1] Hole “1” Hole “2” Hole “3” Total

Numerical (pamb = 0.5 bar) 0.00242 0.00211 0.00220 0.01768

Experimental (pamb = 3 bar) - - - 0.01446

It should be noted that relevant experimental data for the “Spray-G2” boundary
conditions that are pertinent to flashing are not available, a fact that highlights once
more the need for relevant numerical approaches. The hole-to-hole flow rate variation
of the numerical results is of the order of 15% while the rate of injection calculated
numerically is comparable to the average experimental value reported for an ambient
pressure of 3 bar. The numerical value is reported at an ambient pressure of 0.5 bar
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Figure 6.3: Contour plot over spray G hole plane of symmetry alongside the injection
direction. Distribution of (a) pressure (b) velocity, (c) temperature and (d) liquid
volume fraction.
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and therefore the overprediction is justified. Due to the fact that symmetry boundary
conditions were applied to the domain, the flow rate of the injector holes 1 and 3 has
been adjusted to account for the complete hole opening.

Figure 6.4: Line plots of variable evolution along the spray G hole central axis of
symmetry. Distribution of (a) pressure logarithm (b) velocity, (c) temperature and (d)
density.

To study the resulting spray, a contour plot over the plane of symmetry of injector
hole “2” has been extracted and presented in Figure 6.3. The fields of pressure, velocity,
temperature and liquid volume fraction can be observed. All variables have been
averaged over a time period of 1 µm. The pressure field contour that is presented in
Figure 6.3.a reveals the immediate pressure drop at the entrance of the nozzle hole,
where a low-pressure area can be identified. The same low-pressure core extends up
to the end of the counterbore, where it gradually adjusts to ambient pressure levels.
The velocity profile, as presented in Figure 6.3.b shows the acceleration of the fuel,
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starting at the location of the needle contraction, where the velocity reaches up to 140
m/s. When entering the nozzle, the area of high velocity coincides with a low-pressure
location. At the beginning of the counterbore volume, the flash evaporation initiates
and the two-phase mixture reaches velocity values of up to 200 m/s. Recirculation
zones are forming at the perimeter of the inlet of the counterbore. The resulting
plume angle was assessed as presented in Figure 6.3.b and 6.3.c and is found to be
27.5o. The nozzle axis of symmetry is also indicated. Moreover, in Figure 6.3.c,
the temperature contour depicts the phase-change process that takes place within
the counterbore volume, where the temperature drops as low as 333 oC due to the
evaporation of iso-octane. The temperature recovery indicates that condensation
appears downstream of the counterbore. Finally, the vapour volume fraction contour
is presented in Figure 6.3.d, where it becomes apparent that the flash-evaporation
is dominant in the counterbore volume. On the walls of the counterbore, the results
show a higher liquid volume fraction, indicating an interaction between the fuel and
the wall that results in vapour condensation. The evolution of the field variables is
additionally presented in a line plot manner, in Figure 6.4, where density was chosen to
be presented over liquid volume fraction. The reason for this was that the variations of
density are more pronounced and provide better insight into the spray evolution. The
distance axis marked as X∗[m] corresponds to the radial distance from the symmetry
axis of the complete 8-hole spray G injector.

Figure 6.5: Contour plots on equidistant planes lying perpendicular to the spray G
hole central axis of symmetry. Distribution of (a) pressure logarithm (b) velocity, (c)
temperature and (d) liquid volume fraction.

In order to better examine the injector hole and counterbore volume, Figure 6.5
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Figure 6.6: Definition of (a) vectors L0 to L3 and (b) contour of an enlarged view of
the in-nozzle variable fields. Line plots of variable evolution along the vectors L0 to
L3. Distribution of (c) pressure (d) velocity, (e) temperature and (f) liquid volume
fraction.
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has been compiled. The variables of pressure logarithm, velocity, temperature and
liquid volume fraction are presented on five planes positioned perpendicularly to the
nozzle symmetry axis. By observing the pressure logarithm and liquid volume fraction
contours, it can be de deduced that a liquid core is present at the exit of the nozzle.
In the velocity sub-figure, the recirculation area can be observed at the entrance of the
counterbore section, while in the temperature sub-figure, the cool ring that is formed,
marks the location where phase-change takes place and develops, downstream, into a
vapour cone.

Figure 6.7: Turbulent structures at the in- and near-nozzle area presented by a
Q-criterion iso-surface of a magnitude of 112. Surface coloured by the magnitude of
velocity.

The in-nozzle topology is presented more closely in Figure 6.6. Four lines have been
selected over the single-hole plane of symmetry and the evolution of field variables over
said lines is presented. L0 corresponds to the smallest distance between the needle and
the nozzle entrance, with an angle equivalent to the drill angle, L1 follows the diameter
of the hole at the nozzle’s entrance, L2 coincides with the diameter of the hole at the
beginning of the counterbore and L3 corresponds to the counterbore diameter at its
exit. The Y axis of the diagrams represents a dimensionless distance, where 0 and 1
correspond to the beginning and the end of each line respectively, according to the
vectors drawn in Figure 6.6.a. The evolution of the variables further into the spray-G
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nozzle reveals the location of the flashing inception. Low-pressure values near the
nozzle wall (L∗ = 1) mark the initialisation of the phase-change process that, due to
the asymmetry of the flow with respect to the nozzle axis, propagates and creates a
low-pressure region towards the opposite wall (L∗ = 0). The temperature differences
over the examined lines appear to follow the trend of the corresponding pressure lines.
Finally, Liquid volume fraction curves clearly depict the phase change that begins at
the edge where the L0 and L1 vectors end.

Turbulent structures at the in-nozzle and near nozzle area are presented in Figure 6.7.
A transparent iso-surface of Q-criterion magnitude of 112 is presented in the Figure
and coloured by the flow velocity magnitude passing through the vortex core regions.
Turbulent structures are mostly found within the nozzle at locations of high velocity.
After the nozzle inlet, within the counterbore volume, the structures are limited while
downstream the counterbore exit a higher concentration is observed.

6.4 Concluding remarks

In the work presented in this chapter, a two-phase flow of iso-octane was simulated
using a Large Eddy Simulation framework. The operating conditions correspond to
the “Spragy-G2” boundary conditions provided by the Engine Combustion Network
(ECN). A third phase was introduced to account for the ambient nitrogen acting as
a non-dissolved gas. For this numerical investigation, a pressure-based solver was
used, utilising a bubble-dynamics model employing the Hertz-Knudsen equation. The
specific model takes into account the thermodynamic non-equilibrium between the two
phases with the introduction of an accommodation coefficient. The liquid phase was
thermodynamically represented with the introduction of a real-gas table of properties
whereas the vapour was treated as an ideal gas. The resulting rate of injection is
comparable to the rate corresponding to the “Spray-G” conditions. Further testing
and, ideally, more experimental data are deemed needed to conclusively confirm
possible advantages of the utilised phase-change model, however, the applied numerical
approach appears to be able to represent the in- and near-nozzle flashing process of
the ECN “Spray-G2” configuration.



Chapter 7
Conclusions

Flash boiling in aerospace and automotive applications has been the focus of this work.
However, the methods proposed in this thesis can be applied to a broad spectrum
of engineering problems, ranging from gasoline direct injection (GDI) and aerospace
engine optimisation to industrial cooling and nuclear safety. To study the phenomenon
two different numerical solvers are implemented. The first solver is a compressible,
transient, explicit, density-based solver, on which tabulated thermodynamic properties
have been implemented. The thermodynamic data was derived from solving a high-
order equation of state based on Helmholtz free energy. The solver structure implies
the assumption of thermal equilibrium regarding the phase change. The density-based
solver operates within the OpenFOAM framework and has been executed for URANS
simulations. The second solver is a compressible, transient, implicit, coupled, pressure-
based solver that was used within the framework of ANSYS Fluent software. A
two-phase mixture approach that assumes mechanical equilibrium was implemented. A
mass transfer model based on bubble-dynamics considerations, representing a thermal
non-equilibrium approach, has been developed and tested not only on URANS but
DES and LES formulations as well.

Quantitative and qualitative comparisons between the two approaches have taken
place. A wide range of experimental conditions has been investigated. The condition
ranged from non-flashing, to fully flashing with high superheat ratios of up to 245.
The majority of cases took place in the subcritical regime but supercritical pressure
conditions were also examined. Both the selected boundary condition sets and the
selected operating fluids are of relevance to space applications. More specifically, in the
first part of this numerical work, two-phase oxygen flow was numerically investigated
in a converging-diverging nozzle in both sub- and supercritical pressure conditions. In
the second part of the present work two-phase flashing flows of liquid oxygen and liquid
nitrogen injected into near-vacuum conditions were simulated. Finally, iso-octane
injection under flashing conditions was studied using Large Eddy Simulation.

The variable level of accuracy among the numerical results highlights the fact that
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flash boiling, in the context of jets and sprays, is a process of high uncertainty due to
its inherent features, namely metastability effects and transient phenomena that may
take place upon its development. Although the thermal equilibrium assumption might
not always be justified, in the case of cryogenic fluid injection under steady conditions,
the method is sufficiently accurate. Under such conditions, unlike models based on a
vapour-transport equation, the presented methodology can be applied without any
calibration for any range of conditions that have been tabulated, regardless of the
boundary conditions or the involved geometry.

Recommendations for future work fall under three categories. Firstly, the expansion
of the investigation to a wider range of flashing applications, secondly the decrease
of the computational cost of the developed solver and finally, the expansion of the
thermodynamic properties from a single-fluid approach to fluid mixtures. As the
results of this research work suggest, the developed framework is applicable for flashing
flows under steady conditions, therefore, the investigation of transient phenomena in
flashing processes is recommended as a next step. Regarding the computational cost,
the use of low time-step value is unavoidable during the explicit numerical resolution
due to the extremely fast evolution of the flash boiling phenomenon and the high
vapour velocities that develop. Thus, the computational time needed to produce the
results of this research was demanding even for a URANS framework. The development
of an implicit implementation of the presented methodology, with the ability to use
larger time-step values can significantly reduce the computational cost. Finally, on the
matter of fluid properties, implementation of the tabulation process to fluid mixtures
and assessment of the accuracy of the results is an important step for broadening the
applicability of the methodology.



Appendix A
Developed solvers and functions, and
implementation process

Open-FOAM solver, “tabFoam”

1 # include "fvCFD.H"
2 # include " dynamicFvMesh .H"
3 # include " kinematicMomentumTransportModel .H"
4 # include " fixedRhoFvPatchScalarField .H"
5 # include " incompressibleTwoPhaseMixture .H"
6 # include " directionInterpolate .H"
7 # include " localEulerDdtScheme .H"
8 # include " fvcSmooth .H"
9 # include " tableInfo .H" // thermo class definition

10 # include " functions .H" // functions implementation
11

12 int main(int argc , char *argv [])
13 {
14 # include " postProcess .H"
15 # include " setRootCaseLists .H"
16 # include " createTime .H"
17 # include " createDynamicFvMesh .H"
18 # include " initContinuityErrs .H"
19 # include " createFields .H"
20 # include " createTimeControls .H"
21

22 turbulence -> validate ();
23

24 # include <fstream >
25 # include <iostream >
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26 # include <string >
27 # include <stdio.h>
28 # include <stdlib.h>
29

30 dimensionedScalar v_zero("v_zero", dimVolume /dimTime ,
0.0);

31 dimensionedScalar v_zero2 (" v_zero2 ", dimMass /dimTime ,
0.0);

32 dimensionedScalar uBounded (" uBounded ", dimLength /
dimTime , 200.0) ;

33

34 OFstream resFile (" residual .txt");
35

36 word nameOfTable (" ");
37 runTime . controlDict (). readIfPresent (" nameOfTable ",

nameOfTable ); // read file from controlDict
38 tableInfo unif( nameOfTable ); // call constructor
39

40 # include " calculateThermo .H"
41

42 // Courant numbers used to adjust the time -step
43 scalar CoNum = 0.0;
44 scalar meanCoNum = 0.0;
45

46 Info << "\ nStarting time loop\n" << endl;
47

48 while ( runTime .run ())
49 {
50 volScalarField rhoOld("rhoOld",rho);
51 volVectorField rhoUOld (" rhoUOld ",rhoU);
52 volScalarField rhoEOld (" rhoEOld ",rhoE);
53

54 # include " createFlux .H"// --- Directed
interpolation of primitive fields onto faces

55

56 for( int cycle = 0; cycle < RK4values .size (); cycle ++)
{//RK stages
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57

58 Info << " starting cycle " << cycle << endl;
59

60 volScalarField & rhokcycle = rhok[cycle ]();
61 volVectorField & rhoUkcycle = rhoUk[cycle ]();
62 volScalarField & rhoEkcycle = rhoEk[cycle ]();
63

64 if(cycle ==0){// save the old time modify rho ,rhoU
65

66 rhokcycle = fvc :: div( rhoPhi);
67 rhoUkcycle = fvc :: div(phiUp) - fvc :: laplacian (

muEff , U) - fvc :: div(tauMC);
68

69 rhoEkcycle =
70 (
71 fvc :: div(phiEUp)
72 - fvc :: div( sigmaDotU )
73 - fvc :: laplacian (k_eff ,T)
74 );
75

76 }//if
77

78 else{
79

80 rho = rhoOld;
81 rhoU = rhoUOld ;
82 rhoE = rhoEOld ;
83

84 volScalarField & rhokcycle0 = rhok[cycle - 1]();
85 volVectorField & rhoUkcycle0 = rhoUk[cycle - 1]();
86 volScalarField & rhoEkcycle0 = rhoEk[cycle - 1]();
87

88 // --- Solve density
89 solve(fvm :: ddt(rho) + rhokcycle0 * RK4values [

cycle ]);
90 rho. correctBoundaryConditions ();
91
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92 // --- Solve momentum
93 solve(fvm :: ddt(rhoU) + rhoUkcycle0 * RK4values [

cycle ]);
94

95 //U.ref () = rhoU.ref () /rho.ref ();
96 U.ref () = rhoU () /rho ();
97 U. correctBoundaryConditions ();
98 rhoU. boundaryFieldRef () == rho. boundaryField ()*U.

boundaryField ();
99

100 // --- Solve energy
101 solve(fvm :: ddt(rhoE) + rhoEkcycle0 * RK4values [

cycle ]);
102 e = rhoE/rho - 0.5* magSqr(U);
103 e. correctBoundaryConditions ();
104 rhoE. boundaryFieldRef () == rho. boundaryFieldRef ()

*( e. boundaryFieldRef () + 0.5* magSqr(U.
boundaryFieldRef ()) );

105

106 # include "flux.H"
107

108 rhokcycle = fvc :: div( rhoPhi);
109 rhoUkcycle = fvc :: div(phiUp) - fvc :: laplacian (

muEff , U) - fvc :: div(tauMC);
110

111 rhoEkcycle =
112 (
113 fvc :: div(phiEUp)
114 - fvc :: div( sigmaDotU )
115 - fvc :: laplacian (k_eff ,T)
116 );
117

118 # include " calculateThermo .H"
119

120 }// else
121

122 runTime .write ();
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123

124 }// forLoop
125

126 rho = rhoOld;
127 rhoU = rhoUOld ;
128 rhoE = rhoEOld ;
129

130 volScalarField rhokRK = rhok [0]();
131 volVectorField rhoUkRK = rhoUk [0]();
132 volScalarField rhoEkRK = rhoEk [0]();
133

134 Info << RK4values2 << endl;
135

136 rhokRK *= RK4values2 [0];
137 rhoUkRK *= RK4values2 [0];
138 rhoEkRK *= RK4values2 [0];
139

140 for( int i = 1; i < RK4values .size (); i++){
141 volScalarField rhoki = rhok[i]();
142 volVectorField rhoUki = rhoUk[i]();
143 volScalarField rhoEki = rhoEk[i]();
144

145 rhokRK += RK4values2 [i]* rhoki;
146 rhoUkRK += RK4values2 [i]* rhoUki;
147 rhoEkRK += RK4values2 [i]* rhoEki;
148 }
149

150 Info << "Runge Kutta 4 " << endl;
151

152 // --- Solve density
153 solve(fvm :: ddt(rho) == -rhokRK);
154 rho. correctBoundaryConditions ();
155

156 // --- Solve momentum
157 solve(fvm :: ddt(rhoU) == -( rhoUkRK ));
158

159 U.ref () = rhoU () / rho ();
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160 U. correctBoundaryConditions ();
161 rhoU. boundaryFieldRef () == rho. boundaryField ()*U.

boundaryField ();
162

163 // --- Solve energy
164 solve(fvm :: ddt(rhoE) == -( rhoEkRK ));
165 e = rhoE/rho - 0.5* magSqr(U);
166 e. correctBoundaryConditions ();
167 rhoE. boundaryFieldRef () == rho. boundaryField ()*( e

. boundaryField () + 0.5* magSqr(U.
boundaryFieldRef ()) );

168

169 # include " calculateThermo .H"
170

171 turbulence -> correct ();
172

173 runTime .write ();
174

175 # include " residuals .H"
176

177 Info << " ExecutionTime = " << runTime .
elapsedCpuTime () << " s"

178 << " ClockTime = " << runTime .
elapsedClockTime () << " s"

179 << nl << endl;
180

181 } // while runTime
182

183 Info << "End\n" << endl;
184

185 return 0;
186 }
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ANSYS-Fluent mass-transfer model, “Hertz-Knudsen”

1 # include "udf.h"
2

3 DEFINE_MASS_TRANSFER ( liq_gas_source , cell , thread ,
from_index , from_species_index , to_index ,
to_species_index )

4 {
5 real m_dot , dp;
6 real Rg = 8314/28.0134;
7 real lamda = 0.7; /* accommodation coefficient */
8 real surf = 4.0 * 3.14159 * pow (10.0 , -12.0);
9 real c_evap = 1.0;

10 real c_cond = -1.0;
11 Thread *liq = THREAD_SUB_THREAD (thread , from_index );
12 Thread *vap = THREAD_SUB_THREAD (thread , to_index );
13 real p_op = RP_Get_Real ("operating - pressure ");
14 real press = C_P(cell , thread ) + p_op;
15 real rho_l = C_R(cell , liq);
16 real rho_v = C_R(cell , vap);
17 real vof_l = C_VOF(cell , liq);
18 real vof_v = C_VOF(cell , vap);
19 real T_l = C_T(cell , liq);
20 real cst = pow (6.283185307 * Rg , 0.5);
21 real P_SAT = pow (10, (3.7362 - 264.651 / (T_l - 6.788)

)) * 100000;
22 real n0 = pow (10.0 , 13.0);
23

24 m_dot = 0.0;
25 if (press <= P_SAT)
26 {
27 dp = P_SAT - press;
28 dp = MAX(dp , 1.0e -5);
29 m_dot = c_evap * n0 * surf * lamda / cst * dp /

sqrt(T_l) * vof_l;
30 }
31 else
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32 {
33 dp = press - P_SAT;
34 dp = MAX(dp , 1e -5);
35 m_dot = 0.0;
36 }
37 return (m_dot);
38 }
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Implementation process flow diagram of “tabFoam”

Figure A.1: Flow diagram of the impementation process of the compressible, two-
phase solver “tabFoam”, for the purpose of examining the performance of HEM in the
context of cryogenic flash boiling.
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