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Abstract

In the domain of autonomous vehicles, artificial intelligence (AI) now plays a crucial
role in achieving fully autonomous systems that can navigate complex and dynamic
environments without human intervention. To reach full automation, an autonomous
driving system must possess not only the ability to make intelligent decisions but also
exhibit high levels of robustness and real-time performance. The core of autonomous
driving lies in processing and analysing enormous streams of data generated by a
range of sensors, such as cameras, LiDAR, radar, and GPS. AI algorithms take on
multiple critical tasks, including perceiving the surrounding environment, detecting
and classifying objects, and understanding road conditions. Then the decision-making
components determine the optimal course of actions, from lane changes to responding
to unexpected obstacles. However, despite the progress made, AI-based autonomous
driving systems still face numerous challenges, particularly in ensuring reliability in
highly unpredictable environments, both in scene understanding and decision-making.
Therefore, developing reliable and robust solutions for these components remains a
critical area of research.

This thesis explores the novel deep-learning based methods for the perception and the
decision-making modules in learning-based autonomous driving, aiming to improve
efficiency and robustness of these modules. The proposed solutions tackle the current
challenges and contribute to the overarching goal of achieving full autonomy in
autonomous driving systems.

To analyse the elements in the environment, a learning-based approach is proposed
for monocular semantic segmentation in urban driving scenarios. This method
consists of two components: pyramid fusion spatial attention and fusion channel
attention, which are designed to capture contextual dependencies while maintaining
a lightweight architecture and achieving state-of-the-art performance. To further
locate these elements in the 3D world, a 3D object detection method is proposed that
uses only monocular camera input. To compensate for the lack of depth information
in monocular images, additional adaptive depth supervision signals are introduced,
which also achieve the goal of avoiding excessive computational burdens. Following
this, a depth acquisition method is proposed to understand the 3D geometry of
the entire scene. As part of this research, a synthetic depth completion dataset is
collected by combining LiDAR and stereo camera data, addressing the shortcomings
of existing datasets that lack dense ground truth.
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To test the efficiency of the depth module, a guidance system is proposed that
exploits the strengths of both Imitation Learning (IL) and Deep Reinforcement
Learning (DRL). Results demonstrate that incorporating depth images improves the
performance of the guidance network. Subsequently, the robustness of a single-agent
driving system against adversarial attacks is investigated. This study presents a
defence algorithm to mitigate state perturbations, ensuring the concrete robustness
of the driving system in worst-case scenarios. Additionally, an explainable attack
detector is introduced to accurately predict adversarial attacks and visualise the
decision-making process, thereby enhancing the reliability of the proposed robust
algorithm. The robustness of the complete approach is demonstrated through
several synthetic test cases involving various strong perturbations and domain
transfer. Lastly, the robustness is explored in the multi-agent systems. A connected,
cooperative multi-agent system is introduced to enhance the efficiency of cooperative
tasks in ideal environments. However, the challenges of adversarial attacks escalate
significantly in MARL systems compared to single-agent systems, due to the increased
complexity of dynamics and information sharing. To solve this, this method follows
the idea of constrained objective function introduced in the single-agent case, and
further adopt it to the multi-agent context with proposed safety criteria guarantee.

Keywords: Deep Learning, Deep Reinforcement Learning, Computer Vision, Opti-
misation, Adversarial Attacks, Explainability, Decision Making, 3D Object Detection,
Semantic Segmentation, Depth Completion, Attention Module, Imitation Learning.
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Chapter 1

Introduction

In this introduction chapter, the background context and initial founda-

tions of this thesis are introduced, with an overview of how deep learning

techniques are integrated to address the end-to-end autonomous driving

problems. Particularly, this thesis mainly focuses on improving the scene

understanding capabilities of the vehicles and investigating the robustness

of deep-learning-based planning approaches in adversarial environments.
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1.1 Motivation

1.1 Motivation

In recent years, deep learning has made significant advancements across various

domains, including computer vision, robotics, language processing, and in particular

autonomous driving (AD) systems. Autonomous driving represents a complex

and ambitious goal in modern technology, aiming to develop vehicles capable of

navigating safely and efficiently without any human intervention. This technology

has the potential to revolutionise transportation by improving road safety, reducing

traffic congestion, and enhancing mobility. The core problem of AD lies in ensuring

that these systems can perceive, interpret, and respond to a wide range of real-world

driving scenarios, from complex urban environments to unpredictable conditions.

Achieving this requires advanced perception and decision-making systems that are

both accurate and robust. However, the complexity of real-world environments

presents significant challenges for traditional rule-based approaches. To navigate in

dynamic, uncertain, and often unpredictable conditions, autonomous vehicles require

advanced decision-making capabilities that can continuously learn and adapt. This

is where learning-based approaches, particularly deep learning, have shown great

promise.

These methods allow systems to learn directly from data, making it possible to gen-

eralise across diverse environments and handle complex tasks such as lane detection,

object detection, and decision-making under uncertainties. By leveraging large-scale

datasets and continuous learning, learning-based approaches offer a promising route

to achieve high-level autonomy in driving systems. However, the-state-of-the-art

methods have yet providing precise perception and control while operating un-

der stringent performance requirements to ensure safety, real-time processing, and

robustness. This field of research still faces numerous challenges.

One of the major challenges lies in RGB-based perception, particularly due to

the varying conditions under which images are captured, such as lighting changes,

reflections, and various weather conditions. Autonomous driving systems must
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interpret sensor data accurately in these conditions, often requiring advanced image

processing and perception techniques to maintain performance.

Moreover, the complexity of autonomous driving increases when deployed in complex

urban environments, where dynamic interactions with other vehicles, pedestrians,

and unpredictable obstacles occur. Handling these scenarios requires a robust and

adaptive system capable of real-time decision-making while ensuring safety and

efficiency. Inaccurate or delayed decisions can lead to catastrophic consequences,

making reliability a serious concern. On top of that, the robustness and generalisation

ability of these models in the face of real-world challenges, such as adversarial attacks,

perception errors, domain transfer, and dynamic multi-agent interactions, remain

critical research areas.

Motivated by the potential and challenges in current autonomous driving research,

this thesis aims to enhance the robustness and efficiency of autonomous driving

systems by incorporating deep learning techniques. This work focuses on improving

the perception module as well as the decision-making modules. Methods for semantic

segmentation, 3D object detection, and depth completion are explored to enable

autonomous vehicles to better understand their surroundings. For the guidance,

the proposed approaches cover both single-agent and multi-agent systems, with a

focus on robust deep reinforcement learning (DRL) under adversarial conditions

and the application of explainable models to increase transparency and trust in

decision-making.

1.2 Autonomous Driving

Automation is increasingly at the forefront of transportation research, with the

potential to bring fully autonomous vehicles (AVs) to the roads in the coming years.

This evolution represents a transformative shift in how we approach mobility, safety,

and urban planning. The development of AD encompasses various technological

advancements, including sophisticated sensors and machine learning algorithms that

enable vehicles to navigate complex environments without human intervention. This

section provides a holistic look at the multifaceted aspects of AD, including the
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advancements in technology and investments that support its deployment. It also

explores the regulatory frameworks and ethical considerations essential for ensuring

the safe integration of AVs into existing transportation systems. Furthermore, the

section examines AI-based techniques and components that underpin AD, highlighting

their role in enhancing vehicle performance and decision-making capabilities.

1.2.1 Overview

Technology Development and Investment

The technology underpinning AD has advanced rapidly in recent years, driven by

innovations in sensors, machine learning, and connectivity. Governments, particularly

in the UK, have recognised the potential benefits of connected and autonomous

vehicles (CAVs) in enhancing mobility, reducing congestion, and improving road safety.

To facilitate this, significant investments have been made through initiatives like the

UK’s CAV Programme, which has funded various projects aimed at developing and

testing autonomous technologies [1]. In the UK, the government has committed over

£300 million to CAV research and development since 2015, supporting numerous

projects that explore the integration of CAVs into existing transport systems. These

investments focus on creating a robust infrastructure that enables safe and efficient

autonomous operations, including trials for vehicle-to-vehicle (V2V) and vehicle-

to-infrastructure (V2I) communication. Additionally, partnerships between private

companies and academic institutions are fostering innovation, ensuring that the UK

remains at the forefront of AD technology [2].

Regulation and Ethics

As the technology for AD evolves, so too must the regulatory frameworks governing

its implementation. Policymakers face the challenge of establishing regulations

that ensure safety, accountability, and public trust in autonomous vehicles. Ethical

considerations are paramount, especially concerning liability in the event of accidents

involving autonomous vehicles. Questions arise about who is responsible—the

manufacturer, the software developer, or the vehicle owner? [3] The UK government
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has been proactive in addressing these issues through the establishment of guidelines

and standards for testing and deploying CAVs. The Centre for Connected and

Autonomous Vehicles (CCAV) has developed a comprehensive regulatory framework

that emphasises safety and risk assessment while promoting innovation. Furthermore,

public consultations and ethical reviews are critical to addressing societal concerns

about privacy, data security, and the potential impact of autonomous vehicles on

employment in driving-related jobs [4].

Safety Concerns for AI-Driven AD

Artificial intelligence plays a crucial role in the development of AD systems, enabling

vehicles to perceive their environment, make decisions, and navigate safely. Advanced

algorithms analyse vast amounts of data from sensors such as LiDAR, cameras, and

Radar to understand complex driving scenarios in real-time. However, the reliance

on AI raises safety concerns that must be carefully addressed. The potential for AI

systems to malfunction or make erroneous decisions can have serious consequences.

Concerns about bias in AI algorithms, the need for transparent decision-making

processes, and the robustness of these systems in unpredictable conditions are

critical areas of focus [5]. The development of rigorous testing protocols and safety

standards is essential to ensure that AI-driven autonomous vehicles can operate safely

alongside human drivers. Moreover, stakeholders in the AD ecosystem, including

manufacturers, regulators, and researchers, must collaborate to create a framework

for ongoing evaluation and improvement of AI systems. This will not only enhance

safety but also build public confidence in the technology [6].

1.2.2 AD Scene Understanding

Perception is one of the most critical components of AD systems, as it enables

vehicles to observe and understand their surroundings in real time. The perception

module is responsible for gathering and processing sensory data to interpret the

driving environment, which forms the basis for decision-making and planning as

demonstrated in Fig 1.1. Without reliable perception, the vehicle would be unable

to detect obstacles, recognise lanes, or anticipate potential hazards, all of which are
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Figure 1.1 Scene understanding modules in autonomous vehicles. The sensors receive
raw data from the environment, which is then processed by various perception
modules to transform it into meaningful information for the vehicle’s next decision-
making stage. [Wang et al.]

essential for safe navigation. The core tasks of perception include depth prediction,

semantic segmentation, and 3D object detection, each of which plays a vital role in

ensuring the autonomous system’s situational awareness.

Classic Perception Techniques

Before deep learning, AD perception was relied on explicitly defined algorithms, often

using geometry-based approaches and feature engineering. For instance, stereo vision

systems used multiple cameras to triangulate and compute depth information. This

method relies on identifying matching points between two or more images, which

allows for depth reconstruction in structured environments. However, stereo vision

struggles in situations with low texture, occlusions, or in environments with poor

lighting, such as at night [7]. Similarly, structure-from-motion (SfM) techniques esti-

mate depth from the movement of the camera and its environment, but they require
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precise motion estimation and are vulnerable to noise and changing conditions [8].

Other traditional methods, like edge detection (e.g., Canny, Sobel) and optical flow

algorithms, focused on identifying motion between frames to infer object movements

and road boundaries. These methods typically employed hand-tuned parameters for

feature extraction and segmentation. In lane detection, the Hough Transform was

widely used to identify lines in images, which worked effectively in well-marked lanes

but struggled in cases of faded or non-standard markings [9]. Similarly, feature-based

object detection uses techniques like SIFT and SURF to recognise objects through

keypoint matching. These methods, while computationally efficient, were prone to

failure in the presence of noise, lighting changes, or non-ideal weather conditions like

rain or fog.

Although traditional approaches required less data and were more interpretable, they

were often brittle and failed to generalise across different environments. They were

largely rule-based, meaning they had limited adaptability to unseen or unpredictable

situations. In comparison, deep learning methods learn features automatically

from large datasets, providing more robust solutions for complex environments.

They surpass traditional techniques in perception tasks like object detection, depth

prediction, and semantic segmentation by being less dependent on hand-crafted

features and better equipped to handle diverse scenarios.

Deep-learning-based Monocular-Based Perception

Of particular importance in this thesis is the focus on deep-learning-based monocular

camera-based perception, which offers promising generalisation capability and unique

advantages over more expensive and hardware-intensive sensor setups like LiDAR

and Radar. Monocular-based perception involves using a single camera to extract

depth, scene understanding, and object information from the environment. One

of the most significant advantages of monocular systems is their cost-effectiveness,

as they only require a single camera compared to multi-sensor setups like LiDAR

or stereo camera systems. This significantly reduces both the hardware cost and

the power consumption, making monocular setups more suitable for real-time AD

applications, especially in cost-sensitive deployments.
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Monocular cameras also offer rich boundary and shape information, which is crucial for

tasks like lane detection and object segmentation. Moreover, monocular systems are

lightweight, easy to integrate, and simpler to calibrate compared to LiDAR or multi-

camera systems. Despite their inability to directly measure depth, advancements

in deep learning, particularly convolutional neural networks (CNNs), have made it

possible to infer depth from 2D images with high accuracy, bridging the gap between

monocular systems and more hardware-heavy solutions [10, 11].

Recent research has proposed methods that integrate monocular cameras with deep

learning models to perform accurate depth estimation and scene understanding. For

instance, Godard et al. proposed an unsupervised learning framework that predicts

depth from monocular images by enforcing geometric consistency between different

viewpoints, offering a low-cost alternative to stereo systems [11]. Additionally, depth

completion techniques, which combine monocular images with sparse depth maps from

cheaper sensors like Radar, have further improved the depth prediction capabilities of

monocular systems [12]. These developments have significantly enhanced the utility

of monocular cameras in AD, enabling precise and efficient depth inference without

relying on expensive LiDAR systems.

Semantic segmentation, the task of classifying every pixel in an image, is vital

for autonomous vehicles to understand their surroundings. Monocular cameras,

combined with deep learning techniques, are well-suited for this task as they provide

high-resolution visual data that can be processed to identify objects such as cars,

pedestrians, road signs, and lane markings. CNN-based architectures like U-Net and

DeepLab have shown remarkable success in segmentation tasks [13, 14]. Monocular

semantic segmentation models allow vehicles to better perceive their environment

while keeping the system lightweight and efficient.

Monocular 3D object detection aims to detect and localise objects in three-dimensional

space using a single camera. While challenging due to the lack of direct depth

information, modern deep learning techniques have made it possible to achieve

competitive results using monocular inputs. Techniques such as depth-aware feature

extraction and geometric constraints are used to improve the accuracy of monocular
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3D detection. These methods allow vehicles to estimate the size, position, and motion

of nearby objects, even when using only a single camera [15].

1.2.3 Guidance Decision Making

After the perception stage, decision-making modules process the gathered information

or raw sensor data to ensure safe and efficient navigation. The objective is to

make real-time decisions regarding vehicle actions, such as steering, braking, and

accelerating, while adapting to dynamic environments.

Classic Decision Making Techniques

Early approaches to decision-making in autonomous vehicles primarily relied on

rule-based systems and behaviour cloning. Rule-based systems involved the use of

predefined rules or logic to handle various driving scenarios. For example, systems like

finite state machines (FSMs) were used to model different driving behaviours (e.g.,

lane following, lane changing, stopping at intersections) by transitioning between

states based on sensor inputs [16]. These systems were interpretable and easy to

implement but lacked flexibility and struggled in unstructured or unpredictable envi-

ronments. As traffic scenarios became more complex, rule-based methods struggled

to generalise beyond their initial design, resulting in brittle performance. Another

approach was model-based planning, which often involved optimisation techniques

such as Model Predictive Control (MPC). MPC solves a constrained optimisation

problem to determine the optimal control actions over a future time horizon, taking

into account the vehicle’s dynamics and environmental constraints [17]. While effec-

tive for low-speed driving or well-structured environments like highways, model-based

planning often struggled in dynamic, urban environments with uncertain behaviours

from other road users. Furthermore, these techniques require accurate models of

vehicle dynamics and are computationally expensive when scaled to complex driving

scenarios.
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Figure 1.2 Deep-learning-based decision making modules for AD. End-to-end DL
models take the feed directly from the sensor or from the interpreted information
from the perception modules, and generate actions to interact with the environment.
[Wang et al.]

Deep-Learning-based Decision Making Techniques

Over time, decision-making strategies have progressed from rule-based systems to

learning-based approaches. Some early machine learning approaches, like behaviour

cloning, attempted to learn decision-making policies by mimicking human drivers.

These methods, which involved supervised learning of driving actions from human-

labelled datasets, were limited by the quality and diversity of the training data.

They also suffered from distributional drift, where errors compound over time as

the model diverges from the states it was trained on [18]. With advancements

in deep reinforcement learning, a more promising potential solution is found for

decision making. Reinforcement learning (RL), in particular, offers a framework

where an autonomous vehicle learns to make sequential decisions by interacting with

the environment and receiving feedbacks in the form of rewards. One well-known

method is Deep Q-Networks (DQN), where deep neural networks approximate the

action-value function to learn optimal policies [19]. DQN has been extended to handle

more complex driving tasks through multi-agent frameworks or continuous action

spaces, which are necessary for tasks like lane-changing or negotiating intersections.

A key advantage of RL is its ability to learn from trials and errors, allowing the

system to encounter all kinds of situations as much as possible. Therefore, RL-
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based systems often require extensive training and suffer from sample inefficiency.

Techniques like Proximal Policy Optimisation (PPO) and Actor-Critic methods

have been introduced to improve the stability and convergence of RL algorithms,

making them more practical for real-world applications [20]. In contrast to traditional

planning, end-to-end deep learning approaches allow autonomous vehicles to learn

decision-making policies directly from raw sensor data like images, without requiring

handcrafted features or explicit environment models. These are also referred as model-

free methods. For instance, convolutional neural networks (CNNs) are employed to

process visual inputs and output driving actions such as steering angles or speed

adjustments [21]. These approaches bypass the need for modular perception, planning,

and control stages by learning a direct mapping from input to output as shown

in Fig. 1.2. However, even with the advancement of end-to-end methods that

process raw sensor data for decision-making in AD, deep-learning-based perception

modules still significantly enhance performance [22]. Another direction is the use

of deep imitation learning (IL), considered as the improved version of behaviour

cloning, where the model dynamically learns driving policies by observing expert

demonstrations. Methods like Generative Adversarial Imitation Learning (GAIL)

have shown success in generating human-like driving behaviours while handling more

diverse driving scenarios, which bridges the gap between supervised learning and RL

by leveraging expert data while also allowing for learning in interactive environments

[23].

1.3 Thesis Objectives

Given the background context introduced in this chapter, the goal of the thesis is

clear. In comparison to traditional methods in autonomous driving, deep learning

offers a highly promising approach for achieving full automation due to its ability to

handle complex and dynamic environments. This thesis aims to address the current

limitations in perception and decision-making modules by leveraging advanced deep

learning techniques. Specifically, the two key objectives of this work are to:
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1. Design deep-learning-based methods for computer vision tasks to enhance the

performance and keep light-weight computation of perception modules in au-

tonomous driving systems. This enables better observation and understanding

of the driving scenarios that autonomous vehicles encounter.

2. Develop robust and reliable guidance decision-making algorithms that can

handle the worst-case conditions. These algorithms should prioritise safety

and ensure optimal efficiency, enabling autonomous driving systems to navi-

gate complex environments and adapt to environment changes or adversarial

situations.

In detail, considering the computational and practical budget, monocular cameras

are primarily used as the sole sensors in this thesis. Compared to LiDAR or Radar,

monocular cameras offer a more cost-effective and lightweight solution, making them

well-suited for real-time applications in autonomous driving. While LiDAR and

Radar provide more direct depth information, monocular cameras offer advantages

such as lower cost, rich boundary and shape information, and easier integration into

existing systems. However, they also present challenges, such as the need to infer

depth from 2D images and the sensitivity to weather conditions, where this thesis

makes efforts to addresses through proposed methods. Additionally, LiDAR and

binocular cameras are explored for depth completion tasks, providing complementary

data to enhance the accuracy and robustness of perception modules in scenarios

where monocular cameras may fall short.

For the objective of decision-making, by incorporating the proposed methodology,

the goal is to create both single-agent and cooperative multi-agent systems that not

only guarantee consistent performance under normal conditions but also demonstrate

resilience in the face of worst-case adversarial scenarios. Assumptions are made

that the adversarial attackers have the full access to the parameters of the driving

systems, which creates the most serious misguidance to them.
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1.4 Thesis Structure and Contributions

This thesis consists of eight chapters and the structure and contributions are presented

as follows:

Chapter 2 provides a background review for current research for autonomous driving

systems, including the knowledge of convolutional neural networks (CNN), deep

reinforcement learning (DRL), loss functions used in deep learning, the sensors used

and the data transformation between them, computer vision, the simulation tools

for experiments, and the open datasets.

Chapter 3 proposes a method for deep-learning-based semantic segmentation

using a monocular camera in urban driving scenarios, which is crucial for scene

understanding in autonomous vehicles. Semantic segmentation provides more precise

subject information than raw RGB images, thereby enhancing the performance

of autonomous driving systems. This method introduces a novel dual-attention

mechanism that efficiently captures contextual dependencies in high-level features,

resulting in more accurate object predictions. Within the dual structure, the proposed

pyramid pooling and fusion technique enhances performance while maintaining

lightweight computation.

Chapter 4 solves the 3d object detection problem using only single camera input.

The introduced feature enhancement pyramid module further enhances the feature

representation, where the rich information within benefits the regression networks for

individual tasks which help construct the final 3D bounding boxes. By introducing

additional adaptive depth supervision signals and auxiliary depth estimator, the

missing 3D information in RGB image is compensated, which also avoids bringing

computational burdens.

Chapter 5 investigates a Deep Reinforcement Learning (DRL)-based guidance

system for ground vehicles, utilising depth images as input. The system operates in

two stages: imitation learning followed by reinforcement learning. The depth module,

derived from a binocular camera, combines supervised and self-supervised learning
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techniques. Experimental results show that using depth images greatly enhances the

performance of the guidance network.

Chapter 6 proposes a defence algorithm to mitigate state perturbations, ensuring

the robustness of the driving model in worst-case scenarios. The robustness of a

single deep reinforcement learning (DRL) agent is tested against state adversarial

attacks, which act as directional interference to mislead the agent and can represent

adversarial attacks or real-world uncertainties. In addition, an explainable attack

detector is introduced to accurately identify the presence of adversarial attacks and

provide a visual explanation of the decision-making process, further enhancing the

reliability of the proposed algorithm.

Chapter 7 builds on the constrained objective function from Chapter 6, adapting it

to the multi-agent context with proposed safety criteria guarantees. The robustness

of multi-agent deep reinforcement learning (MARL) is investigated, introducing a

connected and cooperative system to improve task efficiency in synthetic urban

environments. However, compared to single-agent systems, MARL faces greater

challenges from adversarial attacks due to the added complexity of dynamics and the

information sharing. The results demonstrate that the proposed method addresses

these challenges.

Chapter 8 concludes all proposed frameworks and algorithms for autonomous

driving systems, and discusses extension for the future work.
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Chapter 2

Background and Tools

This chapter provides the background knowledge of convolutional neural

networks and deep reinforcement learning, as well as the necessary tools

in autonomous driving field.
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2.1 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) have been a cornerstone in the development

of deep learning, particularly in fields such as computer vision, natural language

processing, and more recently, autonomous driving. Introduced by Yann LeCun in

the late 1980s, CNNs have evolved significantly, becoming one of the most effective

architectures for visual data analysis due to their ability to automatically and

adaptively learn spatial hierarchies of features through backpropagation.

2.1.1 Basic Concept

Convolutional Neural Networks are typically composed of multiple specialised layers

designed for processing images and spatial data effectively. The main types of layers

in a CNN are as follows:

1. Convolutional Layer: This layer applies a set of filters to the input image or

feature map to capture spatial features. As shown in Fig. 2.1, filters slide over

the input data based on the stride, padding, and kernel size, producing feature

maps that highlight specific aspects of the input, like edges or textures. Each

convolution operation helps to detect patterns within different regions of the

image, allowing the network to recognise complex features across layers.

2. Pooling Layer: Pooling layers reduce the spatial dimensions of the feature

maps, which decreases the number of parameters and computation, while

preserving important features. Common types include max pooling, which

takes the maximum value in a window, and average pooling, which calculates

the average. The pooling operation is demonstrated in Fig. 2.2. Pooling helps

make the model more invariant to small changes, like slight shifts or rotations

in the input.

3. Activation Layer: After convolution, non-linear activation functions, such

as ReLU (Rectified Linear Unit), shown in Fig. 2.3, are applied to introduce

non-linearity into the model, allowing it to learn complex patterns. This
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Figure 2.1 The example of convolutional operation. A 3× 3 convolutional kernel
with stride 1 and padding 0, slides on a 6× 6 image/feature map, and results in a
4× 4 feature map. [Wang et al.]

Figure 2.2 The example of max pooling operation. A 2× 2 max pooling layer with
stride 2 and padding 0, slides on a 4× 4 image/feature map, and results in a 2× 2
feature map. [Wang et al.]

activation layer enables CNNs to approximate any function, making them

adaptable to various tasks.

4. Fully Connected (Output) Layer: In the final stages, fully connected layers

consolidate the features detected by previous layers to make the final prediction.

This layer typically connects every neuron from the previous layer to each

neuron in the next, and it often concludes with a softmax or sigmoid activation,

providing the probabilities for classification or regression tasks.
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Figure 2.3 The example of ReLU activation. The output is only activated when the
values in the input is over 0. [Wang et al.]

In a convolutional neural network, usually multiple combinations of a convolutional

layer, a pooling layer, an activation layer are stacked sequentially, allowing the network

to learn increasingly complex features from the input data. Each convolutional layer

applies several filters (kernel) to the input, generating feature maps that highlight

different aspects of the data. Following the convolutional layers, pooling layers are

interspersed to downsample these feature maps, reducing their spatial dimensions

while preserving the most salient information. This combination can be repeated

multiple times. After a series of convolutional and pooling layers, the output from

these layers is flattened and passed through one or more fully connected layers,

leading to the final output layer that produces predictions. The connections between

these layers facilitate the hierarchical extraction of features, enabling the CNN

to learn from raw pixel values to high-level representations, ultimately enhancing

performance in tasks like image classification and object detection.

2.1.2 Advancements in CNN Architectures

The early CNN, known as LeNet-5 [24], was developed for digit recognition tasks

such as handwritten digit classification for postal codes. It laid the foundation for

the modern architecture of CNNs, which consist of three main types of layers as

mentioned before: convolutional layers, pooling layers, and fully connected layers.

The convolutional layers apply filters to input data to automatically extract feature

maps, whereas traditional methods rely on human knowledge and experience to
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determine the features. This enables the possibility of learning the feature extraction

by the deep neural network itself for later researches.

One of the pivotal moments in the success of CNNs was the breakthrough achieved

by AlexNet [25] in 2012. AlexNet, developed by Krizhevsky et al., won the ImageNet

competition with a large margin, demonstrating the power of deep architectures

when combined with GPU acceleration and large datasets. This success spurred

significant research interests in CNNs. Since AlexNet, CNN architectures have

evolved rapidly. VGGNet (2014) [26] introduced the idea of using small (3x3) filters

in deeper networks, emphasising the depth of the network as a key factor in feature

extraction. GoogLeNet (2015) [27] proposed an Inception module, which utilises

multiple convolutional filters of different sizes in parallel to capture multi-scale

features, reducing the computational cost while maintaining performance. ResNet

(2016) [28] tackled the degradation problem in deep networks by introducing residual

learning through skip connections, allowing CNNs to be trained with significantly

more layers.

In recent years, architectures like DenseNet [29] and EfficientNet [30] have further

refined CNN efficiency. DenseNet connects each layer to every other layer in a

feed-forward manner, improving feature propagation and reducing the vanishing

gradient problem. EfficientNet, on the other hand, balances network depth, width,

and resolution using a compound scaling method, enabling a significant reduction in

parameters while improving accuracy.

2.1.3 CNN as Feature Extractor

To this day, as both industry and academia strive to tackle increasingly complex tasks

with large datasets, handcrafted CNNs often fall short of the required performance.

Consequently, using a backbone as a feature extractor has emerged as a common

approach, applicable not only in computer vision tasks but also in deep reinforcement

learning (DRL) networks. The choice of backbone is critical and can be categorised

into three main types based on performance and efficiency.
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Large backbones, such as ResNet-101 and ResNet-50, are designed to prioritise

performance. ResNet-50 has 50 layers and approximately 23 million parameters,

resulting in a model size of around 98 MB, while ResNet-101 boasts 101 layers with

approximately 44 million parameters, leading to a size of about 167 MB [31, 28].

These architectures are renowned for their depth and the incorporation of residual

connections, which facilitate the training of deep networks by allowing gradients to

flow more effectively during backpropagation. ResNet-101 is particularly popular for

image classification tasks, achieving state-of-the-art results on benchmark datasets

like ImageNet [32].

Middle-scaled backbones, exemplified by VoVNet-V2 [33], strike a balance between

performance and lightweight design. Similar to ResNet, VoVNet-V2 can have various

configurations, with the smallest version containing about 5 million parameters and

a model size of around 20 MB, achieving a balance between accuracy and efficiency.

VoVNet-V2 utilises a dynamic scaling approach, allowing the model to adjust based

on input resolution, thus maintaining high accuracy while reducing computational

overhead. Its improved bottleneck structure enables the extraction of multi-scale

features, making it effective for applications such as semantic segmentation, where

understanding context and fine details is crucial. The architecture has shown to

outperform other models in various tasks while requiring fewer parameters, making

it suitable for real-time applications.

Lightweight backbones, such as MobileNet [34], focus on efficient computation,

making them ideal for deployment in mobile and edge devices where resource con-

straints are prevalent. MobileNet employs depthwise separable convolutions, which

divide the convolution operation into two layers, significantly reducing the number of

parameters (around 5 million for MobileNetV1) and leading to a model size of approx-

imately 16 MB, while maintaining competitive performance. This efficiency enables

real-time processing, which is essential for applications such as object detection and

facial recognition on mobile platforms.

The selection of an appropriate backbone plays a pivotal role in optimising feature

extraction across various applications. Large backbones offer superior performance
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for complex tasks, middle backbones like VoVNet-v2 provide a balanced approach

with efficient feature extraction, and lightweight backbones like MobileNet ensure

that computational efficiency is prioritised without severely sacrificing accuracy.

Understanding the trade-offs between accuracy, speed, and resource consumption is

key in optimising performance in autonomous driving applications.

2.2 Deep Reinforcement Learning

Deep Reinforcement Learning (DRL) combines reinforcement learning (RL) principles

with deep neural networks, allowing agents to learn complex, high-dimensional policies

for sequential decision-making tasks. Central to DRL is the Markov Decision Process

(MDP) [35], which provides the mathematical framework for decision-making. In

an MDP, an agent interacts with an environment in discrete time steps, moving

through states st by choosing actions at that lead to rewards rt and transitions to

new states st+1. Formally, an MDP is defined by the tuple (S,A, P,R, γ), where S

and A are the sets of states and actions, P (st+1|st, at) is the transition probability

function, R(s, a) is the reward function, and γ is the discount factor, which a bigger

one prioritises future rewards, while a smaller one values recent rewards. An episode

in DRL refers to the sequence of steps an agent takes in an environment, starting

from the initial state and ending upon success or failure defined by specific criteria.

The primary objective of DRL is to update the agent network parameters in a way

that maximises cumulative rewards throughout each episode, which means the agent

is making optimal decisions.

Based on how agents learn from interactions with the environment, DRL methods

are usually categorised into on-policy and off-policy learning approaches

2.2.1 On-Policy DRL

In on-policy learning, the current policy of the agent is the same policy that the

agent is improving during training. This means the agent collects data based on the

current policy and updates itself to optimise this specific policy. The advantage of

on-policy methods is the stability, as they directly evaluate and update the current
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policy without needing to account for older experiences. However, the downside is

that they are data-inefficient, as they require fresh trajectories with each update,

making them costly in environments with limited access to the interactions [36] as

the older trajectories are discarded. Key developments in on-policy algorithms are

discussed as follows.

State-Action-Reward-State-Action (SARSA)

SARSA [37] is a straightforward on-policy algorithm where the agent learns the

Q-value function based on the action taken by the current policy. This approach

follows the "SARSA" trajectory: after observing a state (st), the agent chooses an

action (at), receives a reward (rt), and then observes the next state (st+1) and action

(at+1). SARSA updates the Q-value using this experience, ensuring that the agent

refines its action choices based on ongoing exploration. It is known for being relatively

stable in noisy or uncertain environments, as its updates come directly from the

current policy of the agent. However, a significant drawback of SARSA is its slower

convergence and potential for suboptimal performance in more complex tasks. Since

SARSA only evaluates actions directly linked to its current policy, it may miss out

on learning more optimal actions outside of this immediate scope, which can limit

its effectiveness in exploration-heavy scenarios or complex tasks requiring broader

generalisation.

Trust Region Policy Optimization (TRPO)

TRPO [38] is notable for providing stability and performance consistency in complex

environments. It improves training stability by enforcing a trust region constraint

that limits the extent of policy changes with each update. This gradual adjustment

helps avoid drastic, unstable updates, making TRPO ideal for tasks where reliable

performance improvements are crucial. Another advantage of TRPO is its capacity to

achieve monotonic policy improvement, which ensures each iteration results in better

or at least non-worsening performance, an asset in environments requiring consistent

learning. However, the downside is that TRPO can be computationally intensive

due to its second-order optimisation, making it slower than simpler algorithms
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and challenging to implement and tune effectively in large-scale applications. The

theoretical foundation on trust regions has made it a foundation for robust on-policy

training methods, influencing the development of PPO.

Proximal Policy Optimization (PPO)

PPO [20] is an advanced on-policy algorithm that is designed to balance the stability

of TRPO with greater computational efficiency. PPO achieves this by using a simpler,

first-order optimisation approach, adjusting the policy in small steps and clipping the

probability ratio of the new to old policies to keep updates within a proximal range.

This clipping prevents overly large policy updates, which helps maintain stability

and prevents divergence, similar to the trust region of TRPO but without the need

for complex second-order calculations. Additionally, it also allows multiple epochs

of updates with mini-batch samples, enhancing sample efficiency. Therefore, PPO

is widely appreciated for its versatility, as it performs well in various environments,

making it one of the most popular algorithms in continuous and discrete action

spaces. However, the algorithm does have some trade-offs. Though generally more

efficient than TRPO, PPO still requires a significant amount of data, as it discards

old trajectories after each update. Additionally, while the clipping mechanism is

effective, it introduces a hyper-parameter (the clipping threshold) that needs tuning

to balance exploration and stability, which can be sensitive in different tasks. Despite

these challenges, its balance of simplicity, efficiency, and reliable performance has

led it to become a standard algorithm in many reinforcement learning applications,

including robotics and autonomous driving environments.

2.2.2 Off-Policy DRL

In contrast, off-policy DRL algorithms allow agents to learn from past experiences

stored in a replay buffer, which contains actions and rewards that may differ from

the current policy of the agent. Q-Learning [39] and Deep Q-Networks (DQN) [36]

are classic off-policy methods, which use experience replay to sample from previous

experiences and learn optimal action values Q(s, a), independent of the policy followed

at the time of collection. Off-policy algorithms are more data-efficient since they can

24



2.2 Deep Reinforcement Learning

learn from older data and continue to improve without discarding past interactions.

However, instability is introduced as involving high-variance approximations when

training with old data [40]. Key developments in off-policy algorithms are discussed

as follows.

Deep Q-Network (DQN)

DQN enhances Q-Learning by using a neural network to approximate the Q-function,

allowing it to handle complex and high-dimensional state spaces. DQN introduced

two main innovations: experience replay, where experiences are stored in a buffer and

sampled randomly for training, and target networks, which stabilise Q-value updates

by keeping a separate network for Q-target calculations. These enhancements led

to remarkable successes in environments like Atari games, where DQN achieved

near-human performance across multiple games. DQN has since been widely used

for sequential decision-making tasks in gaming and simplified autonomous driving

scenarios. However, DQN still has challenges, such as inefficiency in continuous

action spaces and instability in environments with sparse rewards.

Deep Deterministic Policy Gradient (DDPG)

DDPG [41] is an important advancement in DRL for continuous action spaces, which

traditional Q-learning cannot handle effectively. DDPG extends the Q-learning

approach by combining an actor-critic architecture with deterministic policy gradients,

making it particularly well-suited for tasks such as autonomous driving, where precise

control in continuous action spaces is crucial. In DDPG, two networks operate in

parallel: an actor network that directly outputs actions based on the current policy

and a critic network that estimates Q-values for state-action pairs. The actor

network learns a deterministic policy, generating specific actions for each observed

state rather than probability distributions over actions, simplifying the gradient

calculation process. A defining feature of DDPG is the use of target networks for both

actor and critic networks, which are slowly updated versions of the main networks.

These target networks improve stability by making conservative updates and reducing

fluctuations in Q-value estimates.
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Twin Delayed Deep Deterministic Policy Gradient (TD3)

TD3 [40] is an enhanced algorithm that addresses the limitations of DDPG by

introducing twin Q-networks to mitigate overestimation bias associated with value

function approximation. By taking the minimum Q-value from these two networks

when updating the policy, TD3 effectively avoids the instability in training. Addi-

tionally, TD3 introduces target policy smoothing to further enhance the reliability of

its action selection process. This technique involves adding noise to the target policy

during updates, making the Q-value estimates less sensitive to minor changes in the

actions. This smoothing effect encourages exploration while ensuring that the policy

remains stable and consistent, which is especially critical in continuous control tasks

where precision is paramount. By combining the strengths of actor-critic methods

with these advanced techniques, TD3 represents a significant step forward in the

field of deep reinforcement learning, offering improved convergence properties and

overall reliability in continuous action spaces.

2.3 Loss Functions

Loss functions play a critical role in deep learning, which provide feedback to the

learning model during training by measuring how well the predictions of the model

align with the expected outputs. In supervised learning, loss functions help minimise

the difference between the predicted and true labels, guiding the backpropagation of

errors through gradient descent or its variants. Common loss functions are typically

grouped into categories such as classification, regression, and advanced tasks like

object detection and generative models.

2.3.1 Classification Loss Functions

For classification tasks, where the goal is to assign an input to one of several categories,

loss functions like Cross-Entropy Loss and Hinge Loss are most commonly used.

Cross-Entropy Loss (Log Loss): This is one of the most widely used loss

functions in classification problems, particularly with softmax outputs. It measures
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the distance between the predicted probability distribution and the true distribution

(one-hot encoded labels). Cross-entropy penalises large deviations from the correct

classification and encourages the model to output high probabilities for correct classes.

Cross-entropy loss is given by:

L = −
∑
i

yi log(ŷi) (2.1)

where yi is the true label and ŷi is the predicted probability. It has been foundational

in training deep neural networks, especially for image classification tasks.

Hinge Loss: Commonly used in support vector machines (SVMs), Hinge Loss aims

to ensure that the margin between classes is maximised. Unlike cross-entropy, hinge

loss is more suitable for binary classification and encourages a robust margin between

classes:

L =
∑
i

max(0, 1− yif(xi)) (2.2)

where yi is the true class label and f(xi) is the predicted score.

2.3.2 Regression Loss Functions

For regression tasks, where the goal is to predict a continuous value, loss functions

such as Mean Squared Error (MSE) and Mean Absolute Error (MAE) are commonly

employed.

Mean Squared Error (MSE): This is the most commonly used loss function for

regression. It measures the average of the squared differences between the predicted

and actual values:

L = 1
n

n∑
i=1

(yi − ŷi)2 (2.3)

MSE heavily penalises larger errors due to squaring, which makes it sensitive to

outliers. However, it remains popular due to its smooth gradients, which make

optimisation easier.

27



2.3 Loss Functions

Mean Absolute Error (MAE): MAE measures the average absolute difference

between the predicted values and the actual values:

L = 1
n

n∑
i=1
|yi − ŷi| (2.4)

MAE is less sensitive to outliers compared to MSE, but its gradient is not smooth

near zero, which can make optimisation less stable.

2.3.3 Segmentation Loss Functions

For tasks like semantic segmentation, where pixel-wise classification is required, loss

functions such as Dice Loss and Jaccard Loss are frequently used, especially for

imbalanced data scenarios.

Dice Loss: Originally used in medical image segmentation, Dice Loss is a measure of

overlap between the predicted segmentation and the ground truth. It is particularly

useful in cases of class imbalance:

L = 1− 2× |X ∩ Y |
|X|+ |Y | (2.5)

where X, Y are the sets of predicted pixels and ground truth pixels, respectively.

Dice Loss helps improve the overlap of segmented regions with ground truth regions,

which is critical for precise segmentation.

Jaccard Loss (Intersection over Union): Similar to Dice Loss, Jaccard Loss

focuses on the overlap between the predicted and actual segmented areas. However,

it tends to penalise mismatches more harshly:

L = 1− |X ∩ Y |
|X ∪ Y |

(2.6)

2.3.4 Robust and Advanced Loss Functions

Recent research has focused on developing loss functions that enhance the robustness

and efficiency of deep learning models. For example:
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Focal Loss: Focal Loss [42] is designed to address the imbalance between easy

and hard examples in tasks like object detection. By down-weighting well-classified

examples, it forces the model to focus on hard, misclassified cases:

L = −α(1− ŷ)γ log(ŷ) (2.7)

Here, γ is a tunable focusing parameter that adjusts the weight on hard-to-classify

examples.

Huber Loss: A hybrid between MSE and MAE, Huber Loss [43] is less sensitive

to outliers than MSE and more stable than MAE. It is particularly effective for

regression tasks involving noisy data:

L =


1
2(y − f(x))2 if |y − f(x)| ≤ δ

δ · (|y − f(x)| − 1
2δ) otherwise

(2.8)

where δ is a threshold parameter that determines the transition point between the

two cases.

Loss functions have continued to evolve alongside the growth of deep learning

applications. Research is increasingly focusing on robust loss functions that handle

noisy labels and adversarial examples, as well as loss functions tailored to specific

tasks, such as contrastive loss for self-supervised learning and triplet loss for metric

learning. Additionally, multi-objective loss is also gaining traction, as it enables

models to optimise for multiple objectives simultaneously, thereby improving overall

performance.

2.4 Sensing and Imaging

In the realm of autonomous driving systems, sensing technology is fundamental in

perceiving the environment accurately and safely. Three prominent technologies are

LiDAR, monocular cameras, and stereo cameras, each with distinct characteristics,

advantages, and limitations.
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2.4.1 Sensors in Autonomous Driving

LiDAR (Light Detection and Ranging) is a sophisticated sensor technology that

utilises laser pulses to precisely measure distances between the sensor and various

objects in the surrounding environment. By emitting laser beams and analysing the

time it takes for the light to return after reflecting off surfaces, LiDAR generates

highly accurate 3D point clouds that represent the spatial layout of the environment.

Typical LiDAR systems have a range of up to 200 metres and can operate effectively

in diverse lighting conditions. For instance, sensors such as the Velodyne HDL-

64E offer a vertical field of view (FOV) of approximately 26.8 degrees and a full

horizontal FOV of 360 degrees, allowing them to capture detailed information about

their surroundings [44]. LiDAR systems generally operate at a frequency of around

900 nm, which contributes to their high level of accuracy (±2 cm) in distance

measurement. Despite these advantages, LiDAR systems can be expensive, often

costing several thousand dollars, and may face significant challenges in adverse

weather conditions, such as heavy rain or fog, which can scatter the laser beams and

compromise measurement accuracy [45].

Monocular Cameras employ a single lens to capture 2D images of the environment,

typically offering a field of view (FOV) ranging from 60 to 120 degrees. This wide

FOV enables them to capture a broad area in a single frame, with resolution varying

based on specific application requirements. Monocular cameras are cost-effective,

lightweight, and relatively easy to integrate into vehicles, making them a practical

choice for many autonomous driving applications. Additionally, they provide rich

visual information, including colour, texture, and scene detail, which are valuable for

tasks such as object classification and semantic segmentation [46]. However, inferring

depth from monocular cameras presents significant challenges. Unlike stereo vision

or LiDAR, which rely on multiple perspectives or active sensing, monocular cameras

must estimate depth using advanced computer vision techniques. These methods

often struggle with issues such as perspective distortion, where objects at varying

distances appear differently scaled, and occlusions, where closer objects block the

view of those farther away. These limitations can reduce the accuracy of depth

30



2.4 Sensing and Imaging

estimation, particularly in complex urban environments. Despite these weaknesses,

monocular vision remains a compelling choice for tasks where lightweight design,

affordability, and rich image data outweigh the constraints of depth perception.

Stereo Cameras consist of two or more cameras positioned at same or different

angles, mimicking human binocular vision. By comparing the images from each

camera, stereo vision systems can calculate depth information through triangulation,

providing a more robust solution for depth perception compared to monocular

cameras. These systems typically have a horizontal FOV similar to that of monocular

cameras but can offer more accurate depth perception within a range of about 10 to

50 meters. This technology enhances object detection capabilities and facilitates the

generation of 3D maps of the environment. However, stereo cameras can be more

complex to calibrate and process, requiring significant computational resources to

handle the data they produce [47].

2.4.2 Transformation in Sensors

In autonomous driving, it is common to use multiple types of sensors. Sensor fusion is

important as it enables autonomous driving systems to utilise different types of data,

strengthening the deep learning models for various tasks. Specifically, the integration

of LiDAR and camera data is crucial for creating comprehensive environmental

representations. This process often involves projecting LiDAR point clouds onto the

camera plane, resulting in RGB-D images. The principle is demonstrated in Fig. 2.4.

Point Cloud Projection

Coordinate Transformation: The first step is to align the coordinate systems

of the LiDAR and the camera. This is achieved through a calibration process that

determines the extrinsic parameters between the two sensors. The transformation

is typically represented using a transformation matrix T that converts LiDAR

coordinates to camera coordinates:
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Figure 2.4 LiDAR point cloud projection to the image plane. [Wang et al.]

T = [R|t] =



R1,1 R1,2 R1,3 tx

R2,1 R2,2 R2,3 ty

R3,1 R3,2 R3,3 tz

0 0 0 1


(2.9)

where R is the rotation matrix that defines the orientation of one frame relative

to another. In the context of LiDAR and camera frames, R describes how to

rotate points from the LiDAR frame to align with the camera orientation. t is

the translation vector that defines the positional offset between the two coordinate

frames. It shifts the origin of the LiDAR frame to match the position relative to the

camera frame. The last row [0 0 0 1] is called homogeneous row that ensures

that the transformation can handle translations when working with 3D homogeneous

coordinates.

Projection: Once the coordinates are aligned, the 3D points from the LiDAR

can be projected onto the 2D camera image using the camera intrinsic parameters.

The projection is done using the pinhole camera model, which can be expressed
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mathematically as:


u

v

1

 = Kin · T ·



X

Y

Z

1


(2.10)

where (u, v) are the pixel coordinates on the image, Kin is the intrinsic matrix of

the camera, T is the LiDAR to Image transformation matrix, and (X, Y, Z) are

the LiDAR point coordinates. Kin defines the transformation from 3D camera

coordinates to 2D image coordinates. This matrix contains parameters that account

for the camera internal characteristics, such as focal length and optical centre, which

are typically fixed once the camera is manufactured. Kin is given by:

Kin =


fx 0 cx

0 fy cy

0 0 1

 (2.11)

fx and fy represent the focal lengths of the camera along the x and y axes, respectively.

They scale the 3D points based on the distance to the camera sensor and are typically

measured in pixels. cx and cy denote the optical centre (principal point) in the image

plane, indicating where the optical axis intersects the sensor. This centre is essential

for correct alignment, especially when the camera is not perfectly centred. [0 0 1]

is the homogeneous row. The RGB-D images are then obtained.

RGB-D information is valuable in applications such as autonomous driving. The

RGB component captures detailed visual data on colour and texture, supporting

tasks like object detection, classification, and semantic segmentation. The depth

component, meanwhile, provides precise spatial information on the distance between

the camera and objects, enhancing 3D scene understanding and spatial accuracy,

which could also benefit the visual tasks.
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Figure 2.5 Disparity in stereo camera system. Due to the different perspective, the
same object appears in different positions in the left and right cameras, the difference
is disparity. [Wang et al.]

2.4.3 Stereo Disparity

Besides LiDAR, stereo cameras also offer alternative way to acquire 3D information.

Stereo disparity refers to the difference in the horizontal position of a point in two

images captured by stereo cameras, as shown in Fig. 2.5. This disparity enables

depth perception by triangulating the location of objects based on the offset between

the two images, simulating human binocular vision.

In stereo vision, the two cameras set apart by a baseline distance B, the disparity d

can be defined as the difference between the x-coordinates of a point projection in

the left and right images:

d = xL − xR (2.12)
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where xL and xR are the horizontal coordinates of the same object in the left and

right image planes. The depth Z of the object can be computed using the following

formula:

Z = f · B
d

(2.13)

where f is the focal length of the camera. In this formula, higher disparity (closer

points) results in a smaller depth value, indicating proximity to the cameras, whereas

lower disparity (farther points) corresponds to greater depth. Advanced techniques,

such as block matching (StereoBM) and semi-global block matching (SGBM) [48],

further improve the calculation of depth information based on disparities, by matching

small image blocks between the left and right images to find corresponding pixels.

2.4.4 Disparity Post-Filtering

Current stereo matching algorithms can calculate disparity maps in real time, enabling

rapid depth estimation for applications like autonomous driving. However, these

algorithms often struggle in challenging scenarios, such as scenes with uniform,

textureless surfaces, areas of occlusion where objects block portions of the scene, or

regions with strong reflections. These issues can lead to inconsistent or inaccurate

disparity maps, which reduce the reliability of the depth information.

To address these issues, post-filtering techniques are applied to refine disparity

maps. The Weighted Least Squares (WLS) filter is commonly used in disparity

post-processing to enhance disparity maps while reducing noise. WLS operates by

minimising the difference between the observed pixel values and the expected pixel

values, where weights are applied to each pixel according to its spatial characteristics.

This helps in preserving important features of the image, such as edges, while

smoothing out noise. The weights in the WLS filter can be derived from various

sources, such as the local gradient magnitude, which emphasizes edge-preserving

characteristics. This means that regions with high gradient values (edges) receive

higher weights, leading to less smoothing in those areas compared to smoother regions.
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The WLS optimisation problem can be formulated as follows:

E =
∑
i,j

wi,j(Ii,j − gi,j)2 (2.14)

where E is the energy to minimise, Ii,j is the input image pixel value, wi,j is the

weight for each pixel. By minimising E, the output pixel value gi,j will generate a

smoother disparity map, thus improving the final depth transformation.

2.5 Simulation Tools

Simulation tools play a crucial role in the development of autonomous driving systems,

as conducting experiments in real-world environments presents numerous challenges,

including safety concerns, high costs, and the variability of driving conditions. These

simulators provide a controlled and flexible alternative, allowing researchers to

develop and test algorithms and vehicle dynamics under a wide range of scenarios

that would be difficult or impossible to replicate in reality.

2.5.1 CARLA (Car Learning to Act)

CARLA [49] has emerged as one of the most widely used open-source simulators for

autonomous driving research. Developed by Intel Labs and the Computer Vision

Center in Barcelona, it offers a highly realistic simulation environment specifically

tailored for self-driving car applications. CARLA virtual environment replicates

urban driving scenarios with high-fidelity, featuring multiple towns, complex road

networks, intersections, roundabouts, and dynamic objects such as pedestrians,

cyclists, and vehicles. The simulation also supports various weather conditions and

lighting scenarios, which makes it ideal for training autonomous systems to handle

diverse driving conditions.

For deep reinforcement learning (DRL) applications, CARLA provides an environment

where agents can learn from trial and error by interacting with the environment. The

agents receive rewards based on their performance in tasks like staying in the correct

lane, avoiding obstacles, and obeying traffic rules. Through these interactions, they
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gradually learn optimal driving policies. In the context of imitation learning (IL),

CARLA can generate expert driving data through pre-programmed agents or human

drivers. These data sets are then used to train IL models to replicate the behaviour

of expert drivers.

One of CARLA’s key strengths is the range of sensor data it provides, which is critical

for perception tasks in autonomous driving. CARLA simulates cameras (RGB),

depth sensors, LiDAR, radar, and even semantic segmentation masks, allowing

researchers to develop algorithms for tasks such as semantic segmentation, 3D object

detection, and depth completion. These inputs provide essential information for

the decision-making and control modules of self-driving cars. The availability of

high-quality ground truth labels in the CARLA environment allows for a detailed

evaluation of model performance, making it an excellent tool for testing perception

and control algorithms.

Evaluation metrics used in CARLA simulations typically include safety-related

measures such as collision rates, lane deviation, and the number of infractions (e.g.,

running red lights or violating speed limits). Other performance metrics focus on

task completion, such as the percentage of routes completed successfully or the time

taken to reach a destination. Additionally, researchers can measure generalisation

across different towns or weather conditions, which helps evaluate the robustness of

trained models.

2.5.2 TORCS (The Open Racing Car Simulator)

TORCS [50], originally developed as a racing simulator, has been adapted for

autonomous driving research, particularly in the field of reinforcement learning.

While it was not initially intended for real-world driving simulation, TORCS offers a

valuable platform for training and testing driving policies in simplified environments.

The simulator provides a range of tracks and road types, along with the ability

to modify vehicle dynamics, which makes it suitable for investigating the low-level

control of autonomous vehicles.
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In TORCS, reinforcement learning algorithms can be trained by rewarding the agent

for completing laps, staying on the road, and avoiding collisions with other vehicles

or track boundaries. This makes it a popular choice for research focused on learning

to control speed, steering, and acceleration based on the vehicle sensor input. Since

TORCS features different tracks with varying levels of difficulty, it also supports

curriculum learning approaches, where agents progressively learn from simpler to

more complex driving tasks.

While TORCS is limited in terms of sensory diversity compared to more advanced

simulators like CARLA, it remains a valuable tool for experimenting with control

strategies and reinforcement learning algorithms. Its simplicity allows for faster

simulation times, making it ideal for prototyping and testing basic control policies

before moving to more computationally intensive simulators. Researchers often use

TORCS for experiments where the focus is on low-level vehicle control rather than

high-level decision-making, such as learning to handle sharp turns, acceleration, and

braking.

In terms of evaluation, TORCS mainly focuses on metrics such as lap time, the

number of completed laps, and collision rates. Additionally, the ability of the agent

to maintain stability during high-speed manoeuvres or sharp turns is often evaluated

to assess the effectiveness of control policies.

2.5.3 Duckietown

Duckietown [51] is an innovative open-source platform designed to advance research

in autonomous driving and robotics, particularly focusing on education and ex-

perimentation. It consists of a miniature city environment equipped with roads,

intersections, traffic signs, and various dynamic elements such as other vehicles and

pedestrians, all represented in a highly simplified and engaging manner. This setting

serves as a testbed for various algorithms related to navigation, perception, and

control, allowing researchers and students to explore autonomous driving concepts

in a more accessible and manageable format.
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The most significant innovation of Duckietown is its setup for real-world experiments,

which includes Duckiebots, the small robotic vehicles equipped with cameras, and

configurable maps that create an interactive miniature city for the Duckiebots to

navigate. This setup replicates the features in the simulator, facilitating a sim-to-real

application where algorithms can be trained in simulated environments and tested

in real-world scenarios. This transition from simulation to reality is crucial for

validating autonomous driving technologies.

In terms of evaluation, Duckietown provides various metrics for assessing the perfor-

mance of autonomous agents, including navigation accuracy, task completion rates,

and safety measures such as collision avoidance. The simplicity and engaging nature

of the Duckietown environment make it an excellent tool for research purposes,

bridging the gap between theoretical concepts and practical applications in the field

of autonomous systems.

2.6 Datasets

Datasets are the core of deep-learning-based algorithms for both training and evalu-

ation. In supervised learning, models rely on labelled datasets to learn mappings

from input features to the desired output, either to classify or to regress, often

requiring large amounts of diverse data to generalise well across real-world scenarios.

High-quality datasets serve to standardise evaluation, making it possible to fairly

compare model performance on common tasks. For example, autonomous driving

requires diverse datasets capturing varied lighting, weather conditions, and road

environments to ensure the perception robustness across different driving situations.

In addition, using well-structured datasets helps prevent bias, supports performance

benchmarking, and aids in diagnosing model errors. These datasets often include

detailed and careful human annotations, such as segmentation masks and bounding

boxes, to enhance model training in complex tasks like object detection and scene

understanding, ultimately improving the reliability of decision-making in real-world

applications.
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Figure 2.6 The sensor setup of KITTI [52] dataset. It contains a stereo camera set
facing the front, a LiDAR, and a GPS/IMU.

Figure 2.7 The sample data from KITTI [52] including labels of 3D object detection
(left), semantic segmentation (centre), and depth prediction (right.)

2.6.1 KITTI Dataset

The KITTI dataset [52], introduced in 2012 by the Karlsruhe Institute of Technology

and Toyota Technological Institute at Chicago, remains one of the foundational

datasets for autonomous driving research. KITTI is designed to facilitate tasks such

as 3D object detection, depth estimation, stereo matching, and odometry, offering a

comprehensive set of benchmarks. It includes data collected from urban, suburban,

and highway driving scenarios using stereo cameras, LiDAR, Global Positioning

System (GPS), and Inertial Measurement Unit (IMU) sensors. The detailed sensor

setup is demonstrated in Fig. 2.6. The dataset features over 200,000 images and

point cloud data, with annotations. The sensor data with ground truth examples are

shown in Fig. 2.7. A key strength of KITTI is its multimodal sensor setup, allowing

researchers to experiment with sensor fusion and depth perception techniques in the
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Figure 2.8 The sample data from Cityscapes [53]. This dataset contains finely
annotated semantic labels (upper) as well as coarse labels as supplementary (lower).

earlier stage of deep learning. Despite its influence, KITTI has some limitations.

It captures data primarily in clear weather and daylight conditions, meaning that

it lacks the variability in lighting and weather that autonomous driving systems

must navigate in real-world settings. Additionally, the dataset is relatively small by

modern standards, with just over 15,000 3D bounding boxes. Nonetheless, KITTI’s

clear annotations and various well-defined tasks have set the foundation for numerous

developments in the field of autonomous vehicle perception, particularly in 3D vision.

It has served as a baseline for developing deep learning models aimed at enhancing

object detection and depth perception using LiDAR and camera fusion.

2.6.2 Cityscapes

Released in 2016, the Cityscapes dataset [53] is a large-scale resource designed

for urban scene understanding, with a particular emphasis on pixel-level semantic

segmentation. The dataset contains 5,000 finely annotated images from 50 different

cities across Europe, capturing a wide variety of urban environments, including

roadways, pedestrians, vehicles, and other relevant objects. Cityscapes is unique in

its high-resolution imagery and dense pixel-level annotations, making it particularly

useful for training and testing segmentation models. The dataset also includes an

additional 20,000 coarsely annotated images, which serve as supplementary training

data for deep learning models for less detailed segmentation. The dense and coarse

annotations are demonstrated in Fig. 2.8. Cityscapes has become one of the most

widely used datasets for semantic segmentation in autonomous driving due to its

comprehensive annotations and focus on urban environments. It supports a variety
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Figure 2.9 The sensor setup in the nuScenes dataset [54] provides extensive data
from a range of sensors, including six cameras that cover 360° around the vehicle.
These cameras are positioned to face the front, front right, front left, back right,
back, and back left, giving a comprehensive view of the surrounding environment.
Radar sensors are similarly oriented in multiple directions, addressing the occlusion
challenges presented by setups with a single radar. The LiDAR sensor is mounted
on the top of the vehicle, and an IMU is included to provide accurate positioning
and motion data.

of tasks, including semantic and instance segmentation, object detection, and lane

detection. Researchers have used this dataset to develop and refine models that can

handle the complex, cluttered environments typical of city driving, where precise

understanding of road conditions, lane markings, and pedestrian behaviour is crucial.

However, like KITTI, Cityscapes lacks diversity in terms of weather conditions and

sensor modalities—it only provides RGB images, without LiDAR or radar data,

limiting its applicability to sensor fusion research.

2.6.3 nuScenes

nuScenes [54], released by Aptiv in 2019, marked a significant step forward in the

development of multimodal datasets for autonomous driving. Captured in the cities

of Boston and Singapore, nuScenes contains data from a rich sensor suite, including

six cameras, five Radars, LiDAR, GPS, and IMU. The sensor setup is shown in Fig.

2.9. The dataset features 1,000 driving scenes, each about 20 seconds long, making

it one of the most extensive datasets for dynamic scene understanding. nuScenes

includes 1.4 million images, 390,000 LiDAR sweeps, and over 1.4 million annotated

42



2.6 Datasets

Figure 2.10 The sample annotations of 3D object detection in nuScenes [54] from
the six cameras at one frame.

3D bounding boxes across 23 different object classes. It also provides high-level map

data, such as road lanes and intersections, which enhances its utility for tasks like

path planning and autonomous navigation. One of the key innovations of nuScenes

is its multimodal nature, allowing researchers to develop and test models that fuse

data from cameras, LiDAR, and radar for 3D perception tasks. This has enabled

significant progress in areas such as sensor fusion, 3D object detection, and motion

forecasting. Unlike older datasets, nuScenes also includes data collected under diverse

weather conditions, such as rain and overcast skies, which is crucial for developing

models that generalise well to real-world driving scenarios. The 3D bounding box

examples of nuScenes are shown in Fig. 2.10.

2.6.4 Waymo Open Dataset

The Waymo Open Dataset [55], released in 2019 by Waymo, is one of the largest and

most comprehensive datasets for autonomous driving. Collected from Waymo fleet

of self-driving cars, the dataset includes over 1,000 hours of driving data, 12 million

3D labels, and millions of 2D labels, covering a wide range of environments, weather

conditions, and lighting scenarios. The dataset features high-quality data from

multiple LiDARs (including both top-mounted and side-mounted LiDAR sensors),

high-resolution cameras, GPS, and IMU. The detailed sensor setup is shown in Fig.

2.11. Waymo dataset provides dense annotations for vehicles, pedestrians, cyclists,
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Figure 2.11 The sensor setup in the Waymo dataset [55] distinguishes itself by
including a larger number of LiDAR sensors compared to other open datasets, making
it especially valuable for research focused on LiDAR-based perception methods. This
comprehensive sensor configuration enhances spatial perception accuracy, supporting
detailed 3D scene understanding essential for autonomous driving applications.

Figure 2.12 The sample annotations of 3D object detection in Waymo [55] from the
LiDAR sensor set.

and other road users, making it particularly useful for 3D object detection, tracking,

and semantic segmentation tasks. An example LiDAR based 3D bounding boxes
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is shown in Fig. 2.12. One of the standout features of the Waymo Open Dataset

is its sheer size and diversity, which far surpasses earlier datasets like KITTI and

Cityscapes. It includes data captured in a variety of conditions—such as day and

night, rain, fog, and different geographical locations—enabling researchers to develop

more generalisable models. Furthermore, Waymo dataset supports a wide range of

tasks, including object detection, lane detection, and sensor fusion, making it one of

the most versatile datasets available for autonomous driving research.
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Chapter 3

Fusion-Attention Monocular

Semantic Segmentation

This chapter establishes a framework for deep-learning based monocular

semantic segmentation in urban driving scenarios, which is crucial for

autonomous vehicle scene understanding. It provides more precise subject

information than raw RGB images, thereby enhancing the performance

of autonomous driving systems.

Associated Publications This chapter is based on the following published work:

Wang C, Aouf N. Fusion attention network for autonomous cars semantic segmenta-

tion[C]//2022 IEEE Intelligent Vehicles Symposium (IV). IEEE, 2022: 1525-1530.
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Recently, self-attention methods have demonstrated significant improvements in

learning based image semantic segmentation. Attention mechanism facilitates scene

parsing by capturing abundant relationships between every pixel in an image. How-

ever, it is computationally demanding. Moreover, existing methods typically focus

either on channel attention, which neglects pixel positional factors, or on spatial

attention, which disregards the inter-dependencies between channels. To address

these issues, in this chapter, the Fusion Attention Network is designed to capture rich

contextual dependencies. This model comprises two chains: a pyramid fusion spatial

attention module and a fusion channel attention module. The pyramid sampling is

employed in the spatial attention module to reduce the computational complexity of

generating spatial attention maps. The channel attention module follows a similar

structure to the spatial attention module. Finally, the outputs from the spatial and

channel attention modules are concatenated to form an enhanced attention map,

resulting in improved semantic segmentation performance. Furthermore, the arrange-

ment of attention module is discussed on aggregating the contextual dependencies

extracted from both attention chains. Extensive experiments are conducted on pop-

ular datasets under various settings, alongside an ablation study, to demonstrate the

efficiency of our approach. The proposed method outperforms state-of-the-art meth-

ods on the Cityscapes dataset [53] and also exhibits strong generalisation capabilities

on PASCAL VOC 2012 [56].

3.1 Overview

Semantic segmentation is a fundamental task in computer vision with a wide range

of applications in robotics, medical imaging and more importantly in autonomous

driving. It aims to detect various objects, such as vehicles, roads, traffic signals, and

pedestrians, and segment them with pixel-level precision. Recent studies on semantic

segmentation have relied on convolutional encoder-decoder architectures, which have

shown certain success. The encoder generates high-level, low-resolution features,

where the decoder then up-samples to produce pixel-wise segmentation labels for

each class. Fruitful segmentation approaches [57, 58] employ fully convolutional
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network (FCN) [59] to accomplish this task. However, with the complex scene layout

and enormous categories, and the spatial information lost during pooling operations,

these methods are limited by the poor local contextual representation which leads to

the model performance far from desire.

To address the limitations of simple Fully Convolutional Networks (FCN), several

studies suggest that incorporating long-range and global dependencies can enhance

performance. Multiple approaches [13, 60] have been proposed to fuse multi-scale

contextual information by aggregating feature maps from various dilated convolutions

and pooling operations. However, encoders that rely solely on convolutions struggle

to capture these long-range dependencies. One possible reason is that the receptive

field of a single convolutional layer is insufficient to cover the correlated regions

effectively even with dilation. To capture richer contextual information, some works

[61] attempt to enlarge the kernel size using a decomposed structure or by introducing

an effective encoding layer on top of the network. Nevertheless, these methods often

result in inefficiency due to the increased number of parameters and the subsequent

computational demands.

Various efforts have been made to enhance feature representation after the standard

encoder. To generate dense, pixel-wise contextual information, PSANet [62] learns

to aggregate contextual information for each feature through a predicted attention

map. Non-local Networks [63] leverages a self-attention mechanism [64], allowing a

single feature at any position to perceive features from all other positions. CCNet

[65] introduces a criss-cross attention module that gathers contextual information

from all features along a cross-shaped path. Specifically, it captures cross-shaped

dependencies at once and obtain the full-image contextual information by employing

a recurrent operation. However, the performance of this method is dependent on the

number of recurrences. Although the aforementioned methods have demonstrated

improvements, they do not explore channel-wise attention.

Contextual dependencies refer to the influence that every pixel exerts on every other

pixel in a high-level feature map. A feature map contains H ×W × C elements,

where C represents the number of channels, and H and W denote the height and
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width, respectively. To capture the full scope of global contextual information, it

needs to calculate the correlation of every element in H ×W × C on every other

element, leading to a computational complexity of (H ×W × C)× (H ×W × C).

This level of computation is extremely demanding. To achieve better performance

while maintaining efficiency, the channel and spatial information are harvested

separately, introducing a Fusion Attention Network for the semantic segmentation

task.

In this chapter, the contextual information from both the channel map and the spatial

map is analysed, and combined into an enhanced global attention map. Specifically,

a dilated ResNet [66] is employed and followed by two parallel attention modules:

one for spatial attention and the other for channel attention. To address the high

computational complexity, the spatial module is integrated with the proposed pyramid

samplers, which efficiently reduce the computational load. In each sampler, high-level

features are divided into several layers by channel and processed individually, before

being recombined to establish concrete relationships with lower computational cost.

For the channel module, high-level channel maps are similarly divided into layers,

but along the spatial dimension, allowing the model to predict and combine the co-

dependent effects across all channel maps. Finally, the outputs of these two attention

modules are fused via concatenation, further enhancing the feature representations.

The model is trained and evaluated on Cityscapes and PASCAL VOC 2012 datasets.

In summary, the key contributions in this chapter are as follows:

1. The fusion attention modules that integrate both channel and spatial attention

to capture global contextual dependencies.

2. The improved results by enhancing the attention maps without increasing the

number of parameters, thanks to the pyramid and fusion structure.

3. The state-of-the-art performance on popular benchmarks, including the Cityscapes

and PASCAL VOC datasets.

This chapter is organised as follows: Section 3.2 gives an overview of the current

approaches of learning based semantic segmentation, as well as recent approaches
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for applying attention mechanism. Section 3.3 describes the design methodology.

Section 3.4 shows several test experiments with varying benchmark datasets and

provides a proof-of-concept of the performance of the proposed method. Finally,

Section 3.5 summaries the chapter.

3.2 Related Works

3.2.1 Semantic Segmentation

Semantic segmentation plays a crucial role in providing detailed environmental

information by assigning a class label to each pixel in an image. This pixel-level

classification significantly enhances the understanding of environmental context,

particularly in tasks like autonomous driving, where precise scene comprehension is

vital. John et al. [67] proposed one of the early approaches using a convolutional

neural network (CNN)-based encoder-decoder architecture for semantic segmentation.

Their network processes input images to perform pixel-wise classification and labeling,

achieving a prediction accuracy of 88% for vehicles and 96% for roads, showcasing

the effectiveness of CNNs in segmentation tasks. Building on this foundation, fully

convolutional networks (FCNs) and FCN-based models advanced image semantic

segmentation by directly operating on the spatial dimensions of input images. Several

models have been developed that incorporate encoder-decoder architectures, such

as Unet [14], SPGNet [68], RefineNet [58], and DFN [69]. These models effectively

combine low-level and high-level features to produce more accurate segmentation

predictions. The encoder captures detailed local information, while the decoder refines

this information by integrating contextual knowledge, improving the overall accuracy

of the predictions. In parallel, other methods focused on enhancing contextual

aggregation to further improve segmentation performance. For instance, Deeplabv2

[13] and Deeplabv3 [70] introduced atrous spatial pyramid pooling, which uses parallel

dilated convolutions to embed multi-scale contextual information. PSPNet [60] also

contributed to this area by proposing pyramid pooling to capture information from

different scales, effectively enhancing the network’s ability to understand objects
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at various levels of detail. With the success of the attention mechanism in natural

language processing tasks, it was soon applied to image-based tasks, including

semantic segmentation. Attention mechanisms allow models to focus on specific

parts of the image, making them more effective at capturing both spatial and

contextual dependencies. This shift has opened up new opportunities for improving

the accuracy and efficiency of semantic segmentation models, marking a new phase

in the development of this field.

3.2.2 Attention Model

Attention modules are widely recognised for their ability to model both long-range

and short-range dependencies, enhancing the most important regions of a feature

map. These modules help neural networks focus on the most relevant parts of the

input, boosting the performance of tasks like semantic segmentation by refining

the features being learned. A notable example is Squeeze-and-Excitation Networks

(SENet) [71], which applies spatial-wise average pooling to capture global information

across the image. SENet employs two fully connected layers to model channel-wise

relationships, allowing the network to re-calibrate the importance of each channel

through an attention mechanism, ultimately enhancing the representational power

of the network by giving more weight to significant channels. Building on these

principles, Li et al. [72] proposed a more complex attention structure called split,

fuse, and select. This structure starts with a split operation, a multi-branch process

where different excitation cores are used to extract diverse features from the input.

Each core focuses on capturing different aspects of the feature map, providing

multiple perspectives for the network to process. The fuse operation then combines

the information from these multiple branches, merging them into a rich contextual

representation. Finally, the select operation combines feature maps of various kernel

sizes based on learned selection weights, allowing the network to dynamically focus

on the most relevant features. This multi-stage process helps the model better

capture complex dependencies in the input data. In parallel, Vaswani et al. [73]

introduced a multi-head attention block, which became influential in many fields,

including image processing. This block enables the network to compute multiple
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self-attention representations through different heads, allowing it to capture a variety

of dependencies and features simultaneously. By processing the information from

different heads, the model can learn complementary attention maps, further improving

its understanding of the input. Other methods have also sought to exploit attention

mechanisms to improve contextual modelling in semantic segmentation. OCNet

[74] and DANet [75], for instance, utilised the Non-local module, which computes

contextual information by considering all positions in the feature map. This enables

the model to capture dependencies across the entire image, which is particularly useful

for segmenting large objects or objects spread over multiple regions of the image.

However, the Non-local module is computationally expensive and involves a large

number of parameters. To address this, CCNet [65] introduced a criss-cross attention

mechanism, which significantly reduces the computational burden and complexity of

the Non-local module. CCNet achieves this by computing relationships only between

pixels in horizontal and vertical directions, rather than all pairs of pixels, making the

attention process more efficient while still capturing sufficient contextual information.

Similarly, EPSANet [76] focuses on enhancing attention by harvesting attention maps

from features at different scales. By considering multi-scale information, EPSANet

can better handle objects of varying sizes and improve the overall performance of the

model in semantic segmentation tasks. These advancements illustrate the power of

attention mechanisms in refining feature representations, allowing models to better

understand complex spatial and contextual relationships within images. Through

different innovations—such as channel-wise re-calibration, multi-branch operations,

and computationally efficient attention modules—these methods have contributed

significantly to improving the accuracy and efficiency of semantic segmentation

models.

3.3 Methodology

This section presents the general framework of the proposed network. Next, the

fusion attention module is detailed, including both the channel-wise fusion attention

and pyramid spatial-wise fusion attention modules, which are designed to capture

52



3.3 Methodology

full-image contextual information in the channel and spatial dimensions, respectively.

Finally, various methods for aggregating these modules are compared to achieve the

best performance.

3.3.1 Preliminary

Self-attention is a mechanism that allows models to dynamically focus on different

parts of the input when processing each element, enabling them to capture long-

range dependencies. In this mechanism, three key concepts are employed: Query(Q),

Key(K), and V alue(V ). These are derived through learned transformations of

the input sequence, and they play distinct roles in determining how attention is

distributed across the sequence.

1. Query(Q): The query vector represents the current token’s request for infor-

mation. When processing a particular token, the query is used to determine

which other tokens in the sequence are most relevant to it.

2. Key(K): The key vector corresponds to each token and is used to match with

the query. It helps evaluate how much attention should be given to different

tokens by measuring the similarity between the query and each key.

3. V alue(V ): The value vector holds the actual content or information of the

token. Once the relevance between tokens is determined (using Q and K), the

value vectors are weighted accordingly, and the final output for each token is

produced by combining these weighted values.

The self-attention mechanism computes attention scores by performing a dot product

between the Query and Key vectors of all tokens, and then these scores are used to

weight the V alue vectors. This allows the model to consider relationships across the

entire input sequence when processing each token.

3.3.2 Network Structure

The network architecture is illustrated in Fig. 3.1. As shown, two types of attention
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Figure 3.1 Overview of the Fusion Attention Network. [Wang et al.]

modules are designed to capture global context over local features generated by

a dilated residual network, thus enhancing feature representations for pixel-level

prediction. A pretrained residual network with a dilated strategy [13] is employed as

the backbone. By removing the last two down-sampling operations and incorporating

dilated convolutions in the subsequent ResNet blocks, the output feature map size is

enlarged back to 1/8 of the input image, allowing us to extract more information

without increasing the number of parameters. After obtaining the feature map, a

convolutional layer is applied for dimension reduction to prepare inputs for both

spatial and channel attention modules. In the self-attention mechanism, the first

step involves generating an attention matrix that models the relationships between

any two pixels within the feature maps. The spatial and channel attention is treated

separately, utilising a fusion technique and pyramid sampler for spatial attention,

while employing channel-wise fusion attention to capture long-range contextual

information in the channel dimension. Subsequently, the matrix multiplication is

performed between the attention matrix and the query vectors. Finally, an element-

wise sum operation is executed on the multiplied result and the original features

to obtain the final representations that reflect long-range contexts. With outputs

from both the spatial and channel modules, they are aggregated to enhance feature

representations for pixel-level prediction.

3.3.3 Pyramid Fusion Spatial Attention

To model dense pixel relationships over local feature representations while ensuring

high performance and lightweight computation, the pyramid fusion spatial attention
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Figure 3.2 Design of Pyramid Spatial Attention Module. [Wang et al.]

module is introduced in this section. This module effectively captures rich contextual

information, enhancing the pixel-level representational capability.

As illustrated in Fig. 3.2, given a local feature map X ∈ RH×W×C , the mod-

ule first applies two convolutional layers with filter size 1× 1 on X to gener-

ate two new feature vectors Query(Q) and Key(K), where Q,K ∈ RC
′ ×W×H and

C
′ is the reduced channel number for the new feature vectors for less computa-

tion. This refers to the reduction block in the Fig. 3.1. After that Q and K

are reshaped at their spatial dimension to RC
′ ×N for latter calculation, where

N = W ×H. Simultaneously, another convolutional layer, also with a 1× 1 filter

is applied to X to generate V alue(V ), where V ∈ RC×W×H , and then reshape to

V ∈ RC×N without channel reduction. At this point, Q and K are typically sub-

jected to matrix multiplication followed by SoftMax to generate a large attention

map, which requires significant computing and memory resources. To mitigate

this, pyramid sampling is introduced on both feature vectors K and V . For in-

stance, if the size of the feature map X is 96× 96, the attention map size will be

N ×N = (W ×H)× (W ×H) = 84.9M . By applying the designed pyramid pooling

layers with kernal_size = 8, 6, 3, 2, the new features sizes become 12× 12, 16× 16,

32× 32 and 48× 48. As the attention map is calculated at each kernel size, the

overall complexity is O = (12× 12)2 + (16× 16)2 + (32× 32)2 + (48× 48)2 = 6.6M ,
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resulting 92.2% of computational reduction when for attention map calculation. Next,

the fusion structure is presented. First, the Pyramid Pooling on K and V generates

K1, K2, K3, K4 and V1, V2, V3, V4 at various lower scales. These are then concatenated,

resulting in K
′ ∈ RC

′ ×N ′
and V

′ ∈ RC×N ′
. Next, Q, K ′ , and V

′ are divided into

m blocks along the channel dimension, where each block contains C
m

elements for

both Qb,i and K ′
b,i, and C

′

m
elements for V ′

b,i. This division allows each block to learn

distinct information within the attention map by focusing on different channel-specific

features. For each block, matrix multiplication is performed between the transposed

Qb,i and K
′
b,i:

Si = QT
b,i ∈ RN× C

′

m ×K ′

b,i ∈ R
C

′

m
×N ′

, i = 1, . . . ,m (3.1)

Here, Si represents the similarity matrix, which measures the degree of correlation

between each position in Qb,i and K
′
b,i. It is important to note that the size of Si is

RN×N ′ , rather than RN×N , where N ′ is the spatial dimension of K ′ . A SoftMax layer

is then applied to Si to compute the spatial attention map Ai ∈ RN×N ′ . Subsequently,

matrix multiplication is performed between the transposed Ai and V
′
b,i:

V
′

b,i ∈ R
C
m

×N ′ × ATi ∈ RN ′×N = R
C
m

×N (3.2)

Equation 3.2 generates the results for each of the blocks we previously divided. After

obtaining the results from all channel blocks, we concatenate the m blocks of size

R C
m

×N along the channel dimension to form M ∈ RC×N . Then, M is reshaped to

RH×W×C , aligning with the size of the original feature map X . The contextual

information is gathered by performing an element-wise sum between the feature map

X and the summed results from the Pyramid Fusion Spatial Attention module.

Yj = γMj +Xj (3.3)

Where j denotes each position within the original feature map X , and γ is a

learnable scale parameter, which plays a critical role in adjusting the contribution of

the contextual information during the learning process. Initially set to 0, γ gradually
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increases its value as the model learns, allowing it to assign more weight to the

contextual features over time. This gradual learning process ensures that the model

starts by relying on the original feature map and slowly incorporates more contextual

information as it learns to refine its predictions. By adding the original feature map

X to the aggregated contextual information, the model is able to maintain its original

feature representation while enriching it with the additional context. This allows the

model to capture both local features and broader contextual information, providing a

more holistic view of the image. The selective aggregation of these contexts is guided

by the spatial attention map, which helps the model focus on the most relevant

regions of the image based on the learned spatial relationships. The combination

of the original features and the contextual information leads to the generation of

more robust feature representations. By allowing these similarity features to interact

and complement each other, the model achieves mutual gains. This means that the

contextual features help improve the quality of the original feature map, and vice

versa, creating a synergistic effect. As a result, the representation capacity of the

network is significantly enhanced, enabling it to better capture complex patterns

and relationships within the input data.

3.3.4 Fusion Channel Attention

In the previous section, while the proposed method successfully enhances feature

maps, it overlooks the dependencies between individual channels, where high-level

semantic information could be more effectively explored. By leveraging the inter-

dependencies between channel maps, the model can emphasise interdependent feature

maps, thereby improving the representation of specific semantic features. However,

existing channel attention methods often fail to consider the positional relationships

between channel maps. To address this, the concept of a fusion structure is extended

to the channel dimension. In this approach, the spatial dimension is partitioned into

blocks, enabling the model to apply distinct attention to different positions within

each block, allowing for more focused attention across various spatial locations.
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Figure 3.3 Design of Channel Attention Module. [Wang et al.]

The channel attention structure is illustrated in Fig. 3.3. In the spatial attention

module, several convolutional layers are employed to reduce the dimensions of the

feature map X for improved efficiency. However, in the channel attention chain,

dimension reduction does not lead to a significant reduction in parameters because

convolutional layers cannot effectively reduce the spatial dimensions. Instead, it

results in the loss of important information within the channel maps, which are the

primary focus of investigation. Therefore, the feature map X is directly inherited

from the original features and used as Q, K, and V , which are then reshaped into

RC×N . The fusion strategy is subsequently applied by first dividing each feature

map into m blocks. In contrast to the spatial attention module, each block here

has a shape of RC× N
m . Every block contains distinct spatial information, leading to

improved attention maps. By employing a similar process of reshaping, transposing,

and performing matrix multiplication, the similarity matrix Si ∈ RC×C is obtained:

Si = Qb,i ∈ RC× N
m ×KT

b,i ∈ R
N
m

×C , i = 1, . . . ,m (3.4)

Where b, i indicates the index of blocks. Si demonstrates the degree of correlation

between each channel in Qb,i and Kb,i. A SoftMax layer is used to obtain the attention

map Ai. Following this, a matrix multiplication is performed between the transpose
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of V and Ai:

V
′

b,i

T ∈ R
N
m

×C × Ai ∈ RC×C = R
N
m

×C (3.5)

Through spatial-wise concatenation and reshaping, the results from each block are

fused into a feature of size RC×H×W , matching the dimensions of the original feature

map X . Finally, the contextual channel information is gathered by performing an

element-wise sum between the feature map X and the concatenated result:

Yj = γRj +Xj (3.6)

Where j represents each channel map in the feature map X , and γ is a learnable

scale parameter that initially starts from a value of 0. This scale parameter is

essential for the model’s adaptability, allowing it to adjust the contribution of

contextual information as training progresses. As the model learns, γ gradually

increases, facilitating a more significant integration of contextual features into the

final representation. Similar to the spatial attention mechanism, where attention is

focused on specific regions of the input feature map, channel attention enhances the

model’s performance by focusing on the most relevant channels. In spatial attention,

the emphasis is placed on specific spatial locations, allowing the model to weigh the

importance of various parts of the image. This is particularly valuable in semantic

segmentation, as it enables the model to prioritise areas with critical features, such

as object edges and important textures, that contribute to accurate segmentation.

In contrast, channel attention focuses on the inter-dependencies between different

channels within the feature map. By adjusting the importance of each channel,

channel attention allows the model to highlight features that are particularly relevant

to the segmentation task while suppressing those that may add noise or ambiguity.

For instance, in distinguishing between overlapping objects in a scene, channel

attention can help the model better capture the unique characteristics of each object

by enhancing the features that define them, regardless of their spatial location.
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Figure 3.4 Two types of attention module arrangements. (a) Sequential connection.
(b) Parallel connection. [Wang et al.]

3.3.5 Attention Module Arrangement

Given an input image, the two attention modules are designed to compute com-

plementary forms of attention, with one focusing on the spatial dimension and the

other concentrating on the channel dimension. These two distinct forms of attention

allow the model to capture both where the relevant features are located within

the image (spatial attention) and what specific channels or feature maps are most

important (channel attention). Intuitively, these modules can be arranged in different

configurations, such as in parallel or sequential order as shown in Fig. 3.4. The

parallel configuration processes the spatial and channel information simultaneously,

while the sequential arrangement processes one form of attention after the other.

Through our experiments, we observed that the parallel arrangement consistently

yields better performance compared to the sequential configuration. This suggests

that when the two attention modules are aligned in parallel, the dependencies between

spatial and channel information are preserved more effectively, allowing the model to

make full use of both forms of attention without disrupting their mutual relationship.

On the other hand, the sequential arrangement introduces additional complexity by
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forcing the model to first process one form of attention, followed by the other. This

may lead to a breakdown in the synergy between spatial and channel dependencies,

making it harder for the model to capture these inter-dependencies in an efficient

manner. We hypothesise that the parallel structure ensures a more balanced fusion

of spatial and channel information, whereas the sequential connection introduces an

unnecessary layer of complexity that does not enhance the overall performance.

Despite the two ways of arrangements, both attention mechanisms are complementary

and can be used in tandem to improve the model’s overall performance in semantic

segmentation. While spatial attention provides a mechanism for the model to

concentrate on significant areas of the input, channel attention allows for a deeper

exploration of the relationships among feature channels. This dual approach enhances

the model’s capacity to understand complex scenes, leading to more precise and

accurate delineation of object boundaries. By leveraging both spatial and channel

attention, the model can achieve a robust feature representation that captures

essential contextual information while maintaining focus on the most critical features

within the input data. This integrated approach ultimately enhances the model’s

performance in semantic segmentation tasks, enabling it to deliver more accurate

and detailed segmentation results.

3.4 Experiments

The proposed method is trained and evaluated on two semantic segmentation datasets,

Cityscapes[7] and PASCAL VOC 2012[9]. The experimental results demonstrate

that our method achieves state-of-the-art performance on Cityscapes.

3.4.1 Dataset and Evaluation Standard

Dataset

Cityscapes The dataset has 5,000 images captured from 50 different cities. Each

image has 2048× 1024 pixels, which have high quality pixel-level labels of 19 semantic

classes. There are 2,975 images in training set, 500 images in validation set and 1,525
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images in test set. For evaluation, we use mIoU (mean of class-wise inter-section

over union) as the metrics.

PASCAL VOC 2012 This dataset contains 1464 of training images, 1449 images

for validation with different scales. It has 21 classes of objects which including a

background and 20 foreground object classes. With data augmentation, the training

images are expanded to 10582.

Evaluation

Mean Intersection over Union (mIoU) The mean of class-wise Intersection over

Union (mIoU) is widely used as the evaluation metric for semantic segmentation

tasks. This metric provides an intuitive and reliable assessment of the model’s

performance by measuring how well it segments different objects or regions in an

image. The performance is measured across all classes, and the final evaluation score

is the mean mIoU, which is the average IoU computed over all classes:

mIOU = 1
C

C∑
i=1

Pi ∩Gi

Pi ∪Gi

(3.7)

Where C is the total number of classes and Pi and Gi are the predictions and ground

truths of class i.

3.4.2 Implementation Details

This approach is implemented with PyTorch. Stochastic gradient descent (SGD)

[77] is used as the optimizer. For the Cityscapes dataset, the initial learning rate is

set to 0.01, and following [78, 65], the polynomial learning rate policy is adopted,

where the initial learning rate is multiplied by 1−
(
iterationcurrent

iterationmax

)power
, with power

set to 0.9. The momentum and weight decay are set to 0.9 and 0.0001, respectively.

The batch size is set to 8, and train for 242 epochs in total. For the PASCAL VOC

2012 dataset, the learning rate is set to 0.001 and follows the same decay policy as

Cityscapes. The batch size is 16 for VOC, and training is conducted for 200 epochs.

For both datasets, a joint objective is employed in the loss function. Specifically, after

the fusion attention module, three feature maps are generated: one from the spatial
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Methods Backbone mIOU %
Non-Local [63] ResNet101 75.1

GCN [61] ResNet101 78.1
PSPNet [60] ResNet101 78.5

DeepLabV3 [70] ResNet101 78.5
ASPP [13] ResNet101 78.9

DeepLabV3+ [79] Xception-71 79.6
CCNet [65] ResNet101 81.3
Non-Local ResNet50 73.3

GCN ResNet50 76.2
PSPNet ResNet50 76.4
ASPP ResNet50 77.1
CCNet ResNet50 78.1

Proposed Method ResNet101 81.9
Table 3.1 Result comparison on the validation set of Cityscapes. [Wang et al.]

attention, one from the channel attention, and the fused feature map. Each feature

map is passed through the bottleneck for semantic segmentation prediction. During

training, the objective is to minimise the difference between the ground truth and

the predictions from the spatial-enhanced features, the channel-enhanced features,

and the fused final features. After training, only the fused final prediction is used for

evaluation. Cross-entropy loss function is used for the three supervised signals.

3.4.3 Results

Results on Cityscapes

The proposed method is first evaluated on the Cityscapes validation set. The results

of the evaluation are presented in Table 3.1. For the feature extraction backbone,

ResNet101 is employed, known for its ability to capture rich hierarchical features.

Additionally, state-of-the-art models with the same ResNet101 backbone, as well as

ResNet50, are selected for comparison to ensure a fair evaluation of the method’s

effectiveness.

Table 3.2 provides the detailed mIoU values for each class in the dataset. As observed,

the segmentation accuracy for categories such as road, building, sidewalk, vegetation,

sky, car, and bus exceeds 85%. This high performance is expected, as these objects
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Category Road Sidewalk Building Wall Fence
mIOU % 98.6 88.6 94.1 74.1 77.9
Category Pole Traffic Light Traffic Sign Vegetation Terrain
mIOU % 70.2 75.6 83.7 93.4 71.9
Category Sky Person Rider Car Truck
mIOU % 95.1 84.9 68.3 95.5 70.0
Category Bus Train Motorcycle Bicycle
mIOU % 86.0 79.3 67.3 81.6
Table 3.2 Detailed mIoU on 19 Categories of Cityscapes. [Wang et al.]

typically exhibit a consistent appearance and occupy large portions of the image.

For instance, roads and buildings have clearly defined edges, making them easier

to detect and segment. Similarly, cars and buses, which are relatively large and

well-defined objects, are consistently well-segmented by the network. For mid-sized

objects like traffic signs, persons, trains, and bicycles, the mIoU values fall within a

respectable range of 75% to 85%. These classes are often more variable in shape and

size compared to larger objects but still maintain a degree of regularity that allows

the network to generalise effectively. For example, pedestrians and bicycles, though

dynamic and sometimes difficult to predict, are often well-localised, contributing

to decent segmentation results. Trains, though sometimes challenging due to their

varying shapes and speeds, are still segmented reasonably well within this range.

However, there are certain classes where the network struggles to achieve high

accuracy. Categories such as wall, fence, pole, train, motorcycle, and terrain show

comparatively lower performance. These classes pose unique challenges due to several

factors:

1. Fence and pole suffer from poor segmentation due to their thin and inconsistent

structures. Since these objects often appear small or are partially occluded in

complex urban scenes, it becomes difficult for the network to distinguish them

accurately.

2. Motorcycle and truck exhibit weaker recognition primarily due to the limited

number of samples for these classes. Since these objects appear far less fre-

quently than cars or buses, the model has fewer opportunities to learn their

unique features, which contributes to lower segmentation accuracy. Further-
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Figure 3.5 Visual comparison of prediction and ground truth. [Wang et al.]

more, large objects like trucks often appear only partially in the input images

when close to the camera, making it challenging for the model to predict their

full structure. This incomplete visibility compromises accurate segmentation,

as the model lacks the necessary context to identify the whole object.

3. Train and terrain also present difficulties. Trains can be challenging due to

their varying appearances and motion in the scene, while terrain, which may

encompass different types of surfaces (e.g., grass, dirt), often blends with

surrounding objects, making it harder to segment distinctly.

To show the overall performance, the visual comparison between the predicted

semantic segmentation and the ground truths is demonstrated in Fig. 3.5. As can

be seen, though there are some flaws in predicting the labels in vegetation and

overlapping motorcycles, the proposed method perfectly segments the three scenes

with the vital objects for autonomous vehicles such as roads, sidewalks, vehicles and
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Backbone Attention Module mIOU%
ResNet101 Pyramid Fusion Spatial 76.2
ResNet101 Fusion Channel 81.4
ResNet101 Spatial and Channel Fusion 81.9

Table 3.3 Individual Attention Module Efficiency. [Wang et al.]

pedestrians. Note that as the ground truth in the bottom of the image (the hood of

the ego vehicle), the predicted semantic segmentation contains blur information.

Ablation Studies

To demonstrate the efficiency of the proposed attention modules and their components,

experiments are conducted on the model with various configurations using the

Cityscapes dataset, which more effectively reveals the segmentation capability in

driving scenarios. The performance of each attention module is evaluated on the

Cityscapes validation set using a ResNet101 backbone.

Pyramid pooling layer sizes of 16, 24, 32, 48 are applied to divide the high-level

feature map into four different scales. This multi-scale approach enables the net-

work to capture information at varying resolutions, making it more efficient and

computational-friendly in segmenting objects of different sizes, especially in com-

plex driving scenarios. The results of these experiments are presented in Table

3.3. When using only the spatial attention module, the network achieves a mean

Intersection over Union (mIoU) of 76.2%. This demonstrates the module’s ability

to enhance segmentation by focusing on spatial structures. However, the channel

attention module delivers stronger performance, achieving an mIoU of 81.4%, a 5.2%

improvement, which indicates that capturing inter-channel relationships adds more

value in terms of feature representation. When the spatial and channel attention

modules are combined, the network achieves its best result with an mIoU of 81.9%.

This combined approach yields a 5.7% improvement over the spatial module alone,

showcasing the complementary nature of the two modules. By integrating both spa-

tial and channel-wise attention, the network benefits from enhanced spatial context

and enriched semantic information, leading to more accurate segmentation results.
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Methods mIOU%
HyperSeg [80] 80.6

DeepLab-CRF [81] 77.6
DeepLabv3 [70] 76.5

Proposed Method 81.6
Table 3.4 Results on PASCAL VOC 2012 Validation Set. [Wang et al.]

The visualised results are provided in Fig. 3.5, illustrating the effectiveness of the

combined attention mechanism.

Results on PASCAL VOC 2012

In this section, further experiments are conducted on the PASCAL VOC 2012 dataset

to demonstrate the generalisation capability of the proposed method. The results,

presented in Table 3.4, show a strong performance compared to other state-of-the-art

methods. The same backbone, ResNet101, is employed and trained on the trainaug

set of VOC 2012. The proposed method achieves a mean Intersection over Union

(mIoU) of 81.6%, surpassing well-known models like HyperSeg, DeepLab-CRF, and

DeepLabv3. Specifically, the mIoU score of 81.6% shows a 1.0% improvement over

HyperSeg (80.6%), which is known for its efficiency in semantic segmentation tasks.

Compared to DeepLab-CRF, which scores 77.6%, the proposed method outperforms

it by a margin of 4.0%. Additionally, DeepLabv3, another prominent segmentation

model, achieves a lower score of 76.5%, with the proposed method demonstrating a

significant 5.1% improvement.

This performance boost highlights the robustness and generalisation capability of the

proposed attention mechanism across different datasets. By effectively capturing both

spatial and channel-wise dependencies, the method consistently enhances feature

representations, allowing for more accurate segmentation across a wider range of

object classes in PASCAL VOC 2012. The competitive results further demonstrate

the method’s capability to generalise beyond the Cityscapes dataset, making it a

strong candidate for various semantic segmentation tasks.
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3.5 Summary

In this chapter, a novel Fusion Attention Network is proposed for semantic segmen-

tation in autonomous driving scenarios, leveraging a self-attention mechanism. The

primary goal of this network is to enhance the understanding of global contextual

dependencies, which is critical for accurately segmenting complex scenes in real-time

driving environments. To achieve this, the network incorporates two key modules: a

pyramid fusion spatial attention module and a fusion channel-wise attention mod-

ule. The pyramid fusion spatial attention module effectively reduces the number

of parameters required for generating attention maps by dividing the feature maps

into multiple scales, allowing the model to capture both fine-grained and large-scale

features more efficiently. Simultaneously, the fusion channel-wise attention module

ensures that relationships between different feature channels are fully exploited,

enriching the network’s ability to discern different semantic elements within the

image. By employing both spatial and channel attention mechanisms, the proposed

network can take full advantage of the information contained in each element of

the image, ensuring that no relevant details are overlooked, whether they pertain

to small objects or large structures. This dual approach to attention processing

enhances the feature extraction capabilities of the network, making it well-suited for

handling the diverse and dynamic nature of driving environments.

Extensive experiments are conducted on two widely recognised benchmark datasets,

Cityscapes and PASCAL VOC 2012, to validate the performance of the Fusion

Attention Network. The results demonstrate that the proposed model consistently

outperforms existing methods, achieving superior segmentation accuracy across a

wide range of object classes. This outstanding performance indicates the potential of

the Fusion Attention Network to be deployed as an efficient and reliable on-board

perception module in future autonomous driving systems. Its ability to segment

scenes accurately and in real-time makes it a promising solution for enhancing

the safety and effectiveness of autonomous vehicles, especially in complex urban

environments where precise object detection and scene understanding are paramount.
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Chapter 4

Monocular 3D Object Detection

This chapter solves the 3d object detection problem using only single

camera input by introducing additional adaptive depth supervision signals,

which also avoids bringing computational burdens.

Associated Publications This chapter is based on the following published work:

Wang C, Aouf N. Depth-Enhanced Deep Learning Approach For Monocular Camera

Based 3D Object Detection[J]. Journal of Intelligent & Robotic Systems, 2024, 110(3):

101.
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Automatic 3D object detection using monocular cameras presents significant chal-

lenges in the context of autonomous driving. Precise labeling of 3D object scales

requires accurate spatial information, which is difficult to obtain from a single image

due to the inherent lack of depth information in monocular images, compared to

LiDAR data. In this chapter, a novel approach is proposed to address this issue by

enhancing deep neural networks with depth information for monocular 3D object

detection. The proposed method comprises three key components: 1)Feature En-

hancement Pyramid Module: The conventional Feature Pyramid Networks (FPN)

is further explored by introducing a feature enhancement pyramid network. This

module fuses feature maps from the original pyramid and captures contextual corre-

lations across multiple scales. To increase the connectivity between low-level and

high-level features, additional pathways are incorporated. 2)Auxiliary Dense Depth

Estimator: An auxiliary dense depth estimator is introduced that generates dense

depth maps to enhance the spatial perception capabilities of the deep network model

without adding computational burden. 3)Augmented centre Depth Regression: To

aid centre depth estimation, additional bounding box vertex depth regression based

on geometry is employed. The experimental results demonstrate the superiority of

the proposed technique over existing competitive methods reported in the literature.

The approach (PAC3DNet) showcases remarkable performance improvements in

monocular 3D object detection, making it a promising solution for autonomous

driving applications.

4.1 Overview

Autonomous driving is an evolving research topic, with object detection being a key

technology alongside planning and guidance systems [82–85]. Existing works in 2D

object detection such as [86, 42, 87–89] have made significant progress in recent years.

However, 3D attributes as location, size, orientation are required for more precise

and safety-guaranteed applications like autonomous driving. Therefore research on

deep learning based 3D object detection has gained popularity. Classically, existing

3D object detection approaches are based on LiDAR sensor data or RGB images.
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State-of-the-art methods [90–92] rely on the accurate depth information provided by

LiDAR point clouds. While achieving descent performance, their implementations

are expensive and computational demanding. In order to propose attractive solutions

which are characterized by low hardware-costing, low-computational and flexible

deployment implementation, monocular 3D object detection methods [15, 93] are

explored with impressive progress in prediction accuracy relying on consistency

between 2D detection and 3D detection priors. However, the performance is still far

from satisfaction due to the natural drawback of image data compared to LiDAR

data although the latter lacks of spatial information. [94] uses an independent depth

estimator to reconstruct 3D point cloud as an enhanced input representation. The

data from 2D detection deep neural network and depth generator are fused and then

sent to the 3D detector, which makes the framework miscellaneous. Nevertheless,

regressing depth from monocular images is a challenging computer vision problem.

Errors in depth estimation heavily affect the detection precision of methods that

depend on accurate depth, therefore it becomes the major reason for the performance

gaps between pseudo-LiDAR and LiDAR-based detectors.

Besides focusing on the detector framework, recent research shows interest in feature

extraction for better performance. Among these works, FPN [95] is an effective

framework that is adopted by many solutions as their feature extractor for object

detection. In Convolutional Neural Networks (CNNs), the network depths correspond

to different levels of semantic features. The small network has high resolution and

learns more detailed features, while the deep network has low resolution and learns

more semantic features. FPN proposes a feature fusion method using different

resolutions. The feature maps of high resolution, and the up-sampled low-resolution

features are element-wise added, so that the features of different levels are enhanced.

Since this method only performs cross-layer connection and element-wise summation

on the basis of the network, the increase of calculation is minor, while with an

excellent performance improvement. Furthermore, PANet [96] finds the long path

from low-level structure to topmost features, increases the difficulty to access accurate

localization information. [97] further explores the inner connection among the feature

pyramids and proposes to gather these information and fuse them into one feature.
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In this chapter, a 3D object detector is proposed utilising enhanced depth information

to locate the object positions. VoVNet−v2 [33] is adopted as the backbone connected

to a feature pyramid structure. The estimation of an object’s 3D location is classically

decoupled to the 2D centre with an offset to the projected 3D center, and its depth

[98]. Rather than estimating single depth for each object, an additional branch is

used to regress vertex depths assisting the centre depth formatting. Considering

the uncertainties of vertices depth estimation and direct regression, the final esti-

mation is formulated as a confidence-weighted average estimation problem. The

proposed combination allows the model to flexibly choose more suitable estimators

for robust and accurate predictions. Although the vertex depth estimator provides

improvement to object locating, it does not change the ill-posed nature of point

depth prediction, which is lacking contextual information from surrounding pixels

in the regression mechanism. To this end, the auxiliary dense depth estimator is

introduced to update the parameters in the feature extractor (the VoVNet backbone

and the feature enhancement pyramid module) which effectively assists point depth

prediction. During inference time, ADDE is not in use and removed to avoid increas-

ing computational burden. To further boost the detection accuracy from the source

feature, an efficient feature enhancement pyramid module is designed to capture the

intact global contextual information from all feature levels.

The proposed model is trained and evaluated on the popular dataset nuScenes

[54]. As this dataset only provides centre depth ground truth and to generate the

additional ground truth data it needs for the validation of the method, the existing

label attributes and the geometry constraints among them are investigated. The

dense ground truth depths are created by LiDAR point cloud projections.

This chapter makes several key contributions, which can be summarized as follows:

1. A novel auxiliary dense depth estimator is introduced to enhance the model’s

perception of depth information. This auxiliary module effectively improves depth

estimation capabilities without adding excessive computational burden, making the

overall model lightweight and efficient.

72



4.2 Related Works

2. To achieve more accurate depth estimation, an augmented centre depth module

is designed. This module dynamically combines the outputs from the fundamental

centre depth predictor and the vertex depth estimator, resulting in more robust and

precise depth predictions.

3. The proposed feature enhancement pyramid module significantly enhances the con-

textual representation of the model. The module effectively fuses feature maps from

the original pyramid, capturing contextual correlations across multiple scales. Addi-

tionally, it facilitates seamless integration into other detectors, leading to improved

performance for various object detection tasks.

Overall, extensive evaluations on the widely-used benchmark dataset, nuScenes,

demonstrate the effectiveness of the proposed algorithm when compared to state-of-

the-art methods.

4.2 Related Works

4.2.1 Monocular 3D Object Detection

In recent years, many researchers develop 3D object detection based on camera feeds

for the convenience of low-cost deployment compared to LiDAR based methods.

Most of the previous approaches adopt additional networks in their architectures or

auxiliary labelling data, such as keypoints, CAD models, instance segmentation or

even the use of stereo cameras feed. Monocular 3D detection is more challenging due

to the natural limitation of acquiring reliable 3D information based on a single image.

To tackle this problem, RTM3D [93] predicts the keypoints of the 3D bounding box

and additional properties while realizing real-time performance. [99] uses geometrical

heuristics based on the assumption that the objects are always on the ground plane.

Prior 3D shapes of vehicles are also leveraged to reconstruct the bounding box for

autonomous driving. One of the pioneers, Deep MANTA [100], reconstructs 3D

object information utilizing 2D keypoints and template similarities from 3D CAD

models. [101] accomplishes 3D reconstruction of vehicles on uneven roads based

on monocular camera. The core of this framework is to estimate the 3D shape
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and 6DOF pose from the monocular image. 3D-RCNN [102] based on R-CNN

can predict the shape, attitude and size attributes of the vehicles, and render the

scene at the same time. The obtained mask performs "render-and-compare" loss

calculation with the ground truth depth map. MonoGRNet [103] regresses the 3D

centre points, the rough instance depths and the approximate 3D positions. This

work highlights the difference between the 2D bbox centre and the projected 3D

bbox centre to the 2D image. The projected 3D centre point can be considered as an

additional keypoint. Inspired by “2D proposal generation" methods, Mono3D [104]

filters low-confidence bounding box proposals based on predefined priors (e.g. shape,

height, location) to reduce the searching space. [105], on the other hand, uses an

additional network to estimate the confidence map to filter meaningless proposals.

However, these frameworks inevitably face a huge computational burden despite the

reduced proposals they adopt. To this end, single-stage methods propose to directly

predict classes and regress other components of the 3D boxes from each feature

position, in a similar way of semantic segmentation. Groomed-NMS [106] proposes a

detector that generates both 2D anchors and 3D anchors for the given images. The

anchor generation is highly related to its class label. CenterNet [107] in particular,

utilizes key-point estimation to find the centre point and several regression heads

are used to estimate the other attributes of the object, including depth, size, and

orientation. Monopair [108] gets inspiration from CenterNet, and improves the final

detection results via the spatial relationship between pairs of cars. Compared to

CenterNet, the 3D bbox is directly predicted, and the constraint points between

virtual pairs of matching cars are also predicted. In order to complete the spatial

information, [109] proposes to use input from stereo camera and fuse the feature

for proposal generation. The stereo image feeds allow the network to better learns

the depth hints. [110] uses a multi-modal framework to fuse the depth feature from

a single depth estimator and the RGB feature to capture the spatial cues. [111]

utilizes the discrete depth and orientation representation to predict the 3D bounding

boxes. An additional segmentation heatmap sub-network is applied for centre point

regression, reducing the detection offset significantly. [112] further extends the idea

with a fusion strategy by embedding dynamic weights and affinity to combine depth
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features and RGB features in multiple network layers. Clearly, these methods could

improve the accuracy of the detection, but they are computationally demanding with

extra networks and labelled data.

4.2.2 Feature Pyramid

Exploration of using features from different deep neural network layers for computer

vision tasks has been made through the years. LRR [113] fuses feature maps to get

more details for semantic segmentation. Fully Connected Network (FCN) [59], U-Net

[14] aggregate information from lower layers through simple skip-connections. TDM

[114] constructs a top-down path with lateral connections and takes the highest

resolution fused feature map for object detection. SSD [115], DSSD [116], MS-CNN

[117] choose to infer from several feature levels. FPN [95] combines their advantages

and becomes a widely used feature extractor for many object detectors. Optimizations

have also been made based on the FPN framework. PANet [96] creates a bottom-up

path augmentation based on FPN. It aims to shorten the information path and uses

the precise positioning information stored in the low-level feature to improve the

feature pyramid architecture. ThunderNet [118] up-samples and broadcasts low-level

features and fuses them into one detection head. AugFPN [119] proposes consistency

supervision to narrow the semantic gaps between features at different levels. For

features of various sizes, it introduces adaptive spatial fusion. Same as ThunderNet,

the detection head only contains a final feature fusion.

4.2.3 Contextual Dependency

Various studies have illustrated the impact of the contextual information on deep

learning based computer vision problems including semantic segmentation [72, 73] as

well as object detection [97]. Squeeze-and-Excitation Networks [71] uses spatial-wise

average pooling, and two fully-connect layers to model the channel-wise relationships

by attention mechanism, reinforcing the representational capability of the model. The

self-attention method Non-local module [63] is followed by OCNet [74] and DANet

[75], to calculate the contextual information. EPSANet [76] harvests attention map

75



4.3 Methodology

Figure 4.1 Overview of the framework. The features are first extracted from input by
the backbone and processed by the feature enhancement pyramid module, which can
be seen as a redesigned FPN. This FEPM utilize the asymmetric fusion module to
strengthen the representation of feature pyramids. The multi-head detector shares
parameters from the backbone and FEPM to regress the bounding boxes. [Wang et
al.]

from different sized features pyramid. FAN [120] uses fusion attention which contains

channel-wise and spatial-wise aggregation. A pyramid pooling technique is also

proposed for computation reduction while the performance is guaranteed. CCNet

[65] markedly reduces the parameters and the complexity of the non-local module

through the computation of the partial dependencies. By repeating the attention

module, it achieves a promising performance.

4.3 Methodology

4.3.1 Framework Overview

Fig. 4.1 illustrates the proposed model, which mainly consists of four sections: the

backbone, the Feature Enhancement Pyramid Module (FEPM), the auxiliary dense

depth estimation, and the 3D detection heads. VoVNet−v2 [33] is exploited as the

backbone network, and take the features from the last four layers as the original

feature pyramid. The FEPM module is designed to generate contextual enhanced
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Figure 4.2 Overview of the feature enhancement pyramid module. [Wang et al.]

features from different scales, while several convolution and combination operations

are applied to reverse the fusion feature back into pyramids. Then, with the feature

pyramid, the auxiliary dense depth estimator (ADDE) will be trained to regress the

dense depth maps, updating all the parameters in backbone and FEPM. Finally,

the depth estimator is removed and replaced with 3D object detectors to train the

multi-task branches including augmented centre depth estimation (ACDE) with

vertex depth estimation inside.

4.3.2 Feature Enhancement Pyramid Module

FPN is widely used in 3D object detection tasks. It uses feature maps of different

resolutions, generated by intermediate layers, to build a feature pyramid. In order

to make up for both high-level and low-level features, FPN integrates the multi-

scale context information, fusing features at different levels by skip-connections and

element-wise summation. Although FPN achieves great improvement, there is still

space to make it more effective. To that end, by implementing the asymmetric fusion

module, the FEPM framework further enhances the network with the identifying

capability of large instances in higher level features and the contextual dependencies

of all levels. First of all, unlike FPN, the feature hierarchy is rebuilt by only applying

lateral connections to feature maps from the last 4 layers of the backbone network,

denoted as Mi ∈ Hi ×Wi × Ci, i = 1, 2, 3, 4 as shown in Fig. 4.2. Each lateral

connection consists of a 1× 1 convolution layer, and reduces the channel number of

all feature levels to C, resulting in Mi ∈ Hi ×Wi × C, i = 1, 2, 3, 4. Note that this
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operation does not include skip-connections between backbone features and pyramid

features. To make the most of the feature pyramid, M4 is further down-sampled to

get M5. Here, the asymmetric fusion block is introduced. The proposed asymmetric

fusion module as part of the FPN, gathers information from the feature pyramid and

generates an enhanced feature map. Then enhanced feature map is recovered back

to the pyramid through lateral feature aggregation for detection heads. As shown in

Fig. 4.3 and Fig. 4.4, all the feature maps from Mi ∈ Hi ×Wi × C are reshaped into

Vi ∈ Ni × C, where Ni = Hi ×Wi, i = 1, 2, ..., 5. In self-attention mechanism, Key,

Query and Value vectors are used to model the correlation of the features. V4, V5 are

concatenated, resulting in size (N4 +N5)× C and take the concatenated features

as Value and Key vectors. Similarly, V3 is taken as query vector. Then a matrix

multiplication is operated between the Query and transposed Key to obtain:

S = Query ×KeyT (4.1)

with Query = V3, ∈ (N3 × C) and KeyT = (cat(V4, V5))T , ∈ (C × (N4 +N5)) and

S is the similarity matrix, demonstrating the degrees of correlation between each

position in query and key. Note that the size of S ∈ N3 × (N4 +N5). After that, a

SoftMax layer is applied on S to calculate the attention map A ∈ N3 × (N4 +N5).

Then, a matrix multiplication is performed between the matrix A and the value

vector generated above to obtain:

M
′ = A× V alue (4.2)

where Value equals to Key and M ′ has the size of N3 × C, same as M3. Finally, the

output Y1 of fusion block 1 containing rich contextual information is obtained by an

element-wise sum operation between feature map M3 and the calculated M
′ :

Y1(H,W ) = γM
′

H,W +M3(H,W ) (4.3)

Where H,W specify each position in Y1,M
′
,M3. M3 is the original feature map

before reshaping and γ is a learning scale parameter. It is initialized as 0 and
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Figure 4.3 Asymmetric Fusion Module. [Wang et al.]

Figure 4.4 The Fusion block 1 and 2. [Wang et al.]

Figure 4.5 The Lateral Feature Aggregation, i = 1, 2, 3, 4. [Wang et al.]
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gradually learns to increase with more weight [121]. By adding the original feature

to contextual information, the representation capacity of the network is enhanced.

Using Equation (4.1) and Equation (4.2), the same operations implemented on

V1 and V2 to obtain the enhanced feature Y2 with the difference that Query = V1,

Key = V2 and V alue = V2. Y2 is the output of fusion block 2 using (3). Y1 and Y2

are then used to calculate fusion block 3 output E1 ∈ H1 ×W1 × C, which is the final

enhanced feature map. Note that he order of value, key and query assignments to

intermediate layers are fixed to get the E1 the same size as M1. In the last step of the

FEPM module, lateral feature aggregation, as shown in Fig. 4.5, is performed. The

aggregation first takes the enhanced feature map E1 and a coarser map M2 through

lateral connection and generates the new feature map E2. Specifically, E1 first goes

through a 3× 3 convolutional layers with stride 2 to reduce the spatial size. Then

each element of the original feature map M2 and the down-sampled enhanced map

are added through lateral connection. The fused feature map E2 is then manipulated

by another 3× 3 convolutional layer to generate E3 for the following sub-blocks.

This is an iterative process and terminates after obtaining the enhanced feature map

E5. All convolutional layers are followed by a ReLU [122]. Through lateral feature

aggregations, the enhanced feature maps are obtained as a new enhanced feature

map pyramid E1, E2, E3, E4, E5 that is ready to use by the detection heads.

Compared to only using skip-connections to combine the information from different

scales in traditional Feature Pyramid Network, the method gathers the information

by applying the asymmetric attention mechanism. The correlation of two high-level

feature maps and another correlation for three low-level feature maps are calculated,

and then a global feature map is obtained with enhanced the contextual information

by execute the same operation on the two outcomes from before.

4.3.3 Auxiliary Dense Depth Estimation (ADDE)

One of the draw-back of monocular 3D object detection is the inaccurate depth

estimation. As the dataset to be worked on, NuSenes, does not consider monocular

depth prediction task, the LiDAR point cloud is projected to six camera view-
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angles to generate depth ground truth. In the proposed Auxiliary Dense Depth

Estimating (ADDE) module, per-pixel depth predictions are implemented on all

levels of feature maps obtained in Feature Enhancement Pyramid Module. Fig.

4.1 details the architecture of the proposed ADDE. Each feature level is connected

to a convolutional layer, followed by two transposed convolutional layers. Extra

ReLU and batch normalization layers are used for fast converging. Then, the ADDE

network is updated by minimizing the inverse smooth L1 norm loss function below:

ℓ(d, p) =
w∗h∑
n=1

ln (4.4)

with

ln =


0.5(dn − pn)2/beta if |dn − pn| < beta

|dn − pn| − 0.5 ∗ beta otherwise
(4.5)

where d is the ground truth depth and p represents the inverse predicted depth

values in each position of (width, height). Instead of directly predicting the depth,

the log of depth is regressed, which is p = edpredict . As it can be seen in Fig. 4.1,

the ADDE and the augmented centre depth estimator (Center Depth and Vertex

Depth) share the same backbone and feature pyramid network. During training,

the depth predicting capability of the auxiliary dense depth estimator allows the

model to better regress the augmented centre depth, while also benefits other targets

learning in the framework solution proposed with effective transfer in a multi-task

learning scheme. Note that the augmented centre depth prediction does not directly

rely on the output of the ADDE. During inference time this prediction is realized as

a regression branch on its own, as shown in Fig. 4.1. Doing this will significantly

reduce computation.

4.3.4 Augmented centre Depth Estimation (ACDE)

Single centre depth estimation for object detection is unstable and inaccurate. It

is even harder for the centre depth regression branch to converge in a multi-task
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Figure 4.6 Four top vertices (green dots) and the centre (yellow dot) of a bounding
box. [Wang et al.]

regression structure, as the modality of depth prediction is far distinct from other

branch tasks such as classification and dimension estimation. Based on this, a better

position reasoning approach is explored for the depth regression branch and further

take advantage of the Auxiliary Dense Depth Estimator (ADDE). The proposed

ACDE module in the section includes two regression branches, centre depth and

vertex depth. Extra depth is regressed from vertices and utilise the geometry of the

3D detection bounding box to finalize the augmented centre depth prediction. Based

on geometry constraints showed in Fig. 4.6, the centre depth equals to the average

value of vertex depths:

dv = (dv1 + dv2 + dv3 + dv4)/4 (4.6)

Assuming that the ground is flat, the four column frames of a bounding box are

always perpendicular to the ground plane, which means the four vertices on the

top have the same depth as their corresponding vertices on the bottom. In order

to lighten the computation of this vertex depth regression branch, only the top

four corner vertex depths are regressed. This branch also benefits from the network
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parameters trained by the ADDE. To make sure the parameters in this branch

and ADDE are updated in the same way, keeping the consistency between different

depth estimators, the same loss function as ℓ(d, p) is applied with an additionally

introduced confidence factor δ, resulting in Ldepth as follows:

Ldepth =
∑4
i=1 ℓ(d, p)i

δ
+ log(δ) (4.7)

with

ℓ(d, p) =
w∗h∑
n=1

0.5(dn − pn)2/beta (4.8)

if |dn − pn| < beta. otherwise:

ℓ(d, p) =
w∗h∑
n=1
|dn − pn| − 0.5 ∗ beta (4.9)

where ℓ(d, p)i indicates the loss of four vertex depth. When calculating the centre

depth, there is only ln with δ in Equation (4.7). And pn = edpredictn , which is the error

between the ground truth and the log of predicted depth. δ models the uncertainty of

centre and vertex depth regression tasks. To minimise this loss, the network needs to

have high uncertainty value which demonstrates its confidence of the prediction. The

term log(δ) can avoid trivial solutions and encourage the model to be optimistic about

accurate predictions. Same for the vertex depth estimation, confidence prediction

is added to the centre depth branch as following: the average vertex depth value

dv and the centre depth value are combined according to their confidence ratio as

shown in Equation (4.10). The confidence combination can assign more weights to

the outputs of the more confident estimator; therefore being robust to potentially

inaccurate predictions.

d = δc ∗ dc + δv ∗ dv
δc + δv

(4.10)

Similar to the dense depth learning, vertex depth ground truth is also unavailable

from the dataset. This information is acquired based on the centre depth and other
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Figure 4.7 The angle (yaw) between the perceived object and world coordinates,
which is deified by the ego camera. [Wang et al.]

existing annotations. In Fig. 4.7, yaw is the angle between the world coordinate and

the ego coordinate. θ and α are the angles of the diagonal and world coordinate. The

centre of the bounding box (noted as bb in the following) is at the origin, and the

position of vertex a can be located on the four quadrants. The location situations of

vertex a are further simplified into two types: 1. the first and third quadrants; 2.

the second and fourth quadrants. The diagonal and β can be calculated by:

diag =
√

(lengthbb)2 + (widthbb)2 (4.11)

β = arctan(widthbb/lengthbb) (4.12)

Then the depth of the four bounding box vertices is calculated as following:
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If β < yaw < π ∗ 0.5 or − π − β < yaw < − 0.5 ∗ π



dv1 = dcenter + cos(β − yaw) ∗ diag

dv2 = dcenter − cos(β − yaw) ∗ diag

dv3 = dcenter + cos(β + yaw) ∗ diag

dv4 = dcenter − cos(β + yaw) ∗ diag

(4.13)

otherwise,



dv1 = dcenter + sin(β − yaw) ∗ diag

dv2 = dcenter − sin(β − yaw) ∗ diag

dv3 = dcenter + cos(β + yaw) ∗ diag

dv4 = dcenter − cos(β + yaw) ∗ diag

(4.14)

where dcenter denotes the bounding box centre depth ground truth.

4.3.5 Multi-Head Detectors

After the feature enhancement pyramid module, as shown in Fig. 4.1, five detection

heads (blue heads) are respectively connected to the five pyramid feature maps

(E1, E2, E3, E4, E5), which were aggregated from the FEPM. Each head consists of

two sets of four convolutional layers, with kernel size 3 ∗ 3, stride 1 and padding 1.

The first set of four convolutional layers in one head is for classification tasks (blue

squares) and the other set is for the rest (green and grey squares) as regression tasks.

Finally, the features processed and output by the detection heads (F1, F2, F3, F4, F5)

will be passed to a convolutional layer with different output dimensions for multiple

purposes. The detection heads and the task layers together are called multi-head

detectors. The output of each tasks is in the form of a heatmap, and the width

and height are the same as the corresponding input level feature maps. The offset

regression branch predicts the offset between the 2D centre and the projected 3D

centre on the image plane. With the regressed centre depth and offsets, the 3D

centre point [X, Y, Z] can be retrieved based on the camera intrinsics. The dimension
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regression branch predicts the size of the object. The rotation regression branch

predicts the yaw angle, and the outputs from the direction regression branch help

to solve the controversial angle situations (when this object in opposite directions).

The speed regression branch and the attribute regression branch predict velocity

and additional attributes of the detected objects in order to obtain the overall score

required for the nuScenes dataset. Following [87], the centerness regression branch

is adopted as a filter to retrieve and display only the high-quality 3D detection

bounding box predictions.

While training the auxiliary dense depth estimator neither regression branch nor

classification branch is attached to the detection heads, as the intermediate step

of the whole training. Instead, as shown in Fig. 4.1, two transposed convolutional

layers are introduced to predict dense depth information. It has been found more

efficient to have extra ReLU and batch normalization layers between convolutional

layers and transposed convolutional layers for the dense depth training.

4.3.6 Adopted Training Loss Functions

To train the full 3D detection model proposed in Fig. 4.1, three different loss functions

are used. First, cross-entropy loss is used for direction, attribute and centerness

predictions:

Lce = Ldirec + Lattri + Lcentr (4.15)

For the rest of the regression branches, smooth L1 norm loss is applied as specified

in Equation (4.4) and Equation (4.5) but without inverse the prediction values. The

loss of the offset, dimension, rotation and speed branches, together are denoted

as Lsml1. Note that the augmented centre depth branch uses a modified L1 norm

loss with confidence assignment as shown in Equation (4.7), Equation (4.8), and

Equation (4.9). The loss of centre depth and vertex depth branches is denoted as

Ldepth = ℓ(d, p) + Ldepth, where the two terms are defined in Equation (4.4) and

Equation (4.7) respectively. A simple focal loss is used for the classification branches,
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denoted as Lfocal. To sum up, the total loss is defined as:

Ltotal = Lce + Lsml1 + Lfocal + Ldepth (4.16)

4.4 Experiments

4.4.1 Dataset and Evaluation Standard

Dataset

nuScenes3D The nuScenes 3D detection benchmark dataset [54] is adopted in the

experiments and it consists of 1000 multi-modal videos with 6 cameras on the top

of a car, covering the full 360-degree field of view from the ego car. the dataset

is split into 700 videos for training, 150 for validation, and 150 for testing. The

3D detection models are evaluated by regressing 3D bounding boxes of 10 object

classes, from multiple types of vehicles to pedestrians, over an amount of frames

from videos. NuScenes is becoming one of the definitive benchmarks for 3D object

detection because of its variety and quantity of scenarios and labels.

Evaluation

nuScenes Detection Score The detection performance is evaluated by the official

metrics adopted in nuScenes and are distance-based mAP (Average Precision metric)

and comprehensively defined NDS (NuScenes Detection Score), which is a more

intuitive overall score to assess the 3D detection model performance on nuScenes

dataset. The mAP defines the match between the ground truth and the predicted

bounding boxes that have the smallest 2d center-distance under a certain threshold,

where NDS is computed by the weighted sum of the mean average precision(mAP),

average translation error(mATE), average scale error(mASE), average orientation

error(mAOE), average velocity error(mAVE) and average attribute error(mAAE).

To calculate NDS, the true positive error needs to be transformed to true positive
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scores(TP), and normalize the weighted score sum as:

NDS = 1
10[5 ∗mAP +

∑
max(1− TPerror, 0)] (4.17)

The model is tested on the validation dataset, and report NDS and mAP, along with

all the five true-positive metrics that are critical to 3D detection.

4.4.2 Implementation Details

VoVNet−v2 [33] is adopted as the backbone network, with input size of 1600× 900.

Each feature level map from the FEPM connects to a detection head, attached

to four H ×W × 256 convolutional layers, a BatchNorm layer [123], and a ReLU

layer, plus another H ×W × num convolutional layer for different classification and

regression tasks, where num is the output size. The whole model is trained using

stochastic gradient descent (SGD) [124] optimizer with an initial learning rate of

2e−3 and weight decay as 1e−4, warm-up iterations at 500 and warm-up ratio of 0.33.

The multi-task learning weight is set to 1. The model is trained for 12 epochs with

a batch size of 16 on a single Nvidia A100 GPU, and finetune the loss weights of

depth-related regression branches for another 12 epochs. The random horizontal flip

is adopted as the only data augmentation used here.

4.4.3 Results

In the result section, the quantitative and qualitative results are presented. A detailed

ablation study is given as it is shown to prove the efficiency of the different modules

introduced in the work.

Quantitative and Qualitative Analysis

The training progress is shown in Fig. 4.8 and Fig. 4.9. As expected it is harder for

depth regression to converge than other tasks which proves again that the problem

tackled in this research is tough since a multi-task training is conducted. The plunge

in loss responds to the drop of learning rate during training. Then the performance

of the proposed method on nuSecnes validation set is showed. Comparisons are
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Figure 4.8 Training progress. As a multi-task learning approach, the losses of multiple
tasks are displayed. Note that one step means training on a batch size. [Wang et al.]

Figure 4.9 Training progress of centre depth estimator and vertex depth estimator.
[Wang et al.]

89



4.4 Experiments

Methods Modality mAP mATE mAVE mAAE mASE mAOE NDS
CenterNet[98] camera 0.306 0.716 1.426 0.658 0.264 0.609 0.328
MonoDIS[15] camera 0.304 0.738 1.553 0.134 0.263 0.546 0.384
FCOS3D[125] camera 0.343 0.725 1.292 0.153 0.263 0.422 0.415

PGD[126] camera 0.369 0.683 1.268 0.185 0.260 0.439 0.428
AIML-ADL camera 0.352 0.696 1.592 0.122 0.696 0.392 0.429

DD3Dv2[127] camera 0.431 0.570 - - 0.250 0.380 0.480
PointPillars[90] LiDAR 0.305 0.520 0.316 0.368 0.290 0.500 0.450
CVFNet[128] LiDAR 0.548 0.291 0.349 0.139 0.248 0.389 0.633
PAC3DNet camera 0.434 0.581 1.246 0.053 0.238 0.614 0.461

Table 4.1 Results on nuScenes dataset in order of NDS scores. The proposed method
Deep Assisted 3D Object Detection (PAC3DNet) outperforms existing camera based
methods. The comparisons with LiDAR methods are also demonstrated, which has
nature advantages in position related tasks. Although they have higher overall NDS
scores, PAC3DNet still has competitive performance in mAAE, mASE and mAP.
[Wang et al.]

displayed of the results with other state-of-the-art monocular 3D detectors, as shown

in Table 4.1. It can be observed that the approach achieves better performance

than other camera-based methods in terms of the mAP which is the most important

locating metric in the benchmark. Furthermore, it is worth noting that the approach

outperforms other non-extra-depth-assisted methods by large margins. For instance,

compared to FCOS3D, CenterNet, MonoDIS, PAC3DNet exceeded their mAP by

9.1%, 12.8% and 13.0%, respectively. Thanks to the depth reasoning modules ADDE

and ACDE, it is worth note that the method achieves much better mAVE than the

three methods mentioned above. Despite the absence of continuous multi-frame data

as input, the depth information strongly helps the prediction of the speed. Compared

to LiDAR based methods, PAC3DNet surpasses PointPillars at mAP by 12.9%.

However, as expected, LiDAR based methods naturally got better NDS than most

camera based approaches and better in mAVE category, due to the accurate point

cloud information. To recover the missing distance information in monocular images,

some depth-assisted methods like ours achieve better results than regular methods.

Compared to PGD, AIML-ADL, DD3Dv2, PAC3DNet still has 6.5%, 8.2% and 0.3%

of improvement in mAP, and 22%, 35% in mAVE compared to PGD and AMIL-ADL.

The detailed scores on mAP in each classes can be found in Table 4.2. the model

works good for traffic cones, barrier and most importantly, cars. For categories of

big objects such as trucks and buses, the precision still needs improvement. The
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car truck bus trailer construction vehicle
0.607 0.364 0.481 0.239 0.156

pedestrian motorcycle bicycle barrier traffic_cone
0.510 0.397 0.381 0.604 0.602

Table 4.2 PAC3DNet mAP Results on each categories. [Wang et al.]

Methods NDS Inference Time (s/100task)
FCOS3D[125] 0.415 4.23

PGD[126] 0.428 5.19
PAC3DNet 0.461 4.55

Table 4.3 Inference time testing results, calculated by second per 100 frames of
detection. [Wang et al.]

performance drop for this case and on this challenging dataset is due to the frequent

occlusion by smaller objects and those objects being out of images. Further work is

required and expected in the future.

The inference time of other two code-available monocular-based methods are tested

and showed in Table 4.3, FCOS3D and PGD (a depth-assisted method) on the same

hardware—a single RTX 4090 graphics card to compare the computational efficiency

of the method. As shown in the Table 4.3, the method achieved the highest nuScenes

detection score (NDS). Regarding computational efficiency, the inference time is 14%

faster than PGD, supporting the claim that the depth module avoids additional

computational burden. Additionally, the asymmetric attention mechanism in the

Feature Enhanced Pyramid Module (FEPM) is more efficient than the traditional

attention mechanism. When compared to FCOS3D, although the method is 0.32

seconds slower, PAC3DNet surpasses their NDS by 4.6%.

A more comprehensive analysis of the visualized results is attained using the nuScenes

dataset. The showcases are categorised into comparisons based on differences in range

and environmental conditions. To ensure the presentation of only the most precise

bounding boxes, a threshold is implemented for box display, thereby disregarding

lower-scoring boxes solely for display purposes. Fig. 4.10 illustrates an example of

the filtering process applied to generated bounding boxes. As shown in the distance

category of Fig. 4.11, the 3D detection deep network model demonstrates remarkable

precision in detecting most objects across all ranges. For instance, in the parking lot
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Figure 4.10 Visualization with (left) and without (right) thresh hold filters. [Wang
et al.]

Figure 4.11 Visualization of detection results, categorised by distances of the objects.
[Wang et al.]

scenario illustrated in Fig. 4.11 (d), the algorithm accurately generates bounding

boxes even amidst heavy occlusions between cars. Similarly, the image featuring large

trucks and two cars in Fig. 4.11 (c) highlights the robustness of the 3D detection

approach. However, objects situated at considerable distances, as showcased in

examples like Fig. 4.11 (d) and Fig. 4.11 (e), pose challenges for precise tracking by

the model. Additionally, incomplete objects, visible less than half, due to proximity
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Figure 4.12 Visualization of detection results, categorised by different environment
conditions. [Wang et al.]

to the camera also present difficulty for accurate detection. To increase the detecting

difficulties, the comparisons under various environmental conditions is considered to

better show the robustness of the model. As shown in Fig. 4.12, the performance

tests are conducted in scenes characterized by sunny (Fig. 4.12 (a)), cloudy (Fig.

4.12 (b)), and rainy (Fig. 4.12 (c)) weather conditions. Remarkably, the model

exhibits flawless handling across all moderate weather condition changes, showcasing

its adaptability and reliability. Then the model’s performance is compared under

heavy rain conditions with raindrops on the camera, which significantly impact

the visual quality. In Fig. 4.12 (e) and Fig. 4.12 (f), despite heavy occlusions

affecting the red cars, the model adeptly detects them and generates bounding boxes

surpassing the threshold. However, under extreme conditions illustrated in Fig. 4.12

(d), where the red car is nearly invisible due to raindrop blockage, the detection falls

below the threshold. In night conditions, the model exhibits robustness against poor

illumination and reflections. In Fig. 4.12 (g) and Fig. 4.12 (i), despite challenging

conditions such as low light and blurriness, the model accurately bounds the front

objects, although the bounding box for the overlapped truck is filtered out. In Fig.

4.12 (h), the method successfully bounds the car even in the presence of reflections

from the traffic light, simulating a camera failure scenario.
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Figure 4.13 Visualization of detection results in urban and rural areas. [Wang et al.]

Moreover, it is discovered that the dataset assumes the road to be flat by default. In

Fig. 4.12 (i), the slanted bus results from the gradient of the road. While the generated

bounding box effectively locates the object, it’s worth noting that the default ground

is perpendicular to the x-axis of the camera coordinate (world coordinate), causing

the bounding boxes to align parallel to the ground. Addressing this challenge in

future research involves exploring methods to detect the roll angle information of

these objects and adjust their bounding boxes accordingly. Fig. 4.13 illustrates

the comparison of environment layouts in different areas. In urban environments,

characterized by high complexity and a higher density of objects, the task of detection

becomes more challenging due to the increased clutter. However, even in such

demanding scenarios, the model maintains robust performance. Conversely, in rural

environments with more vegetation, where the scene complexity differs, the model

continues to demonstrate consistent and reliable performance.

In conclusion, the method exhibits robust performance across a wide spectrum of

detection ranges, ranging from close proximity to distant objects. Furthermore,

it proves its adaptability and reliability across diverse environmental conditions,

including variations in lighting, weather, and scene complexity.

Ablation Studies

An in-depth comparison is conducted among the three proposed components, with

Table 4.4 showcasing their performance across various evaluation metrics. Initially,

the results of the Feature Enhancement Pyramid Module (FEPM) is presented.

It is evident that the FEPM module yields a significant improvement, contributing
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Parts mAP mATE mAVE mAAE NDS
Baseline 0.343 0.725 1.292 0.153 0.415
FEPM 0.374 0.714 1.275 0.104 0.427
ADDE 0.412 0.653 1.249 0.072 0.446
ACDE 0.434 0.581 1.246 0.053 0.461

Table 4.4 Ablation studies of proposed components on nuScenes dataset. [Wang et
al.]

Figure 4.14 Visualization of detection results regarding the efficiency of the depth-
assisted module. [Wang et al.]

to a 1.2% enhancement in the overall NDS compared to the baseline (FCOS3D). A

noticeable boost shows in the mAAE (attribute errors). Thanks to the asymmetric

fusion block, the fused feature benefits of the strong contextual information from

different feature levels. With the Auxiliary Dense Depth Estimator (ADDE), the per-

formance is further raised to 0.412 in mAP. The ADDE module offers the recognition

of spatial information, and this capability remains in the shared parameters leading

to a better NDS at 0.446. The Augmented centre Depth Estimation (ACDE) also

improves the results. The regression of it is actually done the same way as centre

depth, however, the confidence voting mechanism provides more robustness when

one of the regression branches is not sure about its prediction. Including ACDE in

the 3D object detection module achieves state-of-the-art performance at 0.434 mAP

and 0.461 NDS.
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Visualizations is included comparing the results from the depth-assisted model

(combining ACDE and ADDE) with those from the depth-less model. the decision to

combine ACDE and ADDE into one model stems from their significant contribution

to performance gains and their role as depth-assisted components. Therefore, the

two models tested are the one with FEPM and the full method. As detailed in last

section, during inference, a bounding box score threshold is employed to mitigate the

occurrence of multiple boxes on a single object. The absence of boxes on an object

indicates that the generated bounding boxes fall below this threshold. Conversely, a

higher number of bounding boxes signifies more precise predictions. When comparing

the full method to solely using FEPM, it becomes apparent the proposed method

generates more bounding boxes within the same scenes in Fig. 4.14. However, the

missing boxes primarily occur in regions distant from the camera and in overlapping

areas, which are known challenging aspects of the 3D object detection task. This

observation underscores the effectiveness of the proposed depth-assisted modules in

addressing these challenges and enhancing the overall performance of the detection

system.

Assessment on FEPM

This section includes a comprehensive impact analysis of the Feature Enhancement

Pyramid Module (FEPM). While original feature maps and enhanced feature maps

from intermediate layers can be directly visualized, the distinctions are not apparent

due to the complexity of high-level features in deep neural networks. To gain

a better understanding of the proposed method’s impact, Grad-CAM is used to

generate heatmaps for the original feature pyramid and the proposed enhanced

feature pyramid, respectively, which are both then projected onto the input images.

Four sets of comparisons using different input images are presented in Fig. 4.15,

with colours representing the importance of pixels in predicting 3D bounding boxes.

Warmer colours indicate higher importance, signifying areas where the network

focuses its attention. Upon examination of the four examples, it becomes evident

that with the original feature maps, the highlights are randomly dispersed, suggesting

that the network makes less efficient predictions based on imperfect information. In
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Figure 4.15 Visualization of attention maps on the impact of FEPM module. The
Grad-CAM [129] is presented on the input images to show the important regions
when making a prediction. Warmer colours mean most influential areas and cooler
colours mean less influence. [Wang et al.]

contrast, the enhanced feature maps enable the detection network to concentrate

more accurately on the main objects (cars and pedestrians), resulting in better

regression of bounding boxes. Particularly in well-illuminated conditions (examples

1 and 2), the feature map enhancement allows the network to precisely focus on
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Figure 4.16 Attention visualization of enhanced lower level feature maps and higher
level feature maps from FEPM. [Wang et al.]

objects while disregarding irrelevant information. Even under undesirable conditions

such as poor illumination and light reflection (examples 3 and 4), the attention map

still covers most of the relevant areas. When combined with the results presented

in Table 4.4, the feature enhancement demonstrates its efficacy in facilitating the

precise prediction of 3D bounding boxes, centre points, attribute classification, and,

notably, boosting the accuracy of object speed estimation. This enhancement leads

to better object localization in the detection process.

Furthermore, to assess the efficiencies of different levels within the enhanced feature

pyramid, three examples of Grad-CAM images from level 1 (representing low-level

features) and level 5 (representing high-level features) are presented in Fig. 4.16. In

the context of CNN applications, it is widely understood that lower level features

encompass more primitive information, such as basic shapes, edges, colours, or

textures, while higher level features capture more abstract and complex information.

In the specific object detection task, it is observed that the rules reflect to detecting

of objects in various sizes and distances. At level 1, smaller and more distant objects

are better detected, but there is a partial loss of focus on larger objects, such as
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the bus located in the middle of the street and the pedestrians closer to the camera.

Conversely, at level 5, the network prioritizes nearer objects in its predictions while

paying relatively less attention to distant ones. By leveraging the benefits of different

feature levels, the multi-head detector achieves versatile object detection performance

across all objects, regardless of their sizes and distances. This indicates the efficacy

of the proposed feature enhancement pyramid module in improving object detection

capabilities.

4.5 Summary

In summary, this chapter introduces a novel approach for monocular 3D object

detection that leverages depth-enhanced deep learning techniques, incorporating

spatial information to improve detection accuracy. By incorporating an auxiliary task

for dense depth estimation, the network’s feature extractor gains a strong awareness

of depth, without significantly increasing computational complexity or burden. This

auxiliary training allows the model to better interpret the spatial relationships within

an image, enhancing its overall understanding of object positioning in 3D space. To

take full advantage of the improved depth perception, a simple yet effective vertex

depth regression technique is devised. This technique uses a fusion approach that

combines both centre depth and vertex depth estimations through a confidence

voting mechanism, which greatly enhances the robustness and precision of the overall

depth estimation. This process ensures that the model not only predicts object

location but also does so with greater accuracy, even in challenging scenarios where

depth cues may be ambiguous or incomplete. Moreover, to further strengthen the

feature representation from the input data, the Feature Enhancement Pyramid

Module (FEPM) is introduced. This module captures contextual dependencies across

different feature levels, effectively integrating information from multiple scales. By

doing so, it preserves high-resolution details and rich semantic features throughout

the network, ensuring that finer, critical details are retained in the final predictions.

This combination of depth awareness, robust depth estimation, and enhanced feature
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representation makes the proposed method highly effective for 3D object detection

in monocular images.

Looking ahead, several challenges and opportunities for future research are acknowl-

edged, which could further refine and enhance the proposed approach. One such

challenge lies in accurately computing the roll and pitch angles of objects. Current

methods primarily focus on estimating object positions and their orientation on

flat surfaces; however, real-world driving scenarios often involve more complex road

conditions, such as inclines, ramps, and uneven terrains. Accurately determining

the roll (tilt) and pitch (slope) angles of objects in these conditions would greatly

improve 3D object detection, especially for applications in autonomous driving where

understanding the precise orientation of vehicles, pedestrians, or other obstacles is

crucial for safety and decision-making. Tackling this problem requires more advanced

algorithms that can integrate these angular estimates into the existing framework

without overloading the computational complexity. Another key direction for future

research is optimising weight assignment for the various sub-tasks involved in the

overall model. As the approach integrates multiple tasks—such as dense depth

estimation, vertex depth regression, and object classification—finding the optimal

balance between these tasks is essential for maximising performance. Assigning

appropriate weights to each task can be intricate, as overemphasising one task may

detract from another. However, achieving this balance holds the potential for signifi-

cant performance gains. Developing a more adaptive and dynamic weight-assignment

strategy could help streamline this process, allowing the network to automatically

adjust its focus based on the task at hand and the complexity of the environment.

Moreover, while the proposed depth-enhanced monocular 3D object detection ap-

proach, along with the incorporation of spatial information and the Feature Enhance-

ment Pyramid Module (FEPM), has demonstrated promising results, there is still

room for innovation. Refinements in feature extraction, integration of multi-scale

contextual information, and improvements in training efficiency could yield even

more robust models. These advancements would not only apply to autonomous

driving but also extend to other domains such as robotics, augmented reality, and
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smart surveillance systems. Ultimately, the hope is that this work will inspire further

advancements in 3D object detection research, pushing the boundaries of what is

possible in monocular vision systems.
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Chapter 5

Guidance on Depth Completion

This chapter explores Deep Reinforcement Learning (DRL)-based guidance

for ground vehicles, using depth images as input. The guidance system

consists of two phases: an imitation learning phase and a reinforcement

learning phase. The depth module, based on a binocular camera, integrates

both supervised and self-supervised learning approaches. Experiments

demonstrate that incorporating depth images significantly improves the

performance of the guidance network.

Associated Publications This chapter is based on the following published work:

Wang C, Aouf N. Deep Reinforcement Learning based Planning for Urban Self-driving

with Demonstration and Depth Completion[C]//2021 21st International Conference

on Control, Automation and Systems (ICCAS). IEEE, 2021: 962-967.
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In the previous two chapters, semantic segmentation and 3D object detection tech-

niques were discussed as key perception modules, aimed at improving scene under-

standing for autonomous driving vehicles (ADVs). Depth images are also critical

for ADVs to comprehend the 3D layout of their environment, which is essential for

autonomous planning. Current techniques for decision-making in driving policies

tend to be modular and hand-designed, making them both expensive and inefficient.

With advancements in machine learning, learning-based approaches have become

a dominant research direction. However, performance in urban driving scenarios

remains limited due to the brittle convergence of deep reinforcement learning (DRL)

algorithms and degraded observation data. To address these limitations, this chapter

proposes a learning-based method that combines DRL with imitation learning (IL),

alongside a novel depth completion model designed to enhance perception. The

framework is built upon the Soft Actor-Critic (SAC) algorithm [130] and introduces

a novel updating strategy to tackle the difficulties that current DRL-IL methods

face when transitioning from the IL phase to the DRL phase. Instead of relying on

RGB input, a reconstruction-constrained deep fusion depth completion network is

proposed to predict a comprehensive and accurate depth map of the environment,

using pre-processed synthetic datasets. In experiments, the autonomous driving

agent using the proposed algorithm successfully transitions from Imitation Learning

(IL) to Deep Reinforcement Learning (DRL) during training, outperforming state-

of-the-art methods in challenging urban environments. Furthermore, the driving

model maintains competitive performance when using predicted depth images as

input, compared to ground-truth data.

5.1 Overview

Self-driving is an expansive research field that combines control systems, computer

vision, and artificial intelligence [131]. In recent years, emerging autonomous driv-

ing technologies have progressed from academic research to practical applications

[132, 133]. Some companies have already tested autonomous vehicles in public envi-

ronments. However, creating a highly intelligent planning and decision-making model
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for self-driving in complex urban scenarios remains a significant challenge. Previous

approaches to autonomous driving have largely relied on inefficient hand-designed,

model-based methods, which can easily fail in dynamic, real-world situations [134].

With the major successes of deep reinforcement learning (DRL) in various applica-

tions, such as AlphaGo and retro game playing, researchers have turned to machine

learning to address these challenges. An ideal end-to-end, model-free system is

expected to solve both perception and motion planning tasks. However, current raw

sensor data, like that from RGB cameras and LiDAR, does not provide the level

of accuracy required for high-quality perception. Additionally, the action and state

space in driving environments is vast, making it difficult for a policy network to

find an optimal driving policy. This has led many researchers to focus on solving

sub-tasks within the broader navigation problem, or to develop systems that are

limited to completing specific tasks, such as lane keeping [21], where a complete

solution still remains challenge.

A depth image is a crucial input for autonomous driving, as depth information is

essential for 3D vision tasks, helping to interpret the 3D geometry of a scene. While

existing sensors such as LiDAR, radar, and others to acquire depth information, the

generated depth maps are too sparse to satisfy the driving systems in complex outdoor

environments. This shortcoming hinders the accuracy needed for tasks in autonomous

driving. As a result, depth completion remains an important and valuable area in

today’s robotics-related industries. Recently, many approaches have used monocular

cameras to predict depth maps, leveraging the rich texture information. Eigen et al.

[10, 135] approached depth estimation as a regression problem using Convolutional

Neural Networks (CNNs), applying a local fine-scale network to refine the output

of a global coarse-scale network for depth estimation. Wang et al. [136] explored

the relationship between depth and semantic information, finding that objects with

similar semantic labels tend to have similar depth values. However, these methods

are limited by changes in lighting conditions. Other techniques [137] use sparse

depth maps alongside guided RGB images. Depth completion, especially when based

on deep learning, requires a large amount of offline training data, which remains a

challenge due to the sparse measurements and pixel-level annotations available from
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Figure 5.1 A set of depth annotations comparison of KITTI dataset (left) and the
dataset collected in this chapter (right). Comparing to KITTI, the collected data
contains dense depth information of the whole scene. Colours are used to describe
the object distance to the camera. Blue indicates close objects and red indicates far
objects. [Wang et al.]

modern LiDAR sensors. For example, the widely-used KITTI dataset [52] provides

only 5.9% density point clouds captured by the Velodyne-HDL64, as shown in Fig.

5.1.

In this work, an end-to-end, model-free, learning-based framework is proposed to

learn an optimal driving policy in urban environments. The approach is built on a

maximum entropy reinforcement learning algorithm, leveraging imitation learning to

stable the eventual reinforcement learning. Furthermore, a reconstruction-constrained,

deep-fusion depth completion model is introduced, utilising pre-processed synthetic

dataset for reliable 3D-aware perception. Since existing open datasets lack dense

depth ground truth, a novel dataset is collected using the Carla simulator [49], which

offers dense and highly accurate ground truth data, as shown in Fig. 5.1. This new

dataset addresses the limitations of existing datasets, and features urban scenarios

close to the complexity of real-world environments, making it suitable for further

research in this field. The depth completion model is built upon ResNet-34 [28] as

the baseline, utilising stereo images and sparse depth data as inputs. A deep fusion

technique is employed to integrate different modalities for precise depth prediction.

The contributions of this chapter are summarised as follows:

1. A guidance model combining Imitation Learning (IL) and Deep Reinforcement

Learning (DRL) for autonomous driving. This approach accelerates the training

process and delivers superior results, outperforming state-of-the-art methods.
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2. A novel update strategy that enables a smooth transition from the IL phase to

the DRL phase. This strategy not only trains the policy network during the IL

phase but also updates the value function and Q-function. Experiments demon-

strate that this method facilitates seamless transitioning from demonstration

to reinforcement learning.

3. A novel dataset containing dense depth information has been collected. The

raw data comprises stereo images and LiDAR signals, and an assembly method

is employed to fuse all the raw data into dense depth maps.

4. A depth completion model is developed, accurately estimating depth maps

using the pre-processed dataset. The model integrates effectively with the

driving agent, enhancing overall performance.

5.2 Related Works

5.2.1 Deep Reinforcement Learning with Imitation Learning

Currently, two main learning-based approaches are widely used in autonomous driving:

imitation learning and reinforcement learning. Imitation learning enables a driving

system to learn an optimal policy by mimicking human expert driving behaviour

through supervised training. The underlying idea is straightforward—by analysing

expert demonstrations, the system can approximate human decision-making processes,

allowing it to handle driving tasks. However, imitation learning comes with several

limitations. The most significant is the need for vast amounts of high-quality expert

data, which is both time-consuming and costly to collect. Even with a large dataset,

imitation learning may still fail to generalise to all possible real-world scenarios

that an autonomous vehicle may encounter. Unseen hazards, such as unexpected

obstacles or rare events not included in the training data, could be catastrophic for

a vehicle relying solely on imitation learning. Furthermore, in complex planning

tasks, errors made early in the decision-making process can propagate and compound,

a phenomenon known as compounding errors [138]. These errors can reduce the
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effectiveness of the model, especially when it is required to handle long sequences of

actions, such as navigating through busy urban environments.

On the other hand, deep reinforcement learning (DRL) has demonstrated promising

results in various fields, such as robotics and gaming, where agents can learn through

trial and error by interacting with their environment. In DRL, the agent continu-

ously improves its policy based on feedback from the environment, learning which

actions lead to better outcomes. However, applying DRL to autonomous driving has

proven challenging due to the complexity of real-world driving environments and the

requirement for safety-critical decision-making. DRL models often require extensive

exploration, which is not always feasible or safe in autonomous driving. Additionally,

DRL convergence properties tend to be brittle, leading to slow or unstable learn-

ing, especially in scenarios where the agent faces degraded or noisy observations.

These issues make DRL alone insufficient for handling the intricacies of autonomous

driving. To address these limitations, there has been growing interest in hybrid

approaches that combine reinforcement learning with imitation learning to capitalise

on the strengths of both methods. For example, Hester et al. [139] proposed Deep

Q-learning from Demonstration (DQfD), a technique that accelerates the learning

process by using a small set of expert demonstrations. This method enhances the

efficiency of the standard Deep Q-Network (DQN) approach by pre-training the

model on demonstration data, which allows it to learn useful driving strategies before

interacting with the environment. Similarly, Vecerik et al. [140] explored a hybrid

approach that combines expert demonstrations with online transitions sampled in a

replay buffer. This method, using the Deep Deterministic Policy Gradient (DDPG)

algorithm, enables the agent to learn from both human demonstrations and its own

experiences, thereby improving learning stability and performance. Liang et al. [141]

further refined this approach by proposing controllable imitative reinforcement learn-

ing, which integrates a command gating function to reduce meaningless exploration,

allowing the agent to focus on relevant tasks while still benefiting from reinforcement

learning exploration capabilities.
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In summary, combining reinforcement learning with imitation learning offers a

more efficient and robust approach to training autonomous driving systems. By

leveraging human expertise while still allowing the model to explore and learn from

its own experiences, these hybrid approaches can overcome the limitations of each

method individually. This work builds on this idea, adopting a maximum entropy

reinforcement learning framework to further improve the stability and performance

of autonomous driving models, ensuring they can handle the complex urban driving

scenarios.

5.2.2 Depth Completion

Sparse LiDAR data, while valuable for depth estimation, lacks the density required

for detailed scene understanding, necessitating the development of methods that can

fill in the gaps, or “complete” the depth information. Uhrig et al. [142] introduced a

sparsity variant CNN to tackle this issue, utilising a binary mask operation and input

normalisation. This approach ensures the network maintains consistent performance

despite varying levels of depth sparsity, making it a foundational technique in depth

completion. Many subsequent methods improved depth completion by using RGB

images as additional guidance, leveraging the rich, dense visual information they

provide. Schneider et al. [143], for example, use guided RGB images alongside

pixel-wise structured edge detection and semantic scene annotation to sharpen object

boundaries in the depth maps. While this method enhances the depth completion

process, it highlights a key challenge: RGB images and sparse depth data are

inherently different. RGB images are dense and structured, providing continuous

pixel information, while point cloud data from LiDAR sensors is sparse and unordered.

These differences make feature fusion difficult to achieve effectively at the input or

feature level.

Typically, there are three main fusion strategies employed in the depth completion

field: early fusion, deep fusion, and late fusion. Early fusion combines the data

before it is input into the network, but this can be problematic because it does not

fully address the distinct characteristics of each data modality. Deep fusion, on the
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other hand, processes each data stream independently, extracting features separately

with specialised feature extractors before merging them at a multi-scale semantic

level. This allows the model to handle the unique properties of each modality more

effectively. Both early and deep fusion are considered feature-level fusion techniques,

focusing on integrating features from multiple inputs within the network. Mohan

et al. [144] introduced a deep fusion method in which feature maps are extracted

from multiple inputs during the encoding phase and concatenated at various stages

of the network. This multi-stage fusion allows the model to incrementally integrate

information from the different modalities, making it more flexible in processing both

RGB and sparse depth data. Late fusion, in contrast, is a decision-level approach

where predictions from each modality are generated independently and then combined

at the final decision stage. This method often yields better results compared to

early fusion, as it allows each modality to contribute without being forced into

alignment at earlier stages of processing. Studies like [145] have shown that late

fusion frequently outperforms early fusion, particularly in tasks that require precise

depth estimation. In this chapter, a hybrid fusion approach that combines elements of

both early and deep fusion techniques is implemented. During the pre-processing of

the collected dataset, early fusion is employed by performing pixel-level combinations,

effectively creating dense input data that merges RGB and sparse depth information

at an initial stage. This allows exploiting the rich visual information in the RGB

images while still making use of the depth data from LiDAR. Deep fusion is then

applied during the feature extraction process, where each data stream is processed

independently to capture the unique properties of both RGB and sparse depth inputs.

By fusing the feature maps at multiple stages within the framework, the strengths of

both data modalities are effectively integrated, leading to improved depth prediction

accuracy. Comparing to state-of-the-art methods, the proposed model demonstrates

competitive performance.
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5.3 Methodology

In this section, a guidance network based on Soft Actor-Critic (SAC) with Demon-

strations is proposed for urban driving scenarios, leveraging both imitation learning

and deep reinforcement learning. The framework is considered as a continuous

decision-making problem which follows the Markov Decision Process (MDP) [35].

The basic MDP consists of a tuple (S,A,P ,R). Specifically, the driving agent

interacts with the environment by receiving a successive state si ∈ S and taking a

corresponding action ai ∈ A based on the current policy. This leads to the next state

si+1 ∈ S with the transition probability pi = P(si+1|si, ai) and a reward ri ∈ R. The

goal of deep reinforcement learning is to find an optimal policy that maximises the

expected long-term return, represented by the Q-function.

5.3.1 Soft Actor-Critic

The proposed method builds upon an off-policy model-free DRL algorithm, Off-policy

Maximum Entropy Deep Reinforcement Learning with a Stochastic Actor (SAC).

Model-free DRL algorithms face two main challenges: high sampling complexity and

fragile convergence, which heavily depends on hyper-parameter tuning, limiting the

broader application of DRL to real-world scenarios. SAC addresses these issues by

introducing three key elements: an actor-critic structure with separate policy and

value networks, a soft off-policy update based on experience, and the introduction of

the maximum entropy to ensure stability and encourage exploration. The standard

maximum expected reward is given by:

J(π) = E(st,at)∼ρπ

T∑
t=0

[r(st, at)] (5.1)

For SAC, the objective is to maximise both the expected reward and the entropy of

the policy for better exploration, defined as:

J(π) = E(st,at)∼ρπ

T∑
t=0

[r(st, at) + αH(π(·|st))] (5.2)
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Where the temperature parameter α is a coefficient that controls the weight of

the entropy term in the objective function in the SAC algorithm. The role of this

parameter is to balance the trade-off between exploration and exploitation. st and at
represent the state and action at time t respectively. To achieve the best performance

possible, the entropy should vary in different training stages. For example, when the

optimal action is clear, the entropy should be smaller; whereas during the exploration

stage, the entropy should be larger. SAC proposes an automated entropy adjustment

for the temperature parameter through training by solving:

α∗
t = argmin

at∼π∗
t

[
−αtlogπ∗

t (at|st;αt)− αtH
]

(5.3)

Where H is the minimum expected entropy.

SAC follows a actor-critic architecture, considers a policy network π(a|s) as the actor

network, two soft Q-networks Q1
ϕ(s, a) and Q2

ϕ(s, a), a value network Vψ(s) and a

target value network Vψ̄. The value function is used to stabilise the training process,

which is updated by:

JV (ψ) = Est∼D

[1
2
(
Vψ(st)− Eat∼π

[
min

(
Q1
ϕ(st, at), Q2

ϕ(st, at)
)
− logπ(at|st)

])2
]

(5.4)

Where D is the replay buffer which contains a certain amount of experiences. This

objective function ensures the estimated long-term rewards in specific state under

the policy is close to estimated long-term rewards in specific state and taking the

most likely action of the action distribution under the policy, with an entropy term.

For latter, the minimum estimation of the two Q-networks is chosen. The agent is

encouraged to explore actions that are less likely, thus promoting diversity in the

actions chosen.

For the soft Q-function, it can be updated by:

JQ,i(ϕ) = E(st,at)∼D

[1
2
(
Qϕ,i(st, at)− Q̂(st, at)

)2
]

(5.5)
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for i = 1, 2 with the target Q-value, which consists of the immediate reward and γ

discounted future rewards:

Q̂(st, at) = r(st, at) + γEst+1∼pVψ̄(st+1) (5.6)

Vψ̄ is the target value network. It is updated slower than the value network Vψ using

the Polyak Averaging [146? ] providing a stable target that reduces the variance in

the Q-value estimates:

ψ̄ ←− (1− τ)ψ̄ + τψ (5.7)

Finally, the policy network can be updated by approximating the policy gradient by:

J(π) = E(st,at)∼D
[
min

(
Q1
ϕ(st, at), Q2

ϕ(st, at)
)
− αlog(π(at|st))

]
(5.8)

5.3.2 SAC with Imitating Learning

The proposed method combines imitation learning and deep reinforcement learning

to accelerate the training process and achieve better performance. The framework

overview is shown in Fig. 5.2. The SAC-IL training process consists of two parts:

the imitation pre-training and the deep reinforcement learning. In DRL methods,

the subsequent policy network, value network and Q-network are updated in one

gradient step, however, IL methods only focus on updating the policy network, where

the driving model makes decisions based on the observations. This poses a dilemma

in transferring the IL model to DRL that the policy generates good action while

the value network and the Q-network generate highly inaccurate predictions, which

undermines the policy network in the latter updating.

Therefore, to ensure smooth transferring, it is necessary to update all the subsequent

networks in SAC. Instead of storing state-action pairs, transitions (st, at, rt, st+1, d)

is collected in CARLA and stored in the replay buffer as the expert data. The loss
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Figure 5.2 The framework overview of the proposed method. The model first finishes
the imitation learning on the left side then transfer to deep reinforcement learning
on the right side. [Wang et al.]

function for optimising the policy network is defined as:

LIL(π) =
T∑
t=0

(
π(·|st)− aexpert,t)2 − αlog(π(at|st))

)
(5.9)

where aexpert,t is the expert action from the demonstration replay buffer at time t.

To train the value function and Q-function simultaneously with the policy network,

we add the weighted LIL to the gradients of Equations (5.4) and Equation (5.5)

respectively. After the imitation learning phase, the pre-trained model is then

transferred to pure reinforcement learning. With the help of the pre-trained network,

the second stage of training performs significantly better at the beginning compared

to random exploration, thereby accelerating the entire training process. In contrast,

deep reinforcement learning (DRL) training explores a wider range of scenarios

and driving strategies, enhancing the agent driving capabilities in ways that the

imitation learning (IL) model cannot achieve. This dual approach not only improves

the efficiency of training but also allows the agent to adapt to more complex and
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dynamic driving environments, ultimately leading to superior performance in real-

world applications.

5.3.3 Reward Function

The driving task in this chapter is for the agent vehicle starts from the starting point

and navigate autonomously to reach the target point while avoid collisions in urban

driving scenarios. To ensure the agent accomplishes the objective while maintaining

safety and efficiency, the hand-designed reward function is defined as the combinition

of multiple terms:

r = rspeed + rcollision + rsteer + rsuccess + rdistance + C (5.10)

rspeed encourages the agent to travel at a desired speed and penalises overspeeding in

terms of safety. Specifically, the speed reward is defined as:

rspeed =

 scurrent scurrent < sdesired

sdesired − scurrent otherwise
(5.11)

rsteering limits the frequency of steering actions, improves the passenger comfort, and

also prevents the vehicle from driving in circles by keeping the same steer in the

early stages:

rsteer = −a2
steer (5.12)

Due to the complex road topology, the agent does not always find the target. Relying

solely on the network could lead to poor performance in a new environment. In other

word, the agent needs a direction. A relative distance reward is defined to assist in

decision-making during crossroad situations.

rdistance = 0.001× (dt−1 − dt) (5.13)

where d is the distance between current position and target position.
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rcollision punishes any detected collision with a penalty of -50, while C represents a

constant time penalty for efficiency.

5.3.4 Depth Completion

Depth images offer rich spatial and geometric information, however, they are not

directly available in real world. In this chapter, a depth completion network is

proposed to provide dense depth observations for the driving agent, using a RGB

image and a pre-processed incomplete depth map as input.

Dataset Collection and Pre-processing

The KITTI Dataset is a well-known benchmark in the autonomous driving domain,

particularly popular for depth completion tasks in training and evaluation. However,

the ground truth depth labels it provides are sparse due to the limitations of the

real LiDAR, which limiting the performance of networks. By employing the Carla

simulation software, accurate ground truth depth maps can be generated and collected

for depth completion training. Using the simulator, real traffic scenarios is replicated,

incorporating traffic rules, moving cars, non-motor vehicles, and pedestrians. The

sensors are configured to closely resemble the KITTI Dataset, ensuring that the

proposed algorithm trained on the synthetic dataset can be transferred to real-world

applications. The dataset comprises three types of sensors: a stereo camera, LiDAR

for raw input signals and a depth camera for ground truth annotations.

The pre-processing pipeline consists of four steps for one of the input data.

Disparity Acquisition First, the stereo RGB images are converted into disparity

maps. To achieve this, Semi-Global Block Matching (SGBM) [48] is employed to

compute and aggregate the matching cost between the stereo image pairs. The

cost refers to how well two pixels, one from each image, correspond to the same

3D point, and it is computed based on pixel similarity. SGBM evaluates this cost

and aggregates it over multiple directions, improving the disparity estimation in

areas with weak textures or complex structures. Since the initial disparity map often

contains noise and imperfections, particularly in regions with less textures or at
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object boundaries, a weighted least squares (WLS) filter is applied to fill in the holes

and smooth the edges by propagating reliable disparity values from neighbouring

pixels, guided by pixel intensity similarities thus improving the overall quality of

the disparity map. This refinement ensures subsequent processing stages for better

depth annotations.

Depth Acquisition Next, the enhanced disparity maps are further converted into

real depth maps based on the following equation:

depth = f × baseline
disparity

(5.14)

where f is the focal length and baseline is the distance between the two cameras in

the stereo camera setup. The disparity value is inversely proportional to the depth.

To ensure the accurate depth of the far background, such as the sky, a depth value

of 255 is assigned to any disparity values less than or equal to 3.

LiDAR Projection After that, LiDAR point clouds are projected to the 2D depth

image plane using the camera intrinsic Kin and the LiDAR-to-Camera transformation

matrix T :


u

v

1

 = Kin · T ·



x

y

z

1


(5.15)

Where u, v are the 2D pixel coordinate of projected LiDAR points on the image

plane and x, y, z are the LiDAR points 3D coordinates.

Combination Finally, a combination strategy is presented for the converted depth

maps and LiDAR projections at the pixel level. The detailed steps are shown as

followed:

1. Direct Combination: On the final depth image plane, if LiDAR points are

projected, the LiDAR values are preferred as the depth values. Otherwise, the

converted depth maps are used.
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Figure 5.3 The pro-processing pipeline for the collected synthetic dataset. Raw
stereo camera images and LiDAR point cloud are processed and combined into a
final incomplete depth image. [Wang et al.]

2. Depth Refinement: It is understood that the depth values in the converted

depth maps can be inaccurate, however, the relative depth relationship among

pixels can be trusted. Firstly, if a projected LiDAR point coincides with a

depth map pixel, the depth value of the corresponding depth map pixel will

be replaced by the projected LiDAR point value. Secondly, since the relative

depth is trustworthy, every pixel in the converted depth map that shares the

same value as the coincided point will be replaced with that LiDAR value. This

approach enhances the reliability of the depth map pixels in areas where there

are no LiDAR points projected. The dataset preparation process is illustrated

in Fig. 5.3.

Through the four steps of pre-processing, an enhanced incomplete depth map is

created, taking most advantages of the raw data available in the dataset. This

improved incomplete depth map will later serve as input for the depth completion

network, resulting in accurate dense depth maps for the DRL-IL driving agent.
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Figure 5.4 The proposed depth completion network. The numbers on the layers
indicate the output channel. The network takes an incomplete depth map and a
monocular RGB image, and late fusion is applied to fuse the different modalities.
Skip-connections are used to enhance the feature representations. [Wang et al.]

Depth Completion Network Architecture

The proposed model consists of an encoder-decoder structure shown in Fig. 5.4. The

encoder consists of a parallel series of layers with increasing filters for down-sampling

the input images. Each input layer starts with an initial convolutional layer, followed

by four blocks of ResNet-34. The RGB layer outputs a tensor of 48 channels as the

RGB has three channels in contrast to one channel in incomplete depth. One branch

is dedicated to the pre-processed incomplete depth maps, and the other processes

RGB images. Then a deep fusion structure [147] is employed to concatenate the

features after the ResNet-34 blocks for the later decoder.

The decoder has a reverse architecture to the encoder, up-sampling the image back

to its original size with one channel for dense depth predictions. Outputs from

each encoding layer are passed to their corresponding decoding layers through skip-

connections, concatenating with the output from the previous decoding layer into

one tensor as input for the next transposed convolutional layer. The skip-connections

[148] effectively mitigate gradient vanishing and exploding problems in deep networks.

All convolutional layers have a kernel size of 3, a stride of 2, and padding of 1 to

ensure 1/2 down-sampling and 2× up-sampling. The model accepts inputs of any
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Figure 5.5 Image reconstruction using stereo images involves utilizing a pair of stereo
images to generate a new image based on depth information. Each pixel in one
image (a) can be mapped to a corresponding pixel in the other image, allowing for
the reconstruction of an alternate view (b). [Wang et al.]

size and generates the predicted depth maps with the same resolution of inputs.

Image Reconstruction Restraints

Most existing work relies on training with the supervision of dense depth ground

truth. However, with stereo images available, incorporate self-supervised signals

in the traditional supervised learning has the potential of improving the network

performance. This leverages the inherent relationships between stereo images to

generate additional training signals, thus reducing the dependence on dense ground

truth. To do this, it is essential to understand the 3D geometry of the environment,

which is obtained from the depth maps from the model predictions. For every pixel

located at (x, y1) in the left image, there is a corresponding pixel (x, y2) in the right
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image:

L(x, y1) = R(x, y2) (5.16)

Given a left image L and its associated depth map D predicted by the network, the

left image L can be reconstructed or warped into the right image R following the

equation:

y2 = y1 −
f × baseline

1000×D(x, y1)
(5.17)

Where f denotes the camera focal length and baseline is the distance between the

two cameras in the stereo camera setup. D(x, y) indicates the depth value of the

pixel. Then the warped image is obtained Lwarped(x, y2) as demonstrated in Fig. 5.5.

Even with ground truth depth, the warped image may contain vacancies, as some

pixels from one image may not correspond to any pixels in the other image due to

differences in view angles. The accuracy of depth predictions directly influences the

quality of the reconstructed image; the better the model predicts the depth, the

more accurately it can reconstruct the image. By comparing the warped left image

with the actual right image, additional self-supervision signals can be integrated to

enhance the depth predictions indirectly.

Loss Function

The loss function consists of three terms. First term penalises the difference between

the model predictions and the dense depth annotations, for achieving a sufficiently

accurate pixel-wise mapping.

Ldepth = 1
N

N∑
i=1

(Dannotaion,i −Dpred,i)2 (5.18)

Second, to encourage smoother predictions, the mean error of the second-order

derivatives of the predicted depth along both the x and y axes is penalised. This

smoothness loss, Lsmooth, aims to minimise abrupt changes in depth values by
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quantifying the curvature of the depth map. It is formulated as follows:

Lsmooth = 1
N

N∑
i=1

∣∣∣∣∣d2∇Dpred,i

d2x
+ d2∇Dpred,i

d2y

∣∣∣∣∣ (5.19)

By penalising high-frequency variations, the model is encouraged to produce depth

maps with smoother transitions, enhancing overall prediction quality. Third, the

image reconstruction constraints are utilised to minimise the difference between

the actual right image and the warped left image therefore improving the network

performance indirectly:

Lrecon = 1
N

N∑
i=1

(Ri − Lwarped,i) (5.20)

As mentioned before, due to the different viewpoints, there will be holes in the

warped image. Therefore, the loss is calculated only where the pixel values are

greater than 0 in the warped images. To summarise, the entire loss function for the

model is:

L = Ldepth + a× Lsmooth + b× Lrecon (5.21)

Where a and b are the hand-designed hyper-parameters for the second and third

terms.

5.4 Experiments

5.4.1 Implementation Details

In implementation, the Town 02 map in the CARLA simulator is used as the training

environment, as shown in Fig. 5.6. To set up the environment as realistically as

possible, 50 vehicles and 30 pedestrians are randomly spawned and controlled by the

autopilot controller. Stereo cameras and a LiDAR are attached to the agent vehicle

for both data collections and training.
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Figure 5.6 A shot of the training environment CARLA Town 02. Comparing to
other maps in CARLA, Town 02 has narrow driving roads and frequent intersections,
which is difficult for the agent to navigate around. [Wang et al.]

5.4.2 Dataset Collection

Expert Driving Data

The expert data is collected by driving around in the environment using the CARLA

PID controller, which works as a fully observed algorithm. It uses all the information

collected by the Motion Planner Stage to generate throttle, brake, and steering

commands. The process consists of three stages:

1. Localization – This obtains the position and velocity of all vehicles and creates

future waypoints based on the previous trajectory.

2. Hazard Detection – Collision and traffic light detection occurs in this stage.

3. Motion Planner – This estimates actions based on information from the previous

stages.

During experiments, the expert agent occasionally crashes due to "car accidents"

caused by surrounding vehicles which also proves the limit of PID controller but the

collision data could also be helpful for the later reinforcement learning as introducing

the hazard scenarios. The ego agent is spawned randomly in the environment and

50 episodes of demonstration data are collected with a success rate of 85%.
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In the reinforcement learning phase, the environmental settings remain the same

with those used during the demonstrations. The pre-training SAC with Imitation

Learning model (SIL) uses a depth image of size 256× 128 generated by the proposed

depth completion model Reconstruction Constrained Deep Fusion Network (RDFNet)

as visual input. This depth image is concatenated with additional matrix inputs

including the current speed and the relative distance between the target and current

position as the final input for the policy network, the value network and the Q-

network in SIL. The target point is fixed, and in each episode, the ego car is spawned

randomly in the map. The policy network of SIL outputs an action consisting of

throttle, brake, and steering. Additionally, an early-stop mechanism is implemented

to terminate an episode when the agent moves into unreasonable space, such as

grass and areas deep in the buildings, effectively preventing meaningless exploration

during training.

Depth Completion Data

For the depth completion task, a total of 8328 frames of data are collected, including

stereo images, LiDAR pointcloud, and the ground truth depth, with a resolution of

256× 128 by driving around in Town 02 and Town 03. Among them, 2854 frames

are used as the validation set, resulting 5474 frames for training. The detailed sensor

configurations are listed below:

1. LiDAR – (a) Laser Range: A maximum range of 120 metres; (b) Vertical

Field of View: from -24° to +2°; (c) Horizontal Field of View: 360°; (d) Scan

Frequency: 10 Hz.

2. Stereo Camera - (a) Baseline: 0.54 metres; (b) Resolution: 256× 128; (c) Field

of View: 90°

In the experiment of depth completion task, the model RDFNet is trained with

collected dataset on a 12 GB Nvidia RTX 3060 graphic card for over 30 epochs.

Parameters a and b in Equation (5.20) are treated as hyper-parameters. Additionally,

two variants of RDFNet are tested to show the efficiency of the proposed method.
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Scenario Input (Depth) Drive Straight Turn Making Navigation Full Navigation
Town 02

(Trianing Environment)
Ground Truth 1.0 0.96 0.74 0.68

Predicted 1.0 0.94 0.70 0.68

Town 03 Ground Truth 1.0 1.0 0.94 0.88
Predicted 1.0 0.96 0.90 0.86

Town 04 Ground Truth 1.0 0.94 0.92 0.88
Predicted 1.0 0.96 0.84 0.80

Town 05 Ground Truth 1.0 1.0 0.76 0.68
Predicted 1.0 0.96 0.72 0.66

CIRL Town 02 [141] 1.0 1.0 0.53 0.41
Table 5.1 Task success rate in various environments and categories. Both using
ground truth depth and predicted depth as inputs are considered. [Wang et al.]

First one is using early fusion instead of deep fusion, the other variant is trained

without reconstruction loss. Root mean squared error (RMSE) is employed as the

standard metric for evaluation benchmark.

5.4.3 Results

Results of Driving Agent

The driving model SIL is tested in three different unseen maps (Town 03, Town

04, Town 05) and the training environment (Town 02) to evaluate its performance

generalisation capability. To provide a meaningful comparison with other works,

three additional tasks are included: straight driving, making turns, and navigation

without surrounding cars (Navigation), in addition to the original task of navigating

with surrounding cars (Full Navigation) to a target point for evaluation. A total of

50 test runs are performed in each scenario. The success percentages for these four

tasks are shown in Table 5.1, with higher percentages indicating better performance.

The results are compared with the state-of-the-art method, Controllable Imitative

Reinforcement Learning for Vision-based Self-Driving (CIRL), as the tasks are similar

and conducted in the same environment.

As illustrated in Table 5.1, the driving model SIL demonstrates good performance

levels across different urban environments. When provided with ground truth depth

input, SIL effectively managed sub-tasks such as straight driving and making turns,

achieving results that are comparable to those of CIRL. In the more challenging

navigation task that require a series of decision making, SIL continues to yield
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competitive results. The model scores over 70% in these scenarios, with some

instances reaching as high as 94%. Such performance highlights the effectiveness of

the learning algorithm in dynamic environments that demand continuous decision

making. In the full navigation task, the most challenging and realistic task including

surrounding vehicles and pedestrians, SIL still performs admirably. Results range

between 66% and 88%, reflecting the model capability to handle complex interactions

in a busy urban setting. In contrast, the performance of CIRL shows a sharp decline

when transitioning from making turns to executing navigation tasks, with scores

dropping from 71% to 53% and further down to 41%. This significant drop illustrates

the challenges faced by CIRL in maintaining effective driving strategies under more

complex conditions.

However, a closer look of the results reveals noticeable performance difference between

Town 03 and Town 04 compared to Town 02 and Town 05. This discrepancy can be

attributed to the broader roads found in Town 03 and Town 04, which provide a more

forgiving environment for minor errors and leaving room allowing the ego vehicle to

correct any deviations from the intended driving trajectories, thus enhancing overall

success rates. At the same time, these results also prove the robust generalisation

capability of the SIL model, indicating its ability to adapt to unseen scenarios while

maintaining effective driving strategies.

While the performance of the model using the predicted depth is slightly lower than

using the ground truth inputs, it still outshines the results produced by CIRL in

each tested category. This comparison enable the possibilities of building on-board

perception module with the DRL driving model for the future researches.

Results of Depth Completion

Evaluations are also conducted for the depth completion model RDFNet indepen-

dently. First before training, the incomplete depth maps pre-processed from the

collected data are tested, with the RMSE already impressive at 38.34. To compare

with state-of-the-art techniques, several methods are selected and evaluated on the

collected synthetic datasets. The depth range is capped at 70 metres, any objects
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Method CAP RMSE MAE
Sparse-to-dense (gt) [149] 70 17.45 5.02
Revisiting Sparsity [150] 70 19.76 5.98

Sparsity Invariant CNNs [142] 70 34.37 9.91
Early Fusion 70 5.67 2.27

Without Warping 70 8.99 2.82
RDFNet 70 2.66 0.77

Table 5.2 Performance comparison with state-of-the-art methods on RMSE and MAE.
The depth range is capped at 70 metres, which are the practical range of real-world
applications. [Wang et al.]

Figure 5.7 Visualisation of the ground truth and the predicted depth maps. [Wang
et al.]

further that 70 metres are set at depth value 70 for a more realistic application, which

is common in this field. As shown in Table 5.2, comparing to other methods, RDFNet

demonstrates better performance with an RMSE of 2.66 and a Mean Absolute Error

(MAE) of 0.77.

In the ablation study, the Early Fusion variant achieves an RMSE of 5.67, indicating

that the deep fusion technique contributes to a reduction of approximately 3.01

in RMSE. The other variant, Without Warping, only reaches an RMSE of 8.99,
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highlighting the effectiveness of the reconstruction constraint loss proposed in this

chapter, which brings a 6.33 improvement in RMSE.

In addition to the quantitative results, Fig. 5.7 presents five example scenes that

offer visual comparisons between the ground truth depth maps and the predicted

depth maps generated by RDFNet and two other variants. The depth maps are

colourised to enhance visual differentiation, making it easier to assess the accuracy

of the predictions.

5.5 Summary

In summary, the proposed method for guidance agent, SAC with Imitation Learning,

demonstrates a significant improvement in performance over previous approach in

the realm of urban autonomous driving. By integrating deep reinforcement learning

with imitation learning, this method effectively leverages the strengths of both

algorithms. The innovative updating strategy employed allows the policy network to

make more efficient transfer from using expert data during the imitation learning

phase, accelerating and enhancing the overall learning process. This leads to a

more robust and adaptive agent capable of navigating complex driving scenarios.

Furthermore, the proposed depth completion model effectively addresses critical

perception challenges encountered in autonomous driving. By transforming available

raw data into more dense depth maps, the depth model receives better inputs.
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Chapter 6

Single-Agent Robustness Against

Perturbations

In this chapter, the robustness of a single deep reinforcement learning

(DRL) agent is investigated against state adversarial attacks. The adver-

sarial attacks work as a directional interference to mislead and determine

the performance of the trained DRL agent, which can be considered as

cyber-attacks or real-world uncertainties. This study proposes a defence

algorithm to mitigate the state perturbations, ensuring the concrete ro-

bustness of the driving model in worst-case situations. Furthermore,

an explainable attack detector is introduced to accurately predict the

presence of adversarial attacks and provide an explainable visualisation

of the decision-making process, further enhancing the reliability of the

proposed robust algorithm.

Associated Publications This chapter is based on the following published work:

Wang C, Aouf N. Explainable Deep Adversarial Reinforcement Learning Approach

for Robust Autonomous Driving[J]. IEEE Transactions on Intelligent Vehicles, 2024.
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Deep Reinforcement Learning (DRL) has made promising progress in autonomous

driving planning and guidance within dynamic urban scenarios. As the potentials

for real-world applications increase, so does the demand for a safe and robust

driving system. For example, an end-to-end deep reinforcement learning agent makes

guidance decisions based on the observation states extracted from perception sensor

inputs, which can be interfered by unpredictable adversarial attacks. The latter

causes adversarial observation states, which easily leads autonomous driving agent

to incorrect decisions and ultimately to unintended accidents. In this chapter, both

attack and defence approaches are proposed for robust learning-based self-driving

agent. The optimal observation perturbation is realised using an efficient augmented

gradient-based method. An attack detection deep network with saliency map based

explainability is then proposed to flag up to the users the existing danger of the attacks

on the sensor perception. Furthermore, to ensure safe driving under these perceptional

perturbations, a deep adversarial reinforcement learning based approach is proposed

for robust autonomous driving in roundabout passing scenes. PPO (Policy Proximal

Optimisation) [20] is adopted as the baseline guidance algorithm and a theoretical

supported constraint, multi-object objective function optimisation is developed to

efficiently mitigate the effect on the deep guidance autonomous driving policy from

strong adversarial attacks. Extensive experiments and evaluation are conducted

on the proposed robust model under various adversarial attack configurations in

traffic scenarios. The method shows significant improvements coping with optimal

adversary in dynamic environments.

6.1 Overview

In recent years, autonomous driving has attracted major research interests because

of its capacity to bring the prospect of greater convenience, mobility efficiency and

safety to the automotive industry. Researchers have made significant progress in

different applications in autonomous driving field, such as scene understanding

(perception), localisation, mapping and path planning. In particular, state-of-the-art
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deep reinforcement learning based algorithms are able to handle the challenging

decision making (guidance) tasks in dynamic environments [134, 151–153].

Despite of existing successes, these simulation based methods work well under ideal

experimental conditions, in which the sensors are all time properly functioning. The

observations delivered by these sensors may inherently contain uncertainties due to

various factors such as unavoidable sensor errors or natural equipment inaccuracies,

and adversarial attacks. Among them, adversarial attacks are the strongest directional

interference. A policy of a DRL agent that is not robust to such perturbations can

encounter catastrophic failures in more realistic environments. In light of these

risks, autonomous vehicles are required to ensure that their decision making system

can handle the adversarial perturbations from perceptual sensing module. Having

stated the importance of such problem, only few researches investigated deeply

the aforementioned challenge. Some works [154–156] adopt adversarial training

from supervised learning scheme to improve the robustness of such deep based

guidance schemes. Specifically, the agent is occasionally attacked and the adversarial

trajectories are generated during the data collection. Then some existing DRL

algorithms are trained with the replay buffer containing adversarial transitions

generated before. However, for most environments, naive adversarial training leads

to unstable training and deteriorates DRL agent performance [157, 158] or does not

significantly improve their robustness under strong attacks.

To address this problem, this chapter introduces an explainable deep adversarial

reinforcement learning approach for autonomous vehicles to improve the performance

and robustness of driving policies against the observation adversarial attacks. The

key contributions can be summarized as follows:

1. A Markov Decision Process (MDP) with perturbations is established to model

the decision making behaviors of an autonomous vehicle under policy constraints

and observation perturbations for roundabout scenarios.

2. A white-box optimal attack method based on FGSM is proposed to approximate

the worst observation perturbations due to sensor attacks. In the testings,
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this attack technique can efficiently lead the non-robust deep reinforcement

learning agent to failures.

3. A robust proximal policy optimisation algorithm is proposed to obtain a robust

policy for roundabout making under bounded strong observation perturbations.

4. Furthermore, an explainable adversarial attack detection network is presented

to provide an insightful visualisation on how the DRL agent is making the

decision based on the sensor inputs and how is the adversarial attack influencing

on that, as well as additional information to alarm the users of the system

whether the guidance agent is under attack or not.

Extensive experiments are carried out in the realistic unreal-engine powered simulator

CARLA [49] with dynamic surrounding traffic and various attack strengths to evaluate

the performance of the proposed methods. The proposed optimal adversaries show

strong effects on the baseline DRL agent. This results further prove the improvement

of performance and robustness of the adversarial defence method. Synthetic data is

collected to train and evaluate the detection network, which shows highly reliable

detection accuracy.

6.2 Related Works

6.2.1 Deep reinforcement learning based autonomous driving

Following the major breakthroughs of deep reinforcement learning (DRL) in recent

years [159, 36], researchers have started to use DRL to address the decision-making

problems in autonomous driving [160, 151, 161]. DRL based methods can greatly

decrease the heavy reliance on the large amount of data because they do not

specifically need large labeled driving data for training comparing to supervised

learning scheme adopted methods such as behavior cloning and imitation learning.

Alternatively, they learn and enhance their scene understanding and decision-making

capability via interactions with the environment. Besides, human pre-collected

data could be biased to cover the hazard and failure situations where DRL based
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methods can be used in the collision or close-collision scenarios, where self-driving

vehicles learn to deal with dangerous scenarios in the simulation. Dong Li et al

[162] solves the lateral control for autonomous driving by introducing an individual

perception module for the track features prediction and the DRL control module

for the control action prediction. They claim that their framework outperforms

the conventional linear quadratic regulator (LQR) controller and model predictive

control (MPC) controller on different tracks. [163] introduces a velocity control

model for autonomous driving to focus on delivering safe, efficient, and comfortable

experience. By analysing human driving data and combining driving features related

to safety, efficiency, and comfort, this method develops a reward function encouraging

the driving agent to maintain stable while avoiding obstacles. To further exploit

the human prior knowledge, [164] combines deep reinforcement learning and human

expert demonstrates based imitation learning with uncertainty estimation. Then the

DRL agent learns by regularising the KL divergence between the DRL agent’s policy

and the imitative expert policy.

Unlike supervised learning methods, DRL approaches can mitigate the high cost of

data collection in hazardous scenarios by training models within virtual simulation

environments, allowing for cost-effective failure occurring learning. However, as

they running in a perfect conditioning simulation environment, many DRL based

decision-making methods do not take observation uncertainty due to sensor failure

or attacks into consideration, leading to unstable and less robust driving strategies

that could make the vehicle unsafe under more realistic environment settings.

6.2.2 Adversarial attack on DRL

Though deep learning models recently achieve significant improvement, research

shows that these well-trained models are still very vulnerable to adversarial attacks.

Adversarial attacks on camera sensor often lead to visually similar images to the

normal images from a human perspective, yet they can deceive deep learning models

into generating inaccurate predictions. Generally there are two types of adversarial
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attack methods, white-box attacks and black-box attacks, depending on if the attacker

has full access to the models’ parameters or not.

In [165], a Bayes optimisation based approach was proposed to generate the painting

of black lines on the road to counterfeit lane lines and make the vehicle deviate from

the original orientation. Experiments were conducted in CARLA simulator, and

results showed that end-to-end driving models were attacked and deviated to the

orientation chosen by attackers. He et al. [166] combined Bayesian optimisation

and Jensen-Shannon (JS) divergence to measure average variation distance of the

policies attacked by the observation perturbations for optimal black-box attacks.

Behzadan and Munir [167] studied black-box attacks on DQNs with discrete actions

via transferability of adversarial examples. Pattanaik et al. [168] further enhanced

adversarial attacks to DRL with multi-step gradient descent and better engineered

loss function. They required a critic or Q function to perform attacks. Typically, the

critic network learned during agent training. For white-box approaches, Huang et

al. [169] evaluated the robustness of deep reinforcement learning policies through

an FGSM based attack on Atari games with discrete actions. Kos and Song [170]

proposed to use the value function to guide adversarial perturbation search. Lin

et al. [171] considered a more complicated case where the adversary is allowed to

attack only a subset of time steps, and used a generative model to generate attack

plans luring the agent to a designated target state. In this chapter, a FGSM based

method is introduced to generate optimal adversary examples by maximising the

pre-defined collision risk. Results show that with a small strength parameter ε and

minimal visual difference, our method can efficiently misguide the well-trained agent.

6.2.3 Explainability for Deep Learning

Despite the success in deep learning, its explainability is limited due to its pre-

dominantly black-box nature. Researchers have been investigating ways to provide

explanations for the decisions made by deep neural networks. A major trend of

works focus on attributing importance or relevance to different input features. These

methods aim to identify the parts of the input that contribute most to the model’s
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output. Examples include SHapley Additive exPlanations (SHAP) [172], Local

Interpretable Model-agnostic Explanations (LIME) [173], and Gradient-based Class

Activation Mapping (Grad-CAM) [129]. Among them, gradient-based methods excel

in providing better visual explainability, which are easier for human to understand.

T. Nathan et al. [174] use a layer-ordered visualisation of information to visualise

individual scale/layer contributions, and combine them into a single saliency map.

By exploiting saliency map order equivalence, their method exceed traditional Grad-

CAM and Grad-CAM++ without increasing the computational costs. Ekrem et

al. [175] propose an attention-based saliency map prediction model to interpret

the relationship between saliency and driving decisions. Similar to gradient based

saliency methods, attention based methods also provide comprehensive visualisation.

During training, the network focuses on specific parts of the inputs by nature, and the

attention mechanism will gradually increase the weights of important parts through

training. Kim and Bansal [176] propose an attentional bottleneck architecture and

combine with visual attention to predict trajectories for autonomous driving cars

and improve model explainability. To understand the intrinsic mechanism of the

trajectory predictions, [177] utilise a transformer model with multiple prediction

heads to retrieve the influencing factors of the predictions. Lei et al. [178] further

explain DRL using both visual and texture explanation. In our work, the proposed

saliency map based attack detection model not only provides detects adversarial

attacks but also explainability to interpret the decisions made by our robust driving

agent.

6.3 Methodology

6.3.1 Framework Overview

In this section, an explainable deep adversarial reinforcement learning approach

for autonomous driving is proposed to enhance the robustness of RL agent against

the observation perturbations. Our framework consists of three main components,

including:
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Figure 6.1 The framework overview. [Wang et al.]

1. An optimal adversarial attack generation to model the strongest observation

perturbations on the perception of the driving agent.

2. An adversarial deep reinforcement learning scheme against the introduced

optimal attacks to guarantee a robust guidance performance.

3. An efficient adversary detection model based explainability to show whether

the guidance DRL network is under adversarial attacks.

Furthermore, with the explainability mechanism, the detection network provides

more insightful information on the behavior of the driving agent under observation

perturbations. The system overview is shown in Fig. 6.1.

6.3.2 Markov Decision Process with Perturbation

A deep reinforcement learning task can be considered as a continuous decision-making

problem, which follows the Markov Decision Process (MDP) [35]. Basic MDP is

defined as (S,A,P ,R, γ). The agent interacts with the environment of successive

state s ∈ S with actions a ∈ A, getting the step reward r ∈ R and the transition

probability p ∈ P to the next state s′ ∈ S. γ indicates the discount factor. The goal

of deep reinforcement learning is to find an optimal policy that has the maximum

accumulative discounted returns. In this section, to ensure the robust policy against
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perturbation, the Markov Decision Process with observation adversary (OA-MDP)

is defined.

In contrast to MDP, OA-MDP consists of a tuple of (S,A,P ,R, γ,SA,AA), where

sA ∈ SA is the set of states from S under optimal adversarial attack, and aA ∈ AA

is the action the agent responded to sA. The attacked state sA is a shifted state,

which models the worst case perturbation due to attacks on the sensor leading to aA
sub-optimal than a. A well-trained guidance policy network may be able to cope

with a weak and quick perturbation, turning back to the actual actions and the

desired trajectory after the state observations get back to normal. However under

strong and continuous adversarial attacks, this guidance policy network can easily

fail.

6.3.3 Problem Formulation

To get a DRL agent robust to adversarial attacks, the goal is to find the optimal policy

π∗ that maximises the accumulative long-term rewards under series of worst-case

perturbed states SA. This can be formulated as:

Jπ∗ = max
π
min

SA
Jπ(π,SA) (6.1)

It means that the overal problem is decoupled as two sub-problems. First is to solve

the inner minimum, finding the state SA under the worst-case adversarial attacks.

The details of optimal adversary generation is introduced in the later section. Second

is the outer maximisation of the long-term rewards under these adversaries, and here

the robust proximal policy optimisation is presented.

6.3.4 Optimal Adversary Generation

In this section, the inner minimisation part of the problem is solved modelling the

optimal adversarial attacks on observations based on a white-box technique. This

chapter requires an adversarial attack generation method which prioritizes ease

of implementation and computational efficiency. The Fast Gradient Sign Method
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Figure 6.2 An example of how our adversarial perturbation works on a trained agent.
[Wang et al.]

(FGSM), introduced by Goodfellow et al [179], fulfils these criteria. Additionally,

FGSM offers flexibility, allowing for the application of techniques like Basic Iterative

Method (BIM) [180] to introduce iterations in the calculations and enhance the

adversarial attack instead of increasing the perturbation parameter ε.

FGSM works by using the gradients of the neural network to create an adversarial

example. For deep reinforcement learning, the method uses the gradient ▽sL(π, s, a)

of the loss with respect to the input observation to create a new observation that

maximises this loss. The π refers to the policy network parameters, while the a is

the output action. The new masked observation is obtained by:

sadv = s+ ε ∗ sign(▽sL(π, s, a)) (6.2)

This new observation sadv is called the adversarial state. The ε parameter controls

the strength of the attack, and it varies from 0 to 1. The closer the value to 1, the

more visually distinguishable the sadv is. On the contrary, if the ε is small, it will be

harder to detect the difference with normal state for human eyes. As discussed in the

beginning of the section, to solve the inner min
SA

Jπ(π,SA), the generated perturbations

should lead the policy to minimum rewards. In our Robust PPO training, minimum

rewards refer to minimum advantage value, which is unobtainable during decision-

making phase. In such situation, an alternative loss function is established instead
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Figure 6.3 An Adversarial Example. The perturbation mask is enhanced for better
visualisation. The alterations in the attacked observation are hard to recognise with
the human eyes in reality. [Wang et al.]

of minimising the advantage value. Within the realm of autonomous driving, certain

throttle and steering actions in certain scenarios may pose potential danger. Based on

this idea, the gradient-based perturbations are introduced into the control system with

the aim of maximising the throttle and reversing the steering, thereby deliberately

maximising the risk of collisions. As shown in Fig. 6.2, in the turn making situation,

optimally, the agent should slow down and make a right turn. After introducing our

augmented FGSM, the agent will be encouraged to accelerate and make a sharp left

turn to make the collision.

The problem of using FGSM is the effective sensitivity to ε. In practice, a larger ε

is needed to make the perturbation effective on the deep guidance model decision.

However during training, this will make perturbations predictable and tolerated by

the model [155]. The BIM is employed to intentionally escalate the attack effeteness

associated with autonomous driving. The BIM iterates the process of a single

FGSM, which means a previous generated adversarial state will be the input of the

next adversary generation. By iterating FGSM, the influence of the attacks can be

increased without affecting the sensory image as much as by increasing the ε by a

comparable amount. Finally, with the risk encouragement and BIM, the optimal

adversary is obtained as:

sadv = sn + ε ∗ sign(▽sn(Ln))

sn = sn−1 + ε ∗ sign(▽sn−1(Ln−1)) (6.3)
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where

Ln = (−steer, 1)− (π | sn) (6.4)

sadv indicates the optimal adversary, and n is the iteration number. These attacsk

will lead the model to the worst actions in most of the cases. The test details of

success rate of the attack will be carried out in results section. The process of one

iteration of generating our adversarial sensory image sample is shown in Fig. 6.3.

6.3.5 Robust Proximal Policy Optimisation

To solve the outer maximisation with generated optimal adversaries, and learn the

robust optimal driving policy, a robust proximal policy optimisation algorithm is

introduced in this section. PPO is adopted as the baseline DRL. It is a model-free,

on-policy, stochastic method. It shares the similar idea of TRPO (Trust Region

Policy optimisation) algorithm [38], which restricts the policy update every step

based on the probability ratios or the divergences between the new policy and the

old policy. The most popular PPO variant employs a clipped surrogate objective to

prevent the new policy differing too much from the old policy:

Lclip(π) = Êt

[
min

((
π(a|s)
π′(a|s) , clip

(
π(a|s)
π′(a|s) , 1− ε, 1 + ε

))
Ât

)]
(6.5)

Where Êt denotes the expectation over t. π is the new policy parameters of the deep

guidance agent, and π
′ is the old policy, resulting π(a|s)

π′ (a|s) the ratios of the probability

of the new and old policy choosing action a under state s. ε stands for the constant

clip term that limits the policy update by constraining the ratio within a specified

range, preventing excessively large updates. Ât is the estimated advantage value,

obtained by calculating the difference between the observed reward for taking the

action a at the state s and the expected value predicted by the critic network at the

state s:

Ât = Qt(s, a)− Vt(s) (6.6)
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As a stochastic method, the policy network in PPO outputs a probability distribution

instead of an actual action. During training, actions are randomly sampled from

this distribution to increase exploration. In the experiment, a multivariate Beta

distribution is employed as the policy output to ensure a bounded action space.

A trained policy demonstrates robustness against adversarial attacks when the

behaviours at non-attacked and attacked states show minimal divergences. This

closeness in behaviour indicates that the policy remains effective and resilient in the

presence of adversarial perturbations. Based on the theorem in [181], given a policy

π and its value function Vπ(s), under the optimal perturbation sA, for all s ∈ S and

the corresponding sA ∈ SA, it holds that:

max
s∈S,sA∈SA

{Vπ(s)− Vπ(sA)} ≤ α max
s∈S,sA∈SA

DTV (π(s), π(sA)) (6.7)

Where the left indicates the long-term expected reward difference, which reflects the

performance gaps between normal states and adversarial attacked states. DTV (π(s), π(sA))

is the Total Variation Distance between π(s) and π(sA). The latter is the largest

possible difference between the probabilities that the two probability distributions

can assign to the same action. According to Pinsker’s inequality [182], DTV can be

linked to another distance Kullback–Leibler (KL) divergence [183]:

DTV (π(s), π(sA)) ≤
√

1
2DKL(π(s), π(sA)) (6.8)

In practice, computing KL divergence is more efficient compared to the summing

operation in DTV and easier to realise in continuous space. The differentiable aspect

of KL divergence also benefit the gradient based optimisation in the DRL algorithms.

Therefore, Equation (6.7) is further amended with the KL divergence distance to:

max
s∈S,sA∈SA

V (s, sA) ≤ max
s∈S,sA∈SA

√
1
2DKL(π(s), π(sA)) (6.9)

That is, if the KL divergences of the action probabilities are minimised under non-

attacked states and attacked states, the total variation distance DTV will also be
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minimised, therefore the performance gaps could be minimised too. The objective

function of the proposed robust proximal policy optimisation algorithm is then

developed. Combining the divergence term and the accumulative expected reward,

the optimisation problem is formulated as followed:

max
π
{Jπ +KLr}

subject to µ− L2(f(st, π), st) ≥ 0 (6.10)

Where

Jπ = Êt

[
T∑
t=0

γtr(st, at)
]

(6.11)

and KLr is the reverse term of the KL divergence of the action probability under

attacked and non-attacked states. Note that this pseudo term is only used here to

match the maximisation problem and will be transferred back to standard format

later. f is the optimal adversary generation function with policy π at current s. The

constraint condition for the maximisation optimisation indicates that the L2 norm

of the state difference under normal and perturbed states is bounded by µ. t and

γ denote the time step and discount factor respectively. Based on the Lagrange

multiplier technique, the generalised Lagrange function of the original optimisation

is obtained:

L(π, α) =
T∑
t=0

(
γt(st, at) +KLr +α(µ− L2(f(st, π), st))) (6.12)

Where α ≥ 0 is the Lagrange multiplier, a new variable introduced to replace the

constraint equation. Now consider a new function θP with respect to α:

θP (α) = min
α≥0
L(π, α) (6.13)

If policy π satisfies the constraint condition in Equation (6.10), it has:

θP (α) =
T∑
t=0

(
γtr(st, at) +KLr

)
(6.14)
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otherwise θP (α) = −∞. The proof is shown as follows:

Under a fixed policy π, minimising the Lagrange function corresponds to minimis-

ing the Lagrange-multiplier-weighted constraint α(µ− L2(f(st, π), st)). Given that

α ≥ 0, if (µ− L2(f(st, π), st)) < 0, which violates the constraint, the following holds:

min
α≥0

T∑
t=0

α(µ− L2(f(st, π), st))→ −∞,

⇒ min
α≥0

,L(π, α)→ −∞,

⇒ θP (α) = −∞. (6.15)

Conversely, if (µ− L2(f(st, π), st)) ≥ 0, which satisfies the constraint:

min
α≥0

T∑
t=0

α(µ− L2(f(st, π), st))→ 0,

⇒ min
α≥0

,L(π, α) =
T∑
t=0

(
γtr(st, at) +KLr

)
,

⇒ θP (α) =
T∑
t=0

(
γtr(st, at) +KLr

)
. (6.16)

Thus, it is proved that when the constraint is not satisfied, the minimisation leads

to −∞, while satisfying the constraint yields the primal optimisation problem.

The proof above denotes that maximising the newly defined function with respect

to policy max
π
θP (α) is equivalent to the primal problem in Equation (6.10), as they

both have the same solutions. Based on Equation (6.10) and Equation (6.14), the

primal optimisation problem is reformulated as:

max
π
θP (x) = max

π
min
α≥0
L(π, α) (6.17)

This optimisation is detailed by the two following steps:

(1) min
α≥0

T∑
t=0

(
γt(st, at) +KLr + α(µ− L2(f(s, π), s))

)

(2) max
π

T∑
t=0

(
γt(st, at) +KLr + α(µ− L2(f(s, π), s))

)
(6.18)
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Figure 6.4 Network structure of the robust DRL model. It consists of a feature
extract encoder, and the actor-critic network. The actor-critic network is fed with
the concatenation of the numeric features and the extracted features. [Wang et al.]

First, the policy π is frozen and the Lagrange multiplier α is updated based on step

(1). Then similarly, the updated Lagrange multiplier α is frozen to update the policy

π according to step (2). Specifically, step (1) can be represented as:

min
α≥0

T∑
t=0

(α(µ− L2(f(st, π), st))) (6.19)

And step (2) can be represented as minimising the negative terms:

max
π

T∑
t=0

(
γt(st, at) +KLr + α(µ− L2(f(st, π), st))

)

= min
π

T∑
t=0

(
−γt(st, at) +DKL,t − α(µ− L2(f(st, π), st))

)

= min
π

T∑
t=0

(
Ât +DKL,t + αL2(f(st, π), st)

)
(6.20)

Here as µ is independent from π, the term αµ is removed. The KL divergence DKL

is transferred back from KLr. Finally, the maxmin problem becomes a minmin

problem. In practice, Lclip(π) from equation 5 is used to replace Ât in Equation

(6.20) for better performance. Gradient descent is applied to find both the optimal

Lagrange multiplier α and the optimal policy π repeatedly through Equation (6.19)

and Equation (6.20) in each batch update. The objective function is a jointly

optimisation problem, where the parameters of the three terms Lclip(π), DKL,t and

L2(f(s, π), s) balance the performance under normal observation and the adversarial
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Algorithm 1 Robust Proximal Policy Optimisation
1: Initialise the actor network parameter θ0, the state-value critic network parameter
ϕ0, the replay buffer D;

2: Initialise the Lagrange multiplier α;
3: for k = 0, 1, 2, ... do
4: for t = 0, 1, 2, ... do
5: Sample action at ∼ π(θk)(at|st) based on the policy π(θk) and state st.
6: Generate optimal adversary sAt through equation 10.
7: Obtain transitions st+1, rt by executing at.
8: Store the transitions in Dk ← {st, at, rt, st+1, sAt}.
9: end for

10: Calculate the reward-to-go R̂t.
11: Calculate estimated advantage Ât through equation 6.
12: Obtain action distributions d, dA under all s and sA from Dk
13: Calculate KL divergence DKL based on d, dA.
14: Calculate L2 norm of the difference of attacked and normal states.
15: Update the Lagrange multiplier α by minimising the step 1 objective function:

αk+1 = argmin
α≥0

α(µ− L2(f(s, π), s))
16: Update the policy θ by minimising the step 1 objective function:

θk+1 = argmin
θ

Lclip(θ) +DKL + αL2(f(s, θ), s)
17: Update the state-value critic network parameter ϕ0 by regression on mean-

squared error:
ϕk+1 = argmin

ϕ

1
T

∑T
t=0(Vϕ(st)− R̂t)

18: end for

defence capability. In the experiments, it is discovered the policy will learn to satisfy

the constraint in Equation (6.10) and resulting the term αL2(f(s, π), s) in step (2)

to decrease during the gradient descent process, and α in step (1) will gradually

approach zero. Consequently, step (2) will find the minimum after α becomes zero.

For the parameter of DKL, experiments are conducted with several potential values

and the best performing one is chosen.

The proposed robust DRL actor-critic network structure is illustrated in Fig. 6.4.

The model takes the monocular RGB image as input, and concatenates the high-

level features extracted by the encoder with five additional numeric features. The

concatenated features are then fed into actor and critic networks. With our optimal

adversary generation and robust proximal policy optimisation, the problem formulated

in Equation (6.1) is solved. The robust method is detailed in Algorithm 1.
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6.3.6 Reward Function Design

The reward function design is one of the most crucial parts for DRL problems. To

make sure the agent accomplishes the roundabout making task while ensure the

safety, efficiency, the hand-designed reward function is defined as followed, which are

mainly two signals:

rtotal = rdone + rcompound (6.21)

For the rdone, five distinct terminal conditions are defined, and three of which share the

same reward value. These three conditions are characterized as ’Early Stop Signals’

to prevent situations considered as meaningless explorations, thereby enhancing

training efficiency:

1. Distance Threshold: If the distance between the center of the ego vehicle and

the road center is beyond a certain criterion, it reveals that the car deviates

too far from the desired trajectory.

2. Under-speed Threshold: If the velocity of ego vehicle is below 1 km/h for over

certain time steps. This usually means that the agent chooses being still to

avoid receiving the negative rewards, which is commonly seen in DRL training.

3. Over-speed Threshold: If the speed is over the pre-defined maximum speed.

For safety concerns, the maximum speed is limited at 25 km/h.

All three of these Early Stop Signals are assigned with a reward value of -100, aiming

to discourage actions associated with these conditions. Another terminal signal,

collision, consists of three different types: Collision with pedestrians; Collision with

other vehicles; and Collision with other objects. They are assigned respectively with

-1000, -200, -100, to express the severity associated with each collision type. Finally,

if the ego vehicle approaches the target position, the agent will receive a success

reward of 100.
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To calculate rcompound, two variables are introduced:

centering = 1− distance_from_center
max_distance_from_center (6.22)

angling = 1− | angle

max_angle | (6.23)

The distance_from_center refers to distance between the center of the ego vehicle

and the road center, and the angle denotes the angle between the car and the

vector of two neighboring way-points. Both of the variables are in range of [0, 1].

rcompound = V ∗ centering ∗ angling, and V changes depending on the vehicle speed.

When the speed is between 12 km/h and 22 km/h, V = 1. If the speed is below 12,

V = velocity
12 and if the speed exceeds 22 km/h, V = 1− velocity−22

3 . This setting aims

to encourage the DRL agent to maintain a safe speed within the range of 12 km/h to

22 km/h. In summary, the designed reward function balances the encouragement for

goal reaching, obstacle avoidance and safety. It is worth noting that the adversarial

attack defence algorithm is independent from the reward function design. Both the

baseline and the proposed approach are trained using the same reward function,

meaning that the efficiency of the robust method is hardly affected by the design of

the reward function.

6.3.7 Attack Detection Network and Explainability

In this section, an efficient explainability based adversarial attack detection network

is introduced for attack awareness and better understanding the fundamental of the

decision making process under adversarial attacks. Saliency maps are adopted to

provide insights into the DRL model’s decision-making process by highlighting the

most influential regions in the input space. Saliency maps help understand which

parts of the input contribute most to the agent’s actions. With careful analysis,

it is noted that the saliency maps generated from the same policy show certain

discrepancies under normal states and adversarial attacked states. This spurred the

decision to propose a deep network-based detector (CNN-based detector) exploiting
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Figure 6.5 Network structure of our adversarial attack detection model. [Wang et al.]

explainability based saliency maps by monitoring the saliency maps generated by

the gradients of the robust proximal policy optimisation agent. The detector will

learn and find patterns in the saliency map images to detect adversarial attacks.

By calculating the gradients of the outputs with respect to the feature maps from

the last convolutional layer of the robust DRL model, the saliency maps are obtained.

These maps are represented as heatmaps, and they will be up-sampled to overlay

on the sensor RGB image inputs to form the final visualisation. A novel adversarial

attack detection data is collected in Carla using the trained agent to drive around.

The details of the attack detection dataset will be explained in the experiment

section.

An optimised convolutional neural network architecture is designed to balance the

detection accuracy and the computation burdens. It consists of three convolutional

layers with channel numbers of 16, 32, and 64, respectively. All convolutional layers

have kernel size of 3, stride of 1, and padding of 1. Three linear layers are then

connected to the last convolutional layer with output neurons of 128, 64, and 2 for the

final prediction of adversarial or normal. Batch normalisation layers are employed

after the second convolutional layer and the second linear layer to stabilise the

training process. ReLU activation functions are used, and the network is initialised

using Kaiming uniform initialisation. The details of the network is shown in Fig. 6.5.

Cross-entropy loss function is used to fit the network outputs and the supervised

signals.
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Figure 6.6 Environment for experiments in CARLA. The training scenario comprises
the roundabout and its connecting extension road. The green cross means starting
point and red cross is destination. The yellow line is demonstrating trajectory. [Wang
et al.]

6.4 Experiments

6.4.1 Simulator and Scene Settings

The training and evaluation of the proposed framework are implemented in CARLA

simulator. CARLA is an open-source platform for development, training, and

validation of autonomous driving systems. It has a rich library of vehicle models and

realistic urban road modelling, hence being near ideal to urban driving simulation.

The experiment takes place in Town 3, as shown in Fig. 6.6. The ego agent is

randomly spawned around the starting point, and the task is to navigate through

3/4 of a roundabout while avoiding static and dynamic obstacles, such as road lamps,

surrounding vehicles and pedestrians, where the latter move autonomously using

PID controllers. The task is challenging due to multiple exists in the trajectory to

avoid entering, and the unpredictable movement of pedestrians and vehicles which

are randomly spawned in the map.
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Hyper-parameter Value
discount factor γ 0.99

RL network learning rate 0.0001
Lagrange multiplier learning rate 0.01

initial Lagrange multiplier α 0.01
memory size 5000
clipping ratio 0.2

constraint threshold µ 0.001
Table 6.1 Hyper-parameters for the experiments. [Wang et al.]

6.4.2 Implementation Details

The DRL agent takes 160*80 RGB images as inputs from a monocular camera and

5 numeric features: throttle, velocity, steer, the distance between the vehicle and

the road centres, and the angle between the vehicle forward vector and the tangent

to the road as shown in the network structure in Fig. 6.4. Specifically, the encoder

extracts the high-level features from the RGB image, and they are concatenated

with the five numeric features. The policy network and value network share the

parameters in feature extractor, where the high-level information is shared to benefit

both tasks during the training. For the constraint threshold µ, a suitable value

is selected manually from candidate values through experiments. This threshold

serves to restrict the gradient changes of the policy network outputs in response to

adversarial attacks. It is sensitive to the scenario as it significantly affects the stability

and performance of the training process. The main hyper-parameters used are shown

in Table 6.1. To increase the uncertainties in the process of generating optimal

adversarial attacks, a normal-distributed random strength controlling parameter ε

is used, with mean = 0.01 and std = 0.012, and the value of ε is limited in range

[0.01, 0.05]. Additionally, two methods are implemented to handle the bounding

of adversarial attacks during training time. First, following [181], the attacks

are manually constrained by employing a clipping technique on the adversarial

states. This technique restricted the magnitude of changes resulting from the

generated optimal adversaries. While this approach enhances training stability, it

may potentially limit the overall performance of the driving policy. Secondly, the
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Figure 6.7 Training curves of the proposed model and its variant (constraint optimi-
sation only), and the baseline model. [Wang et al.]

manual bounding process is disabled, enabling the algorithm to autonomously learn

and naturally satisfy the constraint of the observation changes due to adversarial

attacks within µ, as described in Equation (6.10). During the testing phase, manual

bounding is not applied to either model, as it is unfeasible to confine the adversarial

attacks or observation uncertainty within a specific range in real world. In the robust

agent evaluation section, the performance comparison of the proposed method is

conducted using these two implementations. The model runs at 250 fps in CARLA

on a single RTX 4090 graphic card.

6.4.3 Results

In this section, experiments are carried out for the efficiency assessment of the optimal

adversarial attacks, the robust guidance policy evaluation and the adversarial attack

detection accuracy as well as explainability. To realise these tests, first the baseline

(PPO), the proposed robust model with different attack bounding policies, and its

variants are all trained. The training is conducted in the roundabout scenario with

randomly spawned surrounding traffic. All algorithms are trained under the same

applicable hyper-parameter settings and environment conditions. Fig. 6.7 shows the
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Figure 6.8 The attack success rates at different settings of 100 (a) and 200 (b)
continuous frames of perturbation. [Wang et al.]

training curves of the proposed method (no manual bounding), proposed variant

(constraint optimisation only) and the baseline. The proposed model demonstrates

faster convergence compared to the other two. As the driving trajectories are

generated by the actions based on the normal observations in training, the episodic

rewards represent the performance under normal observations, but not necessarily

reflect the robustness of the models. Detailed robustness tests will be conducted in

the later section.

Adversarial Attack Evaluation

Before testing the robust deep reinforcement learning agent, the impact of the

proposed optimal generated adversaries is evaluated at various experiment settings.

The attack strength parameter ε is set from 0.01, to 0.025, 0.05, 0.075 and 0.1.

At each ε, different numbers of iterations are applied at 1, 5, 10, and 20. As the

model runs at a very high 250 fps, it needs more frames to be attacked to make a

deviation in the DRL decision making process. Therefore two sets of attack frames

are conducted at 100 and 200 continuous frames. It is observed that in the testing

time, certain levels of adversarial attacks cause the agent to be seriously off the

desired path, for example to the lawn and the sidewalk, but eventually the agent

avoids collision or avoids out-of-lane threshold. To increase the difficulty of testing

and distinguish the attack abilities, a successful attack is defined as leading the
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self-driving agent directly or finally into collision or exceeding out-of-lane threshold.

The adversarial attack evaluation in this section is tested on the non-robust trained

normal PPO, with 10 episodes in each configurations. The results are shown in Fig.

6.8. The success rate is positively related to the number of iterations and the value of

ε. It also can be seen that, higher iterations or higher strength parameters normally

lead to higher success rates. The results in Fig. 6.8 (a) with 100 attack frames

are first analysed. When the iteration is 1, which means that the attack method

is just the FGSM, the impact on the trained deep guidance agent is unstable and

relatively minor despite how strong the ε is. This also implies that the impact gained

from increasing ε is not as substantial as increasing the iteration numbers when

the iteration is small. The success rates are below 20%, and even invalid at 0.01,

0.05 and 0.1 of ε. The adversarial attacks have similar impact when the numbers

of iterations are set at 5 and 10 (although relatively higher). Their success rates

vary from 30% to 90% depending on the strength parameter settings. Lastly, the

generated attacks hold the highest and stable impact performance when the number

of iteration is 20. At the smallest ε, it still holds 40% of success attacks. Furthermore,

with the increase of ε, it reaches 100% attack success rate. This result also indicates

that a well-trained non-robust PPO has no chance in surviving under such strong

adversarial perturbations.

The influence of the attacks is further elevated by increasing the continuous attack

frames to 200. Fig. 6.8 (b) shows the evaluation results with the same configurations

as 100 frame attacks. As expected, even with increased number of frames, the

attack with 1 iteration as function of ε remains the lowest success rate and unstable.

Iteration 5 does not show significant improvement comparing to 100 continuous

frames attack, and reaches a limit of 70% success rate after ε is over 0.05. Iteration

20 and 10 share most part of the performance curve except at ε of 0.025. Same as

before, both of them can hit a 100% of success rate. In a word, the proposed optimal

adversary generation shows great performance on disturbing the decision making of

the self-driving DRL agent, and with the proper settings the attack success rate can

easily remain in 90-100% level. Note that due to the high fps the model running at,

the 100 and 200 consecutive frame attacks only take 0.4 and 0.8 seconds of simulation
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Epsilon Method Average Reward Collision Rate Success Rate

0.05

Baseline 1133.15±109.31 0.070±0.012 0.080±0.049
Constraint 2187.47±254.83 0.099±0.018 0.670±0.078

Ours Manual 2441.15±204.86 0.040±0.014 0.770±0.096
Ours 2656.04±341.03 0.038±0.013 0.809±0.113

0.1

Baseline 803.08±142.49 0.230±0.012 0.000
Constraint 1684.47±256.93 0.078±0.015 0.450±0.103

Ours Manual 1928.81±142.49 0.044±0.020 0.530±0.096
Ours 2255.70±281.91 0.042±0.004 0.679±0.086

Table 6.2 Evaluation of different algorithms with different epsilon value. The con-
straint refers to the model with only the constraint optimisation. Ours and Ours
manual share the same algorithm but Ours is implemented without manual clipping
for the adversarial attacks. [Wang et al.]

time, respectively.

Robust Agent Evaluation

In the previous section, the optimal adversary generation shows a great impact on

the decision-making process of the baseline deep guidance agent. The performance

gaps between 200 and 100 consecutive frame attacks become negligible at higher

strength parameters ε and iteration numbers. To evaluate the performance of the

proposed robust guidance algorithm under observation perturbations, two difficult

attack configurations are chosen, ε = 0.1 and ε = 0.05 which have over 80% success

rate in the previous evaluation. Both ε values are set with iterations of 20 and 100

consecutive frames adversarial attacks. For each category all models are evaluated

for 100 episodes. Note that a stochastic ε value is used in the training, while the

maximum value is only 0.05. In other words, most of the adversarial attacks in the

evaluation are much stronger than the ones in the training process.

Four methods are evaluated, the baseline PPO, the proposed method with only

constraint optimisation, the proposed method with manual attack bounding, and

the proposed method without bounding. The categories are defined as followed:

1. Average Reward: The average accumulative reward per episode.

2. Average Success Rate: Current success times to reach the goal position over

current episodes
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3. Average Collision Rate: Current collision encounters over current episodes.

Note that despite the concerns about the bias in evaluation due to incorporating extra,

non-attacked numeric data as inputs to enhance stability and performance, the results

still show substantial impacts on the baseline model, resulting in high failure rates.

The proposed method effectively handles strong adversarial attacks under the same

conditions, indicating that the additional inputs do not compromise the evaluation

outcomes. In Table 6.2, Ours (the proposed method without bounding) leads all the

categories. Fig. 6.9 illustrates the performance of these models under the two settings

in a more comprehensive way. The thin line is the mean value of each category and

the standard deviation is visualised around the mean value. Overall as it can be seen,

Ours outperforms the baseline model with large margin in terms of accumulative

rewards, task success rate, and collision encounters. Specifically, with ε = 0.05 in Fig.

6.9 (a), the baseline deep guidance model is at 1133.15 per episode. In contrast, the

proposed method achieves around 2656.04 accumulative reward an episode, which

represents 134.4% gain from the baseline. Comparing to the Constraint (with only

constraint optimisation), Ours achieves 21.4% improvement. And as expected, the

manual attack bounding (Ours Manual) loses 8.8% of performance, but still averages

2441.15 in terms of reward. In the category of task success rate in Fig. 6.9 (b),

Ours averages 80.9%, leading the baseline (at 8.0%) by 72.9%. With this attack

strength, the baseline model can barely finish the task, due to the sub-optimal or

worst decision making impacted by the adversarial attacks. The robust guidance

model and its variants on the other hand keep resistant to the strong perturbations.

All models demonstrate low tendency towards collisions in Fig. 6.9 (c), but Ours

holds the advantage at the lowest 3.8% of collision rate. From this result it can

inferred that surpassing the out-of-lane threshold contributes to the majority of

failure cases in the attack evaluation section. The reason that the collision rate of

baseline does not match the attack success rate in the previous section is that the

out-of-lane situations are excluded here.

When the attack strength escalates to ε = 0.1, as expected, the baseline model shows

worse robustness to the perturbations. In the reward category in Fig. 6.9 (d), the
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Figure 6.9 Detailed comparisons between the proposed method and baseline. The
agent is attacked with 100 consecutive frames with the same iteration = 20 and
surrounding traffic. In (a)(b)(c) ε = 0.05 and in (d)(e)(f) ε = 0.1 . The curve line is
the mean value while transparent area indicates standard deviation. [Wang et al.]

baseline decreases to 803.08, whereas Constraint reaches 1684.47, marking a 109.7%

improvement already. Ours Manual achieves 1928.81, 140.2% better than the baseline.

In comparison to manual bounding, Ours achieves an average cumulative reward

of 2255.7, marking a 180.8% increase over the baseline. This demonstrates a 33%
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Figure 6.10 Visualisation of the road in the training cloudy noon (left) and the
unseen heavy rain (right) weather condition. [Wang et al.]

improvement over the Constraint method and a 17% enhancement solely attributed

to the autonomously bounding learned by the proposed algorithm. In terms of task

success rate, the baseline model exhibits a complete failure, being unable to complete

a single episode. Although the performance of Constraint, Ours Manual and Ours

decline compared to the setting with ε = 0.05, they still successfully reach the goal

point without collisions at 45%, 53% and 67.9% of the time respectively. Under

the stronger attacks, the notable performance difference emerges in the collision

category. Ours experiences a collision rate of 4.2%, close to the previous setting.

The baseline encounters collisions 5.47 times higher than our model. Moreover, Ours

demonstrates superior performance across all categories without the need for manual

perturbation bounding. This highlights the algorithm’s capacity to learn and restrict

observation shifts caused by gradient-based adversarial attacks during training,

thereby enhancing robustness against stronger, unbounded perturbations. The

divergence based optimisation term further reduces the action probability generated

under normal and attacked observations.

These tests demonstrate the capability of the proposed robust proximal policy opti-

misation guidance model to remain resilient against strong adversarial perturbations

while maintaining proficient performance in the driving tasks. Moreover, to assess

the generalisation capability of the proposed method in handling domain shifting,

another challenging scenario that requires system robustness, both the proposed

model and the baseline model are evaluated under the heavy rain weather condition,
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Methods Average Reward Collision Rate Success Rate
Baseline Normal 780.14±111.25 0.034±0.014 0.01±0.02

Ours Normal 2031.25±283.47 0.012±0.007 0.56±0.08
Baseline Attacked 764.71±103.88 0.123±0.025 0

Ours Attacked 1776.56±202.49 0.017±0.007 0.42±0.07
Table 6.3 Evaluation in the unseen heavy rain weather condition. The proposed
method and baseline model are tested under normal observation and attacked
observation with epsilon=0.05. [Wang et al.]

Figure 6.11 Performance comparison in average accumulative reward category of the
proposed method and the baseline in heavy rain weather condition. [Wang et al.]

an unseen scenario for both models. Specifically, the precipitation parameter (rain)

is set as 50/100, precipitation-deposits (puddle) is set as 50/100, and the wetness

(water on the camera) is set as 20/100 in CARLA. The visual difference can be

seen in Fig. 6.10. Two settings are applied as normal observations and attacked

observations with ε = 0.05. The results are shown in Table 6.3. In the heavy rain

weather condition, without any adversarial attacks encountered, the baseline model

fails to adapt its driving policy to the new scenario. It averages a reward of 780.14 per

episode and only completes the task once. In contrast, when faced with the unseen

heavy rain condition, the proposed model exhibits great generalisation, achieving an

average reward of 2031.25 per episode with a 56% success rate. When the adversarial

perturbations are introduced, the performance of the baseline continues to fall to a

collision rate of 0.123 and zero task success. The proposed model stays resilient to

the perturbed unseen scenario, scoring 1776.56 episodic rewards and 42% of success
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Figure 6.12 Training curve of the explainable attack detection model. (a) shows the
loss and (b) demonstrates the accuracy of the training and validation during the
training phase. [Wang et al.]

rate. In Fig. 6.11, the curves of the baseline in normal and attacked scenarios appear

similar. This similarity suggests that the baseline model is already highly unsta-

ble due to weather changes. Consequently, adversarial attacks do not significantly

escalate this situation.

In summary, the proposed algorithm not only handles optimal adversarial attacks

within the training weather but also demonstrates robust generalisation in unforeseen

scenarios, even in the presence of observation perturbations.

Attack Detection Evaluation and Explainability

In total 2200 frames of synthetic data are collected from CARLA by navigating the

trained proposed model. Out of the collected frames, 1100 represent normal, non-

adversarial sensor observations, while the remaining 1100 are adversarial examples

generated by stochastic controlled adversaries with ε ∈ [0.5, 1]. This range aligns

with the parameters used in the evaluation of the robust agent. The saliency maps are

then generated by computing the gradients of the outputs from the final convolutional

layer within the feature extractor of the self-driving agent, with respect to the agent

action outputs. The data is divided into 1700 samples for training and 500 samples

for evaluation purposes. Fig. 6.12 illustrates the training progress of the adversarial

detection network. After 20 epochs of training, the detector reaches an accuracy of

99.58% on the training set and 99.38% on the validation set.
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Figure 6.13 Visualisation of the explainable saliency maps for steer and throttle
actions of an under-trained policy (a) and a well-trained policy (b) at the normal
observation respectively. [Wang et al.]

Furthermore, to explore the explainability behind the behaviours of the self-driving

model, the saliency maps used in the training of the adversarial detector are visualised.

Overall in Fig. 6.13, it is clear that the steer and throttle actions depend on distinct

information derived from the sensory input observation. In the normal driving

condition, the background buildings, functioning as an obstacle, notably influences

the throttle actions of the well-trained policy in Fig. 6.13 (b). The saliency map of

a under-trained agent produces highlight in different pixels of the heatmap in Fig.

6.13 (a). As focusing on the wrong objects, the agent generates non-optimal actions,

leading to collisions during training. For the steer action, the open space and terrain

have significant influence on this specific action generation in Fig. 6.13 (b). On the

other hand, steering in Fig. 6.13 (a) is based on the sky, which is unreasonable.

During the robust model evaluation, it is noticed that the driving policy is more

vulnerable to adversarial perturbations in certain positions along the trajectories.

The generated saliency maps confirm these findings in Fig. 6.14. Two spots are

pinpointed in the driving scenario that exhibit different potential vulnerabilities

under identical perturbation strengths on both proposed model and the baseline

model. When the agent is at the potentially vulnerable position 1 and the camera
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Figure 6.14 Steering saliency map comparisons between the proposed model and
the baseline at two positions along the trajectories. Saliency maps under normal
observations and same-strength adversarial attacked observations are displayed.
[Wang et al.]

observations are shown in (a) and (c), the adversaries significantly alter the action

generation logic shown in (b) and (d). Consequently, both agents output actions

deviating in large margin from the optimal and thus potentially leading to collisions.

On the other hand, when the robust agent is at position 2, the steering saliency

maps (e) and (f) show very similar heatmaps, indicating that the actions generated

by the proposed model are close enough whether the adversarial attacks are present
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Figure 6.15 Steering saliency map comparisons with the same observation and various
adversarial attack strength ε. [Wang et al.]

or not. Note that this is also the objective of the divergence-based optimisation

term. In contrast, the decision-making process in the baseline model is significantly

affected by the same perturbation strength at the same position, as shown in (g)

and (h). This suggests that the position 2, considered invulnerable to the robust

model remains potentially vulnerable to the baseline model due to the absence of

the proposed robust optimisation training.

Fig. 6.15 demonstrates the changes to the decision-making process when the robust

agent encounters adversarial attacks with different strengths. As expected, attack

with ε = 0.01 produces very similar saliency map to the normal observation, implying

that the agent stays resilient to this attack. For stronger attack with ε = 0.1, more

changes in the saliency map can be seen. However, there is still similarity in the

highlights, for example the left highlight keeps the same position. With the increase

of ε to 0.1, the highlight part on the left starts to shift, signifying larger changes

in the action’s magnitude. Besides the changes in the heatmap, it is observed that

isolated spots tend to appear predominantly on darker objects, such as the building

and the hood of the ego vehicle in Fig. 6.15. These spots play the key role in

distinguishing whether the observation is under adversarial attacks for the attack
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detection network. The focus of driving agent on the input observation appears to

be distracted, causing a spreading of the highlight of the heatmap onto other objects

in the scene and finally luring the agent to the sub-optimal action generations.

6.5 Summary

Although in Chapter 5, a DRL driving agent is presented with reliable performance

and proven generalisation capability, its robustness is limited to ideal and controlled

environments, lacking a formalised approach to handle adversarial challenges. To

address this limitation, in this chapter, a novel approach is introduced for deep

reinforcement learning based robust autonomous driving against observation per-

turbations, along with an explainable adversarial detection model. Autonomous

driving systems based on DRL are constantly challenged by safety-critical issues,

which are not only from inevitable sensor failures and hardware limitations but also

from the dynamic nature of real-world environments. These challenges are similar to

adversarial attacks, which can degrade or compromise the ability of DRL agents to

make precise and safe decisions in high-risk scenarios.

To approximate the worst-case perturbations that an autonomous driving agent may

encounter, the proposed approach employs a white-box method. This method, which

assumes full access to the internal parameters of the DRL agent, is developed to gen-

erate optimal adversaries. These adversaries act as training samples to strengthen the

agent’s robustness during reinforcement learning. The method is built upon FGSM, a

widely used adversarial attack generation technique, and is enhanced with the novel

collision risk maximum formulation, which ensures that the generated adversaries

lead the DRL agents to collisions. Unlike traditional FGSM implementations that

simply increase the attack strength by enlarging the ε parameter, the method uses

iterative FGSM to apply repeated, making attacks harder to detect, thereby reducing

the visibility of adversarial examples and simulating more realistic disturbances.

Once the perturbed observations are generated, a Markov decision process (MDP)

with perturbation is introduced to model decision-making in a complex urban environ-

ment, specifically focusing on roundabout navigation under constrained and uncertain
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observational conditions. The agent must navigate this environment while managing

the perturbations, aiming to learn an optimal policy that can adapt to real-world

uncertainties. Then a Robust Proximal Policy Optimisation algorithm is presented

to maximise the designed objective function with the constrained adversarial attacks

to realise concrete robustness. Furthermore, a divergence-based optimisation term is

introduced to mimic the performance gap between non-adversarial and adversarial

states. Furthermore, the adversarial detection network is proposed. This network

leverages explainable saliency maps, which provide visual insights into which parts

of the input observations are influencing the decision-making process of the DRL

agents. By highlighting these regions, the detection network offers transparency into

the agent behaviour, making it easier to understand how adversarial attacks affect

decision-making and enabling the reliability of the robust agents in safety-critical

situations.

Extensive experiments have been conducted to thoroughly validate each component of

this approach. Results reveal the notably high attack success rates achieved when the

proposed attack method is applied to a well-trained baseline model. Additionally, the

proposed robust agent exhibits resilience and robustness under strong perturbations

across varied evaluation conditions. The detection model also demonstrates high

accuracy in identifying attacks, providing insightful visualisations that help clarify the

decision-making process under adversarial conditions. With single-agent robustness

ensured, the next chapter, robustness in a more complex multi-agent system will be

investigated.
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Chapter 7

Multi-Agent Robustness Against

Perturbation

In this chapter, the robustness of multi-agent deep reinforcement learning

is investigated. A connected, cooperative multi-agent system is introduced

to enhance the efficiency of cooperative tasks in ideal environments.

However, the challenges of adversarial attacks escalate significantly in

MARL systems compared to single-agent systems, due to the increased

complexity of dynamics and information sharing. To solve this, this

chapter follows the idea of constrained objective function introduced in

chapter 6, and further adopt it to the multi-agent context with proposed

safety criteria guarantee.

Associated Publications This chapter is based on the following submitted work:

Wang C, Aouf N. Robust Multi-Agent Reinforcement learning Against Adversarial

Attacks for Cooperative Self-Driving Vehicles. Submitted to IET Radar, Sonar &

Navigation.
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Multi-Agent Deep Reinforcement Learning (MARL) for self-driving vehicles aims

to address the complex challenges of coordinating multiple autonomous agents in

shared road environments. MARL creates a more stable system and enhances vehicle

performance in typical traffic scenarios compared to single-agent DRL systems.

However, despite its sophisticated cooperative training, MARL remains vulnerable

to unforeseen adversarial attacks. Perturbed observation states can lead one or more

vehicles to make critical errors in decision-making, triggering chain reactions that

often result in severe collisions and accidents. To ensure the safety and reliability of

multi-agent autonomous driving systems, this chapter proposes a cooperative multi-

agent proximal policy optimisation algorithm for self-driving vehicles, equipped with

robust capabilities to handle strong and unpredictable adversarial attacks. Unlike

most existing works, the proposed MARL framework employs a universal policy for

each agent, realising a more practical, non-task-oriented policy network for real-world

applications. In this way, it enables integrating shared observations with Mean-Field

theory to model interactions within the MARL system. To further enhance robustness,

a risk formulation and a risk estimation network are developed to minimise long-term

risks while maximising the long-term rewards. This risk estimator is then used to

construct a constrained optimisation objective function with a regulariser to maximise

long-term rewards in worst-case scenarios. Experiments conducted in the CARLA

simulator in intersection scenarios demonstrate that the proposed method remains

robust against adversarial state perturbations while maintaining high performance,

both with and without attacks.

7.1 Overview

In recent years, deep reinforcement learning has demonstrated promising decision-

making capabilities for autonomous driving vehicles in various environments [134,

151, 152]. As it brings prospect of greater convenience, mobility efficiency, and safety

to the automotive industry, an increasing number of self-driving vehicles will be

deployed on roads in the near future. Research has shown that in complex cooperative

tasks, Multi-Agent Reinforcement Learning (MARL) offers improved coordination in
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collaboration, more efficient learning and overall performance compared to single-

agent reinforcement learning [184, 185]. This is particularly relevant for applications

such as autonomous driving, where the tasks require multiple agents to work together

cooperatively and maintain awareness of the overall system rather than acting

independently [186]. Although MARL has been extensively studied, challenges still

persist in designing multi-agent systems. Existing works [187, 188] primarily train the

decision-making process based on local observations. Even though these agents are

trained within a multi-agent framework, they often lack a comprehensive awareness of

individual contributions and the overall situation. Sunehag et al. [185] attempt to use

global rewards to inform local agents about overall performance. Additionally, QMIX

[189] employs a mixing network to enhance the accuracy of global Q-value estimation

by incorporating global state awareness. However, this approach still neglects the

individual contributions of each agent to the overall performance. The interactions

each agent learns can be subtle, which means that centralised-training-decentralised-

execution approaches may resemble multiple single agents working together, rather

than fully achieving the potential of true multi-agent systems. Furthermore, in

many multi-agent systems, each agent is designed to complete a specific task using

its own policy network, meaning that an agent trained for one task cannot easily

transfer to another. While this task-specific approach is necessary for some robotic

applications, it does not suit autonomous driving. In this context, vehicles should

operate uniformly on the road without requiring specialised training for each specific

task.

Besides the fact that MARL methods have areas that could benefit from further

development, they also face challenges as vulnerability to adversarial attacks [190].

These attackers are designed to affect the decision-making process of the MARL

system. Given the high safety requirements of autonomous vehicles, it is important

to develop a robust DRL agent or MARL system to prevent catastrophic failures

due to perturbations in realistic environments. This robustness is crucial not only

for defending against adversarial attacks but also for handling unavoidable sensor

errors and natural equipment inaccuracies, which can impact the agents in a similar

manner.
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Recognizing the importance of model robustness, researches have investigated the

single-agent DRL. Some works [154, 155] adopt adversarial training from supervised

learning scheme to improve the robustness of such deep based guidance schemes.

Specifically, the agent is occasionally attacked and the adversarial trajectories are

generated during the data collection. However, simply training the agent with

adversarial samples only brings limited improvement. Compared to these robust

single-agent algorithms, enabling robustness for multi-agent scenarios faces more

challenges, as not only the driving agents are influence by the adversarial attacks,

but their behaviour after the attacks could affect other agents in the same tasks.

Moreover, despite the improvements that communication brings to cooperative multi-

agent autonomous driving under normal conditions, the shared observations can be

perturbed, further compromising the agents that rely on this information. To address

these problems, this chapter introduces a novel algorithm for robust cooperative

multi-agent reinforcement learning based self-driving to solve the intersection passing

scenarios against the observation adversarial attacks. The key contributions can be

summarised as follows:

1. A cooperative MARL framework with communication is established. The

communication and the universal policy network allow us to take account the

interactions among agents based on Mean-Field theory in the training, thereby

enhancing the MARL performance. Additionally, the universal policy indicates

that each agent is not limited to a specific task. It ensures that one policy can

manage all tasks after training.

2. A risk assessment formulation is defined to model both the system and individual

risk levels at current state. Similar to Long-term rewards and the value network,

the risks is minimised with a risk network at the same time. Moreover, the gap

between system risks and individual risks is formulated as a credit assigning

method, allowing the policy to be updated by accounting for each agent’s

contribution to the MARL system.
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3. A robust proximal policy optimisation is proposed to obtain a robust policy

for roundabout making under bounded optimal observation perturbations. A

regulariser is used to solve the attacked information sharing.

Experiments are carried out to evaluate the performance of the proposed algorithm for

intersection-passing tasks in the realistic unreal-engine powered simulator CARLA

[49]. The results show the improvement of performance and robustness of the

proposed adversarial defence method for MARL system.

7.2 Related Work

7.2.1 MARL for Autonomous Driving

Multi-agent deep reinforcement learning (MARL) aims to maximise team rewards,

and several effective approaches have been developed. MADDPG [184] extends DDPG

to multi-agent settings, where each agent has its own actor and critic networks, using

global information to learn coordinated policies. MAAC (Multi-Agent Actor-Critic)

[191] improves coordination by using attention mechanisms to prioritise relevant

information from other agents, making it more efficient in complex environments.

G2ANet [192] further enhances communication by incorporating graph attention

networks to capture agent interactions dynamically. On the value-based side, QMIX

uses a mixing network to combine individual Q-values into a global Q-value, ensuring

a more accurate global Q-value estimation. QPD [193] decomposes the global

Q-function into individual components for better scalability, while QPLEX [194]

uses duplex duelling networks to model the interplay between agents. Mean-filed

actor-critic method (MFAC) [195] applies the mean-field theory to MARL and thus

successfully improves the scalability of MARL with a large number of agents.

Following the major breakthroughs of MARL in recent years, recent advancements

in multi-agent deep reinforcement learning (MARL) have expanded the scope of

autonomous driving systems by addressing complex interactions among multiple

vehicles and agents. Unlike single-agent DRL, which focuses on optimising the per-

formance of an individual vehicle, MARL considers the collaborative and competitive
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dynamics in a shared driving environment [19, 196]. This approach is particularly

useful for scenarios involving multiple autonomous vehicles that must navigate and

negotiate their movements in real-time. MARL techniques can significantly enhance

the coordination and cooperation among vehicles, improving overall traffic flow,

safety, and efficiency. These methods allow vehicles to learn not only from their

own experiences but also from the interactions with other agents, leading to more

robust decision-making and adaptive behaviours. For instance, [162] introduces a

cooperative control framework where autonomous vehicles use MARL to synchronise

their movements and optimise lane merging and intersection crossing, resulting in

smoother traffic management and reduced congestion. Furthermore, MARL can

address the challenge of non-stationary environments where the behaviour of other

agents is dynamic and uncertain. By leveraging multi-agent techniques, vehicles can

develop strategies to anticipate and respond to the actions of neighbouring vehicles

more effectively [163]. [164] presents a method that integrates MARL with commu-

nication protocols, allowing vehicles to share information about their intentions and

local environment, thereby improving coordination and reducing the likelihood of

accidents.

However, MARL systems face notable challenges, particularly regarding their vul-

nerability to adversarial attacks. The collaborative nature of MARL can make it

more susceptible to disruptions caused by malicious agents or unexpected behaviours

from other vehicles. Unlike single-agent systems, where robustness can be achieved

through isolated adjustments, maintaining robustness in a multi-agent setting is

more complex due to the interdependence among agents.

7.2.2 Adversarial Attacks on DRL

Though deep learning models recently achieve significant improvement, research

shows that these well-trained models are still very vulnerable to adversarial attacks.

Adversarial attacks on camera sensor often lead to visually similar images to the

normal images from a human perspective, yet they can deceive deep learning models

into generating inaccurate predictions. Generally there are two types of adversarial
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attack methods, white-box attacks and black-box attacks, depending on if the attacker

has full access to the models’ parameters or not.

In [165], a Bayes optimisation based approach was proposed to generate the painting

of black lines on the road to counterfeit lane lines and make the vehicle deviate from

the original orientation. Experiments were conducted in CARLA simulator, and

results showed that end-to-end driving models were attacked and deviated to the

orientation chosen by attackers. He et al. [166] combined Bayesian optimisation

and Jensen-Shannon (JS) divergence to measure average variation distance of the

policies attacked by the observation perturbations for optimal black-box attacks.

Behzadan and Munir [167] studied black-box attacks on DQNs with discrete actions

via transferability of adversarial examples. Pattanaik et al. [168] further enhanced

adversarial attacks to DRL with multi-step gradient descent and better engineered

loss function. They required a critic or Q function to perform attacks. Typically, the

critic network learned during agent training. For white-box approaches, Huang et

al. [169] evaluated the robustness of deep reinforcement learning policies through

an FGSM based attack on Atari games with discrete actions. Kos and Song [170]

proposed to use the value function to guide adversarial perturbation search. Lin et

al. [171] considered a more complicated case where the adversary is allowed to attack

only a subset of time steps, and used a generative model to generate attack plans

luring the agent to a designated target state. In this chapter, a FGSM based method

is introduced to generate optimal adversary examples by maximizing the pre-defined

collision risk. Results show that with a small strength parameter ε and minimal

visual difference, the proposed method can efficiently misguide the well-trained agent.

7.2.3 Mitigation Against Adversarial Attacks

Defence methods against adversarial attacks have been explored recently. Zhang et

al. [197] proposed a novel Markov decision process (SA-MDP) that considers state-

adversarial perturbations, and provides a theoretical foundation for robust single-

agent reinforcement learning. They developed the principle of policy regularisation

that can possibly be applied to many DRL algorithms. Based on SA-MDP, Zhang
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Figure 7.1 The framework overview. [Wang et al.]

et al. [198] proposed an alternate training framework with learned adversaries and

developed a robust Markov game to address environmental uncertainty by introducing

uncertainty into the reward function.. Oikarinen et al. [199] proposed the robust

ADversarIAl loss (RADIALRL) method, which can improve the robustness of DRL

under the ℓp norm boundary against attacks with lower computational complexity.

Kumar et al. [200] proposed certified robustness by adding smoothing noise to the

state. However, these methods are designed for single-agent RL systems and overlook

the specific challenges of MARL, making them difficult to apply effectively. MARL

systems are often more vulnerable to adversarial attacks, even when only a single

agent is targeted [201]. To counter state-based attacks, Zhou et al. [181] proposed

robust policies by minimising the cross-entropy loss between the actions of agents

in non-perturbed and perturbed states. Compared to previous methods, our work

focuses on mitigating perturbations in both local agent states and global shared

states, addressing a more challenging problem than prior approaches.

7.3 Methodology

7.3.1 Framework Overview

The system overview is shown in Fig. 7.1. The cooperative MARL system includes N

agents with an information sharing module and an adversarial attacker. During infer-
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ence, the environment generates a tuple of local camera observations (s1
t , s

2
t , · · · , sNt ).

The adversarial attacks are then applied on the clean states, resulting in a new

perturbed tuple (s1
A,t, s

2
A,t, · · · , sNA,t). Through the information sharing scheme for the

connected multi-agent system, the observations will be processed as the perturbed

local observation and the mean of all neighbor observations for each individual agent.

All agents share a non-task-oriented, universal policy network with the exact same

parameters. Based on the local observation and the shared observation (which could

be perturbed or not), each agent outputs the actions and execute the actions in

the environment. As previously discussed, developing a robust multi-agent system

poses significant challenges, particularly due to the uncertainty regarding the number

of agents that may be compromised by adversarial attacks. Additionally, while

information sharing here enhances decision-making in non-perturbed contexts by

incorporating diverse perspectives from neighboring agents, it can have a backwards

impact when the shared observations themselves are exposed to attacks, leading to

more erroneous decision-making.

In this section, the existing problems are addressed and a robust cooperative deep

adversarial reinforcement learning approach is proposed for autonomous driving

agents against strong observation perturbations.

7.3.2 Mean-Field Communicated Multi-Agent Structure

A multi-agent deep reinforcement learning task can be considered as a continuous

decision-making problem, which follows the Stochastic Games (SG) [202]. SG is

defined as a tuple (S,A1, · · · ,AN ,R1, · · · ,RN , P, γ). N is the number of the agents,

Aj is the action space of agent j, Rj is the step reward of agent j. The agents interact

with the environment of successive joint state S : s1 × · · · × sn with a joint action,

getting the step rewards (r1 ∈ R1, . . . , rN ∈ RN) and the transition probability p ∈ P

to the next joint state under the current joint state and the joint action. γ indicates

the discount factor. Considering the state perturbations, the worst case perturbed

joint state and the perturbed action responded to it (SA,AjA) are introduced to the

original SG tuple. The goal of the robust multi-agent deep reinforcement learning is
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to find a series of optimal policies that return the maximum accumulative discounted

team returns under the worst adversarial attacked states:

Qi
π∗ = max

π
min

SA

[
E
(

T∑
t

γtrit
(
sit/s

i
A,t, a

i
t/a

i
A,t

))]
(7.1)

The attacked state sA is a shifted state, which models the worst case perturbation due

to attacks on the sensor leading to aA sub-optimal than a∗. A well-trained guidance

policy network may be able to cope with a weak and quick perturbation, turning

back to the actual actions and the desired trajectory after the state observations get

back to normal. However under strong and continuous adversarial attacks in the

context of multi-agent, the guidance policy networks can easily fail.

One problem for multi-agent reinforcement learning is the difficulty to model the

interactions among the agents. Mean-field actor-critic reinforcement learning (MFAC)

uses the mean-field theory to transform the interaction of multiple agents into the

interaction between two agents, which makes large-scale multi-agent reinforcement

learning become possible. In MFAC, the long-term expected Q value for agent j

at state s with the joint action a, Qi(s, a) is decomposed to the sum of Qs when

interacting with each agents:

Qi(s, a) = 1
N − 1

∑
k⊆N−1

Qi
(
s, ai, ak

)
(7.2)

where the ak counts as the local interaction between agent j with the neighbor agent

k. In this case, a universal policy network is used for every agent in the MARL, to

enable a universal driving agent that works in every task in the intersection scenario.

Therefore, the decomposition becomes:

Qi(s, a) = 1
N − 1

∑
k⊆N−1

Qi
(
si, ai, sk

)
(7.3)

As a universal policy is used, the actions generated by different agents only depend

on the observation. The action of neighbor can be replaced by the state of the
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neighbor. It is proved by MFRL:

Qi(s, a) ≈ Qi
(
si, ai, s̄k

)
(7.4)

where sk is the mean state or fusion state of all neighbor agents. The local agent j

makes decision based on the local observation and the information shared by other

agents, which is processed through two FC layers and an attention module.

7.3.3 Gradient-based Attacker

In this section, the inner minimisation part of Equation (7.1) is solved by modelling

the optimal adversarial attacks on observations based on a white-box technique.

An adversarial attack generation method is required that prioritises ease of imple-

mentation and computational efficiency. The Fast Gradient Sign Method (FGSM),

introduced by Goodfellow et al [179], fulfills these criteria. Additionally, FGSM offers

flexibility, allowing for the application of techniques like Basic Iterative Method

(BIM) [180] to introduce iterations and enhance the adversarial attack instead of

increasing the perturbation parameter ε.

FGSM works by using the gradients of the neural network to create an adversarial

example. For deep reinforcement learning, the method uses the gradient ▽sL(π, s, a)

of the loss with respect to the input observation to create a new observation that

maximises this loss. The π refers to the policy network parameters, while the a is

the output action. The new masked observation is obtained by:

sA = s+ ε× sign (▽sL(π, s, a)) (7.5)

This new observation sA is called the adversarial state. The ε parameter controls

the strength of the attack, and it varies from 0 to 1. The closer the value to 1,

the stronger effect on the targeted policy network, but this also makes sA more

visually distinguishable. On the contrary, if the ε is small, its impact is weaker,

and it becomes harder for human eyes to detect differences from the normal state.

As discussed in the beginning of the section, to solve the inner minimisation, the
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generated perturbations should lead the policy to worst case situations. In the

proposed cooperative MARL system, an unintended-action-leading loss function is

introduced instead of directly minimising the long-term rewards. Within the realm

of autonomous driving, certain throttle and steering actions in certain scenarios

may pose potential danger. Based on this idea, the gradient-based perturbations

are introduced into the control system by maximising the throttle and reversing the

steering, thereby deliberately maximising the risk of collisions. After introducing

the augmented FGSM, the agent will be encouraged to accelerate and make wrong

steering to make the collision.

The problem of using FGSM is the effective sensitivity to ε. In practice, a larger ε

is needed to make the perturbation effective on the deep guidance model decision.

However during training, this will make perturbations predictable and tolerated by

the model [155]. The BIM is employed to intentionally escalate the attack effeteness

associated with autonomous driving. The BIM iterates the process of a single

FGSM, which means a previous generated adversarial state will be the input of the

next adversary generation. By iterating FGSM, the influence of the attacks can be

increased without affecting the sensory image as much as by increasing the ε by a

comparable amount. Finally, with the risk encouragement and BIM, the optimal

adversary is obtained as:

siA = sin + ε× sign
(
▽si

n

(
Lin
))

sin = sin−1 + ε× sign
(
▽si

n−1

(
Lin−1

))
. . . (7.6)

where

Lin =
(
−steeri, 1

)
−
(
π | sin

)
(7.7)

siA indicates the optimal adversary, and n is the iteration number. Note that the

attacker applies perturbations only on the targeted agent’s observation, which is

more realistic for the attacker to aim on the camera of that agent. The shared
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Figure 7.2 The illustration of the area (rhombus) that could lead to collision between
two agents. [Wang et al.]

information could be perturbed through the cameras of neighbour agents, interfering

with the decision-making on the receiving end. These attacks will lead the model to

the worst actions in most of the cases.

7.3.4 Risk Assessment Formulation

To enhance the robustness of the MARL algorithm, a safety criteria is also introduced.

The risks in the multi-agent framework are quantified as the collision probability

of any two agents in the whole system. Autonomous driving reinforcement agents

need to not only maximise the rewards and finish the tasks, but also be aware and

reduce the risks during the navigation, which is particularly crucial for multi-agent

self.driving. To simplify the risk analysis and disregarding the varying dimensions and

shapes of individual vehicles, each vehicle is represented as a circle with a diameter

equal to its diagonal. As shown in Fig. 7.2, considering two agents running towards

each other with current speed v1, v2 and rotation to the world coordinate θ1, θ2, at
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world locations (x1, y1), (x2, y2). Assume the two agents maintain the current speed

and rotation, they will meet at the intersection of their trajectories. If sliding the two

circles representing the two vehicles along their respective trajectories (the dotted

lines), the first point of collision is identified when agent 1 is at P1 and agent 2 is at

P2, and so is the last point of contact when agent 1 is at P3 and agent 2 is at P4.

This implies that between the moments when agent 2 passes P4 and leaves P2, while

agent 1 remains between P1 and P3, there is a highly chance of collision between

the two agents. Given the orientations, diagonals, and locations of the two agents,

the coordinates of the four points P1, P2, P3 and P4 can be determined. Based on

the agents’ current speeds, the times associated with these positions are as follows:

t0 represents current time, t1 is the time when agent 1 reaches P1, t3 is the time

when agent 1 leaves P3, t4 is the time when agent 2 reaches P4, t2 is the time when

agent 2 leaves P2. The risk probability is then defined as:

Prisk = (t3 − t1) ∩ (t2 − t4)
(t3 − t1) ∪ (t2 − t4)

(7.8)

Prisk ⊆ [0, 1] indicates the ratio of the overlap in the time intervals when both agents

are within the collision zone to the total time interval between the moment the first

agent entering the zone and the last agent leaving the zone. To calculate the overall

risk in a MARL system, where Prisk describes the risk between two agents:

Ptot = 1−
N−1∏
i=1

(1− Prisk,i) (7.9)

where N is the number of agents and Ptot ⊆ [0, 1].

After the careful design of the risk evaluation, it is then embedded to the robust

MARL.

7.3.5 Constrained Robust Cooperative-MARL

In this section, a robust multi-agent proximal policy optimisation is introduced

with risk assessment integrated to solve the outer maximisation in Equation (7.1).

Proximal Policy optimisation (PPO) is extended to multi-agent context, where each
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agent learns a policy while coordinating with other agents, leveraging a centralised

training with decentralised execution structure:

Liclip(π) = Êt

[
N∑
i=1

min

((
π (ai|si)
π′ (ai|si) , clip

(
π (ai|si)
π′ (ai|si) , 1− ε, 1 + ε

))
Âit

)]
(7.10)

Where π is the new policy parameter of the deep guidance agents, and π
′ stands

for the old policy. N is the number of Agent. In this case, π is the universal policy

parameters. Êt denotes the expectation over t., while ε stands for the constant clip

term that limits the policy update by constraining the ratio within a specified range,

preventing excessively large updates. Ât is the estimated advantage value, obtained

by the difference between the observed reward for taking an action a at a state s

and the expected value predicted by the critic network at a state s:

Âit = Qi
t

(
si, ai, s−k

)
− V i

t

(
si, s−k

)
(7.11)

Long-Term Risk Minimisation

The objective of equation 10 aims to maximise long-term expected returns. Similar

to the long-term accumulative expected returns, based on the risk assessment, a risk

objective can also be designed to minimise the long-term expected risks for the agent

safety in the MARL. At every step, the risks of the MARL system is evaluated, and

at the end of the episode, the overall risk is computed as the discounted cumulative

risks. In order to fit in the maximisation form as the returns, (1− risk) ∈ [0, 1] is

used as the safety term, and the safety-to-go at t is defined as:

Sit =
T−t∑
j=0

(γλ)j
((

1− Ptot
(
sit, s

−k
t

))
+ γSθ

(
sit+1, s

−k
t+1

))
(7.12)

Where λ is the Generalised Advantage Estimation (GAE) [203] parameter used to

control the bias-variance trade-off. Maximising the Starget is equivalent to minimising

the risks. Similar to the critic network, the risk network Sθ will be iteratively

updated to achieve accurate long-term expected safety prediction by Mean Square
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Error (MSE):

Lirisk = 1
T

T∑
t=0

(
Siθ
(
sit, s

−k
t

)
− Si

(
sit, s

−k
t

))2
(7.13)

For policy optimisation, in addition to the advantage value obtained from equation

11, a risk advantage function plus single agent contribution is considered:

Âifi,t = Âit +
(
Si − Siθ

)
+ Credicti (7.14)

Where Credicti is the weighted risk advantage value, which reflects the importance

of agent i within the MARL system or the contribution of agent i to the system’s

overall performance. Credit assigning is crucial in cooperative MARL training, as it

ensures individual actions are rewarded or penalised appropriately for the overall

performance. Instead of only assigning the team reward uniformly to every agent,

a risk-value-based method is introduced to enable non-linearity in credit assigning.

The credit is defined as the difference between the total risk of the MARL system

when agent i is included and excluded. :

Credicti =
N−1∏

j=1,j ̸=i
(1− Prisk,j)−

N−1∏
j=1

(1− Prisk,j) (7.15)

By replacing Âit with Âifinal,t in Equation (7.10), the long-term expected risk is

minimised efficiently in the C-MARL context.

Adversarial Regulariser

The proposed stochastic universal policy network outputs probability distributions

of the predicted actions. A multivariate Beta distribution is employed as the policy

output to ensure a bounded action space. The actions are randomly sampled from this

distribution to increase exploration in training phase, and the mean value is chosen

for inference phase. A Robust cooperative MARL system should behave similarly or

close enough under perturbed observations and normal observations, which means

the predicted action distributions with minimal divergence. The theorem in [82] is

extended to the cooperative MARL scheme with universal policy: Given a policy π
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and its value function Vπ(si, s−k) and considering the worst perturbation situation

where all agents are attacked with optimal perturbation siA, for all si, s−k ∈ S and

the corresponding siA, s−k
A ∈ SA, it holds:

max
(
Vπ
(
si, s−k

)
− Vπ

(
siA, s

−k
A

))
≤ αmax

(
DTV

(
π
(
si, s−k

)
, π
(
siA, s

−k
A

)))
(7.16)

where DTV (π(si, s−k), π(siA, s−k
A )) is the total variation distance between the predicted

action distributions when all the agents are attacked and attack-free. This is

the largest possible difference between the probabilities that the two probability

distributions can assign to the same action. According to Pinsker’s inequality [182],

DTV can be linked to another distance Kullback–Leibler (KL) divergence [183]:

DTV

(
π
(
si, s−k

)
, π
(
siA, s

−k
A

))
≤
√

1
2DKL

(
π (si, s−k) , π

(
siA, s

−k
A

))
(7.17)

which is more computationally efficient compared to the integral operation in DTV as

discussed in the previous chapter. Therefore, Equation (7.16) with the KL divergence

to:

max
(
Vπ
(
si, s−k

)
− Vπ

(
siA, s

−k
A

))
≤ max

√
1
2DKL

(
π (si, s−k) , π

(
siA, s

−k
A

))
(7.18)

Which means the minimisation on KL divergence of the action probabilities under

non-perturbed and attacked states guarantees the minimisation on the total variation

distance DTV , therefore the performance gap could be minimised too. The regulariser

will be added to the final objective function to update the policy network:

Lireg,t =
√

1
2DKL

(
π
(
sit, s

−k
t

)
, π
(
siA,t, s

−k
A,t

))
(7.19)

Constrained Objective Function

Consider a well-trained cooperative MARL system. For every state S in all possible

trajectories, there exists a subset actions Airobust ∈ A under bounded worst-case state

perturbations that leads to S isafe ∈ S avoiding high-risk states for agent i. Therefore,
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it is possible to guarantee a robust policy by constraining the policy to output safe

trajectories and the worst case perturbations. Intuitively, there are two constraints

in the objective function to design: one for a bounded adversarial perturbation and

one for safe states.

Control Barrier Function (CBF) is widely deployed in autonomous driving applica-

tions for ensuring safety by providing mathematical guarantees that the vehicle will

avoid unsafe situations, such as collisions, while respecting constraints like speed

limits and obstacle avoidance. CBF enables real-time adaptability and seamless

integration with existing control systems, ensuring safe and reliable navigation in

dynamic environments. The CBF of the cooperative MARL is defined as the risk

value network h(si, s−k) = Sθ(si, s−k). The calculation of the proposed CBF is based

on the non-perturbed states only, as the actual states of the agents are needed for

the actual risk estimation. The safety set of states is then defined as:

C =
{
si ∈ S : h

(
si, s−k

)
≥ ε

}
(7.20)

ϵ is the safety criteria, and the system dynamics is defined as:

ṡi = f(si) (7.21)

As a model-free method, the agent learns a policy directly through the environment

interactions without knowing or modelling the environment’s dynamics. This presents

a significant challenge when it comes to predicting how an action will transition

the system from one state to the next. Based on [204], the continuous states of a

well-trained model are Lipschitz-continuous. Therefore, the system dynamics could

be approximated as the state difference over the time step:

ṡi = sit+1 − sit
t

(7.22)
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To ensure the states stay in the safety set, the following equations needs to be

satisfied:

d

dt
h
(
si, s−k

)
≥ −ω

(
h
(
si, s−k

)
− ϵ

)
⇒ ∇sih ·

sit+1 − sit
t

+ ω
(
h
(
si, s−k

)
− ϵ

)
≥ 0 (7.23)

A linear ω > 0 is used to make sure h(si, s−k) can be updated to satisfy the criteria.

For the bounded worst-case perturbations, let g be the attacker, the L2 norm of

(g(si, π)− si) is bounded by µ.

Then the objective function of our proposed robust cooperative MARL is developed.

Combining maximising the long-term expected rewards, minimising the regulariser,

subjecting to the constraints, the following optimisation problem is presented:

min
π

{
1
T

1
N

T∑
t=0

N∑
i=0

(
Lifi(π) + Lireg,t

)}

subject to µ− L2
(
f
(
sit, π

)
, sit
)
≥ 0

∇sih ·
sit+1 − sit

t
+ ω

(
h
(
sit, s

−k
t

)
− ϵ

)
≥ 0 (7.24)

Where t and γ denote the time step and discount factor respectively. And Lifi(π) is

the enhanced PPO objective for multi-agent systems:

Lifi(π) = min

((
π (ai|si)
π′ (ai|si) , clip

(
π (ai|si)
π′ (ai|si) , 1− ε, 1 + ε

))
Âifi,t

)
(7.25)

Based on the Lagrange multiplier technique, the generalised Lagrange function is

obtained:

L(π, α, β) = 1
T

1
N

T∑
t=0

N∑
i=0

(
Lifi(π)− Lireg,t − αC1 − βC2

)
(7.26)

where α ≥ 0, β ≥ 0 are the Lagrange multipliers, and C1, C2 are the first and the

second constraints respectively. Now a new function θP (α, β) with respect to α, β is
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defined as:

θP (α, β) = max
α≥0,β≥0

L(π, α, β) (7.27)

If π satisfies the constrained condition in Equation (7.24), then:

θP (α, β) = 1
T

1
N

T∑
t=0

N∑
i=0

(Lifi(π) + Lireg,t) (7.28)

otherwise θP (α, β) = +∞. This indicates that minimising the newly defined function

min
π
θP (α, β) is equivalent to solving the primal problem in Equation (7.24). If the

constraints are not satisfied, the penalty becomes extremely large, which forces the

policy π to comply with the constraints. The primal optimisation problem can be

further transferred as:

min
π
θP (π) = min

π
max

α≥0,β≥0
L(π, α, β) (7.29)

Furthermore, based on equation Lagrange duality, the dual problem of Equation

(7.29) will always have smaller value than the primal problem, which leads to smaller

loss and better performance. With the generalised Lagrange function L, ∀π, α, β:

min
π
L(π, α, β) ≤ L(π, α, β) ≤ max

α≥0,β≥0
L(π, α, β)

⇒ min
π
L(π, α, β) ≤ max

α≥0,β≥0
L(π, α, β)

⇒ max
α≥0,β≥0

min
π
L(π, α, β) ≤ min

π
max

α≥0,β≥0
L(π, α, β) (7.30)

Therefore, it is easier to solve the dual problem than the primal problem. This

optimisation is detailed by the two following steps:

1. min
π
L(π, α, β)

2. max
α≥0,β≥0

L(π, α, β)

(7.31)

First, the Lagrange multipliers α, β are fixed and the universal policy π is updated
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Algorithm 2 R-CCMARL
1: Initialise the universal policy network parameter θ0, the state-value critic network

parameter ϕ0, the state-risk network parameter ψ0, the replay buffer D;
2: Initialise the Lagrange multiplier α;
3: for j = 0, 1, 2, ... do
4: for t = 0, 1, 2, ... do
5: For each agent, share its non-perturbed observation and receive non-

perturbed observations from all the neighbors.
6: Sample action ait ∼ π(θj)(ait|sit, s−k

t ) based on the policy π(θj) and state
(sit, s−k

t )
7: Generate optimal adversary siA,t through equation 6.
8: Obtain transitions {sit+1, r

i
t, P

i
tot,t} by executing ait.

9: Store the transitions {sit, ait, rit, P i
tot,t, s

i
t+1, s

i
A,t} in Dj.

10: end for
11: Calculate the reward-to-go R̂i

t.
12: Calculate the safety-to-go Ŝit .
13: Calculate estimated advantage Âifi,t through equation 14.
14: Calculate the regulariser Lireg,t.
15: Update the universal policy θ by equation 33.
16: Update the Lagrange multiplier α and β by equation 34.
17: Update the state-value critic network parameter ϕ.
18: Update the state-risk network parameter ψ by equation 13.
19: end for

based on step 1, which is represented as minimising the L(π, α, β):

min
π

{
1
T

1
N

T∑
t=0

N∑
i=0

(
Lifi(π) + Lireg,t − αC1 − βC2

)}
(7.32)

Then conversely, the updated policy π are fixed for the Lagrange multiplier α and β

to be updated based on step 2:

max
α≥0,β≥0

{
1
T

1
N

T∑
t=0

N∑
i=0

(
(
−α(µ− L2

(
f
(
sit, π

)
, sit
))

−β
(
∇sih ·

sit+1 − sit
t

+ ω
(
h
(
sit, s

−k
t

)
− ϵ

))
)
}

(7.33)

Finally, the original constrained minimisation problem becomes a maxmin problem

without constraints. Gradient descent is used to find the optimal robust universal

policy π and the optimal Lagrange multipliers α, β repeatedly through Equation

(7.32) and Equation (7.33) in each batch update. The objective function is a jointly
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Figure 7.3 Network structure of the proposed robust cooperative communicated
multi-agent DRL model. A universal driving model is applied, consisted of a feature
extract encoder, an actor, critic, risk network and two fully-connected layers and two
attention modules. The grey area indicates all the components in one agent. The
three sub-task networks are fed with the enhanced features, which involves the local
information the shared information from the neighbour agents. [Wang et al.]

optimisation problem, where the policy network balances the performance under

normal observation and the adversarial defence capability. In the experiments, the

policy will learn to satisfy the constraints in Equation (7.24) and resulting two

constraint functions to decrease during the gradient descent process, and α, β in step

2 will gradually approach zero. Consequently, step 1 will find the minimum after α

and β becomes stable. The method R-CCMARL is detailed in Algorithm 1.

7.3.6 Network Structure

The proposed robust cooperative communicated multi-agent reinforcement learning

network structure is illustrated in Fig. 7.3. At each time step, agent i takes a

monocular RGB image as input, which is passed through an encoder to extract

essential visual features. These features are then concatenated with five additional

numeric features that represent other important state information, including throttle,

velocity, steer, distance to the road centre, angle between the vehicle vector and

the waypoint vector. This concatenation of data results in a high-level feature map

i. Simultaneously, each neighbouring agent extracts high-level features using the

same encoder with identical parameters. The high-level features of all neighbours

are concatenated and passed through two fully-connected layers, producing features
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−k of the same shape as feature map i. Next, the local features of agent i and the

shared features of its neighbours are fused by two attention modules to create a more

comprehensive representation of the environment.

Specifically, considering the ease of implementation, both attention modules uses the

standard non-local block as previously mentioned in chapter 3. For attention module

1, it takes the mean observation −k as input, and generates the learnable parameter

weight attention map γ · A−k. This module omits the element-wise summation

between −k and A−k. Next, local high-level features i is concatenated with γ · A−k

and passed to attention module 2, where the summation operation is retained.

Finally, after processing through the two attention modules, the final enhanced

feature map is generated, which is then passed to the three separate sub-networks.

These sub-networks are responsible for predicting three key outputs for agent i: the

long-term expected returns, the long-term expected safety values, and the optimal

actions. These outputs guide the agent in making safe and effective decisions within

the multi-agent environment, ensuring robustness against state perturbations.

7.4 Experiments

The training and testing of the proposed framework are implemented in CARLA

simulator. CARLA is an open-source platform for development, training, and

validation of autonomous driving systems. It has a rich library of vehicle models and

realistic urban road modelling, hence being near ideal to urban driving simulation.

The experiment scene is set up in Town 02 within the CARLA map library.

7.4.1 Implementation Details

In the experiment, three vehicles are included in the multi-agent system to complete

the intersection-passing task. As shown in Fig. 7.4, the three vehicles are spawned in

different directions at a T-shaped intersection, starting randomly in the designated

spawning areas (green areas) to increase uncertainty. Agent 1 aims to go straight,

while both Agent 2 and Agent 3 make left turns, creating a highly collision-possible
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Figure 7.4 Experiment scenarios with two different intersections. Green area are the
starts, and the vehicles are meant to follow the blue trajectories. [Wang et al.]

situation. The experiments are conducted at two different intersections to introduce

randomness. State-of-the-art multi-agent method is compared with the proposed

algorithm and a variant method, referred as the risk-only model, in which the

constraint for robust cooperative MARL is not implemented.

Each agent takes a 160*80 RGB image from a monocular camera and 5 numeric

features as fusion inputs: throttle, velocity, steer, the distance between the vehicle

and the road centres, and the angle between the vehicle forward vector and the

tangent to the road as shown in the network structure in Fig. 7.3. For all the agents,

the policy networks, value networks and the proposed additional risk networks share
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Hyper-parameter Value
discount factor γ 0.99

RL network learning rate 1e−4 ∼ 1e−6

Lagrange multiplier learning rate 1e−2 ∼ 1e−4

initial Lagrange multiplier α 0.01
initial Lagrange multiplier β 0.01

memory size 5000
clipping ratio 0.2

constraint threshold µ 0.001
Table 7.1 Hyper-parameters for the experiments. [Wang et al.]

the parameters in the feature extractor, where the high-level information is shared to

benefit all tasks during the training. For the constraint threshold µ, a suitable value

is selected manually from candidate values through experimentation. This threshold

serves to restrict the gradient changes of the policy network’s output in response

to adversarial attacks, and is sensitive to the scenario while significantly affecting

the stability and performance of the training process. The main hyper-parameters

used are shown in Table 7.1. To achieve the non-task-oriented policy network in

multi-agent self-driving, all the agents share the same model structure and hyper-

parameters. For adversarial attack generations, ε = 0.1 and iterations of 20 are used.

In the robust MARL evaluation section, the performance of the proposed method is

compared with the variant risk-only-model and existing method MAPPO [205]. The

R-CCMARL system is set to run at 10 fps in CARLA on a single RTX 4090 graphic

card. The methods employed for comparisons follow the same settings.

7.4.2 Results

In this section, experiments are carried out for the robust cooperative MARL (R-

CCMARL) guidance policy evaluation. To realise these tests, first the MAPPO, the

proposed robust algorithm R-CCMARL, and its variant risk-only model are trained.

To make fair comparison, all algorithms are trained under the same applicable

hyper-parameter settings and environment conditions.
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Robustness MARL Evaluation

To evaluate the performance of the proposed R-CCMARL under observation per-

turbations, a strong attack configuration which is difficult to mitigate is chosen,

ε = 0.1, iteration = 20 and multiple attack strategies are applied. As mentioned

before, one of the challenges in robust MARL system against adversarial attacks

is the number of agents attacked is unknown. Therefore, four attack strategies are

conducted: attack on each single agent and attack on all agents, and no attack to

make sure the system works well in normal situation as well. For each category all

models are evaluated for 50 episodes.

The MAPPO, the only-risk model where the constraint for robust cooperative MARL

is not implemented, and the full proposed algorithm are evaluated in five evaluation

metrics. The metrics are defined as following:

1. Average Team Reward: the average accumulative reward of the MARL system

per episode.

2. Average Individual Reward: the average accumulative reward of each agent per

episode.

3. Average Individual Success Rate: current success times to reach the goal

position over current episodes.

4. Average Team Risk: the average accumulative safety of the MARL system per

episode.

5. Average Individual Risk: the average accumulative safety of each agent per

episode.

Note that despite the concerns about bias in evaluation due to incorporating extra,

non-attacked numeric data as inputs to enhance stability and performance, the

results show substantial impacts on the MAPPO model which also incorporates the

these extra data, resulting in low success rate. The proposed method effectively

handles strong adversarial attacks under the same conditions, indicating that the

additional inputs do not compromise evaluation outcomes. In Table 7.2, the full
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Attack on Agent 1 Attack on Agent 2 Attack on Agent 3 Attack on All
Method Metrics Agent 1 Agent 2 Agent 3 Agent 1 Agent 2 Agent 3 Agent 1 Agent 2 Agent 3 Agent 1 Agent 2 Agent 3

MAPPO
Success Rate 0.80 0.50 0.60 0.80 0.00 0.40 0.60 0.10 0.10 0.40 0.00 0.00

Return 26.30 42.63 37.73 25.68 34.78 37.46 28.38 47.70 37.01 26.06 29.41 34.59
Risk -10.26 -7.16 -1.12 -6.37 -4.10 -1.16 -8.26 -4.57 -5.75 -9.89 -4.94 -2.31

Risk-Only
Success Rate 0.88 0.70 0.82 0.84 0.24 0.78 0.82 0.60 0.74 0.78 0.08 0.70

Return 34.65 51.26 49.75 34.37 37.11 51.10 36.09 59.05 43.83 32.77 34.21 40.62
Risk -6.10 -4.14 -0.34 -3.53 -2.61 -0.37 -6.64 -3.94 -4.54 -8.37 -3.94 -1.79

R-CCMARL
Success Rate 0.98 0.92 0.94 0.98 0.82 0.90 0.96 0.88 0.88 0.90 0.78 0.84

Return 36.37 63.84 52.13 34.98 56.81 50.05 40.53 69.74 56.07 37.59 45.21 52.77
Risk -5.61 -3.85 -0.41 -3.51 -1.70 -0.42 -5.77 -3.38 -4.39 -6.97 -4.05 -1.45

Table 7.2 Detailed performance comparison in various attack conditions. The evaluation metrics include average success rate, average
long-term returns, the average long-term risks. The attacks are first implemented on every single agent, and attacks are applied on all
the agents. The performance of risk-only variant of R-CCMARL is also presented for ablation study. [Wang et al.]
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Method Metrics Agent 1 Agent 2 Agent 3

MAPPO
Success Rate 1.00 0.66 0.78

Return 27.71 57.89 47.34
Risk -3.75 -5.66 -1.79

Risk-Only
Success Rate 1.00 0.92 0.98

Return 38.48 61.29 57.30
Risk -1.98 -4.33 -1.12

R-CCMARL
Success Rate 1.00 0.94 1.00

Return 36.34 95.02 70.53
Risk -1.91 -1.85 -0.43

Table 7.3 Detailed performance metrics in normal observation condition. [Wang et
al.]

method R-CCMARL leads all the categories in success rate, long-term return, and

long-term risk under every attack strategy. In terms of success rate, MAPPO delivers

ok performance when agent 1 is attacked. Specifically, under this setting, agent 1

reaches 80% of success, while agent 2 and agent 3 remain 50% and 60%. However,

in other situations, where agent 2 is attacked, agent 3 is attacked and all agents

are attacked, MAPPO shows weak robustness. Agent 2 is not able to finish the

intersection passing task, leaving only 10% of success rate at most. Agent 3 is a

bit better than agent 2 but gets 40% at most. Lacking adversarial training and

risk awareness, MAPPO shows no defence to strong adversarial perturbations. The

risk-only method, though is not involved in adversarial training, shows certain

improvement over MAPPO, the performance is far from satisfaction, especially the

attack is implemented on agent 2. In contrast, the full method, benefiting from

the multi-agent interaction modelling (mean-field information sharing), long-term

risk minimisation, and the constrained adversarial optimisation with CBF, remain

resilient to the strong perturbations, delivering robust performance even in the Attack

on All condition. For robust MARL algorithms, it is also important to maintain

performance in normal conditions while capable of mitigating the strong attacks.

Table 7.3 shows the performance comparisons in the non-attacked environments. For

success rate, the full method R-CCMARL achieves perfect scores for Agents 1 and 3,

and nearly perfect for Agent 2, while MAPPO performs worst, particularly for Agent

2. In terms of return, R-CCMARL leads with higher returns, especially for Agents 2

and 3, indicating better performance compared to the other methods. Additionally,
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Figure 7.5 Detailed comparisons between the proposed method R-CCMARL, the
variant and the MAPPO. The multi-agent systems are attacked with different agents
and the same strength ε = 0.1, iteration = 20. The curve line is the average team
reward while transparent area indicates standard deviation. [Wang et al.]

R-CCMARL consistently demonstrates lower risk values, particularly for Agents 2

and 3, suggesting that it not only yields high returns but does so more safely than

MAPPO and Risk-Only, making it the most robust method overall.

Fig. 7.5 illustrates the performance of these methods under the five attack strategies

in a more comprehensive way. The thin line curve is the mean value of each
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category and the standard deviation is visualised around the mean value to show

stability. Overall as it can be seen, in terms of average accumulative rewards, the

risk-only outperform MAPPO in each attack situations, indicating the effeteness of

the risk assessment function and the additional long-term risk minimisation. The full

algorithm further boost performance over MAPPO and risk-only model. Specifically,

in normal condition showed in Fig. 7.5 (a), MAPPO is at 136.15 per episode. In

contrast, the full algorithm R-CCMARL achieves around 203.04 accumulative reward

an episode, which represents 49.13% gain from the MAPPO. Comparing to the

risk-only model, R-CCMARL achieve 28.5% improvement. Fig. 7.5 (a) states that

the proposed robust cooperative MARL improves the guidance performance even

without considering adversarial conditions. Fig. 7.5 (b) (c) (d) show the performance

when different individual agent is under attacks. It is evident that in a MARL

system, attacking different agents has varying effects, revealing the different levels

of importance each agent holds in the system. In Fig. 7.5 (b), when agent 1 is

attacked, the average team reward of the three methods drop by 25.2%, 13.2%, and

23.1%, resulting in rewards of 152.2, 137.1, 104.9. When agent 2 is attacked, the

performance further reduced. In Fig. 7.5 (c) MAPPO achieve 99.2 in the long-term

reward, and the risk-only model achieves 122.4. The full algorithm leads the board

at 142.3 marking 43.4% and 16.3% improvement over MAPPO and risk-only model.

In Fig. 7.5 (d), agent 3 is attacked. The full method obtain 168.6 of accumulative

reward while the risk-only model and MAPPO are at 140.1 and 116.4, showing 20.3%

and 44.8% of improvement respectively. Among the individual agent perturbations,

attacks on agent 2 have the most significant impact on the entire system, making

agent 2 the most vulnerable. The level of attacks is further increased by applying

perturbations on every agent. In Fig. 7.5 (e), the full algorithm maintains the reward

of 136.9. The risk-only model and MAPPO, both lacking constrained adversarial

training, are not able to handle the situations, reaching only 106.2 and 91.7. These

results demonstrate the effectiveness of the proposed constrained objective function

in enhancing the robustness of the MARL system.
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Risk Minimisation Analysis

The long-term risk minimisation with risk assessment and CBF constrained minimi-

sation together with robust MARL shows significant robustness to perturbations

in comparison with the non-robust MAPPO. Focusing solely on the risk metric,

R-CCMARL and its variant risk-only model consistently demonstrates superior

performance in mitigating risk compared to MAPPO across all attack scenarios. As

demonstrated in Table 7.2, in the "Attack on Agent 1" scenario, MAPPO shows the

highest risk at -10.26, while the risk-only model reduces it to -6.10, and the proposed

method achieves the lowest risk at -5.61. Similarly, in the more challenging "Attack

on All" scenario, the risk level of MAPPO remains high with values like -9.89 for

Agent 1, while the risk-only model shows improvement, reducing it to -8.37. However,

the full approach significantly outperforms both by further reducing the risk to -6.97.

Combining the results shown in Table 7.2 and Table 7.3, across all situations, whether

under heavy attacks or in normal conditions, R-CCMARL consistently shows lower

risk values, indicating its greater resilience to adversarial conditions and ability to

minimise performance degradation more effectively than the other models. This

highlights the strength of the proposed constrained objective function in enhancing

the robustness of the multi-agent reinforcement learning system under adversarial at-

tacks. When considering the combined performance across all three metrics—success

rate, return, and risk, it is evident that the proposed method R-CCMARL offers

the most robust results. The lower risk values, paired with higher success rates and

long-term returns, demonstrate the effectiveness of the risk assessment approach that

the formulated risks are related directly to the overall driving performance. Notably,

the risk is positively correlated with both the success rate and long-term return: as

the risk decreases, the success rate and returns improve. This relationship highlights

how well R-CCMARL handles adversarial conditions, with reduced risks translating

into better overall performance.
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7.5 Summary

In this chapter, a novel approach is introduced for deep-reinforcement-learning-based

robust cooperative multi-agent autonomous driving against observation perturbations.

These DRL-based autonomous driving models face safety challenges from sensor

failures and domain transitions, resembling adversarial attacks that can compromise

decision-making in critical situations, as discussed in previous chapter. And the

challenge further elevates when switching from single-agent systems to multi-agent

systems. Thanks to the innovations in this chapter, the problems for robust MARL

are solved.

To more efficiently attack the MARL agent, similar attacking method is used.

Iterative steps are employed on FGSM to help reduce the visibility of the adversarial

examples and maintain stealthier attacks. Once the perturbed observation is obtained,

Stochastic Games with perturbation are utilised to model the multi-agent intersection

passing scenario for autonomous driving, where agents must cooperate to navigate

complex intersections. A mean-field theory-supported information-sharing structure

is developed to enhance global state and interaction awareness, allowing agents

to better coordinate their actions under perturbations. Though the mean-field

formulated communication helps the cooperative tasks, it also bring difficulties by

sharing the perturbed high-level information.

An efficient risk assessment framework is introduced, focusing on long-term risk

minimisation and integrated as a control barrier function. This framework not only

helps tolerate bounded perturbations but also provides safety rewards as feedback

to the multi-agent reinforcement learning (MARL) system, guiding agents toward

safer policy learning. To further enhance the robustness of the system, a divergence-

based regulariser term is incorporated to quantify and minimise the performance

gap between non-adversarial and adversarial states, promoting smoother transitions

and more resilient decision-making. A constrained objective function, inspired from

chapter 6, is proposed with the new introduced CBF and adaption to the MARL
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system. These proposed components solve the mitigation problems of MARL systems

under adversarial attacks, and the problems brought by the communications.

Experimental results validate the effectiveness of the proposed method, showcasing

its superiority in minimising risk and handling perturbations during multi-agent

intersection passing tasks. The inclusion of a risk minimisation module and con-

strained optimisation proves advantageous in resolving the inherent challenges of

multi-agent autonomous driving, particularly in safety-critical environments. This

robust framework not only improves the overall performance of the agents in ad-

versarial scenarios but also contributes to enhancing the safety and reliability of

autonomous driving systems in real-world applications.
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Conclusions and Future Work
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8.1 Conclusions

In Chapter 1, the objectives of this thesis were established based on the potential

and challenges within autonomous driving systems. The objectives are divided into

two primary categories. The first objective is to use deep-learning techniques to

enhance scene understanding performance in autonomous driving systems, with

lightweight solutions also considered for the system efficiency and mobility needs.

The second objective focuses on designing deep-learning-based algorithms for decision-

making guidance in both single-agent and multi-agent frameworks for self-driving

vehicles. These algorithms must be robust and secure against observation shifts,

such as adversarial attacks, while maintaining reliability in normal conditions. In

this chapter, each contribution will be summarised, with a discussion on the novel

elements and future work.

This thesis begins with a background review of deep learning techniques, including

Convolutional Neural Networks (CNNs) and Deep Reinforcement Learning (DRL).

It introduces the basic concept of CNNs, then explores advancements in CNN archi-

tectures and their impact on perception within autonomous driving systems. DRL

is presented as a foundation for decision-making in autonomous driving, divided

into on-policy and off-policy categories, offering a range of options for implement-

ing self-driving algorithms. Key datasets and simulation tools are also discussed,

highlighting their role in training and evaluating the proposed algorithms.

The methodology presented in Chapter 3 explores a deep-learning-based semantic

segmentation technique specifically designed for urban driving scenarios, using

a monocular camera as the primary vision sensor. This approach is critical for

autonomous vehicle perception, as it provides pixel-level scene information that

enhances understanding of the composition of the driving environment. Unlike raw

RGB images, semantic segmentation assigns each pixel a category, enabling the

autonomous driving system to interpret complex urban landscapes with diverse

objects, ultimately aiding in accurate scene comprehension. The novel dual-attention

mechanism introduced here decomposes high-level features into spatial and channel
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information, effectively capturing contextual dependencies from both dimensions,

which enhances segmentation accuracy. To account for the unique structures and

nature of spatial and channel features, the model incorporates a pyramid pooling

method for spatial attention and channel splitting for channel attention. This

method ensures performance improvements without compromising computational

efficiency. The integration of dual-attention with a fusion technique balances rich

feature extraction with a lightweight architecture, providing an effective solution for

real-time autonomous driving tasks.

In addressing 3D object detection in Chapter 4, the method leverages single-camera

input and introduces a feature-enhancing pyramid module to boost feature represen-

tation. As verified in chapter 3 that a better representation in extracted high-level

features benefit the accuracy in model outputs, this enhancement enables the model

to retain detailed scene information across layers, benefiting the object regression

networks responsible for constructing 3D bounding boxes around detected objects.

To overcome the inherent limitations of RGB images in depth perception, an adaptive

depth supervision signal and auxiliary depth estimator are included. This addition

effectively enriches the model with missing 3D data, capturing accurate spatial

information while keeping computational demands low. The technique provides a

practical solution for 3D detection in cost-sensitive AD applications, where LiDAR

or other depth sensors may be unavailable.

Additionally, while both methods in Chapters 3 and 4 benefit from enhanced feature

representation, they retain a black-box quality due to the lack of mathematical

interpretability, which is an inherent limitation in many deep learning models. To

understand how these representations contribute to final predictions, an alternative

explainable method Grad-CAM is utilised. Visual comparisons between enhanced and

original features demonstrate that the improved features help the model focus more

precisely on intended objects, filtering out background noise and thereby improving

detection performance. Grad-CAM visualisations further verify that high-level

features, which are more abstract, emphasise larger, nearby objects, while low-level

features contribute detail to smaller or distant objects. This layered focus allows
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for a combination of high-level and low-level features that enhances the capability

of the model to detect objects throughout the entire scene. The explainable visual

comparison not only clarifies feature contributions but also illustrates how feature

hierarchy supports comprehensive scene understanding.

Chapter 5 shifts focus to a DRL-based guidance system for ground vehicles, while

still investigates perception module by prediction depth images as guidance input

to improve navigation and obstacle avoidance capabilities. This system operates

in a two-stage process, combining imitation learning to establish baseline driving

behaviours with reinforcement learning to optimise decision-making through trial and

error. In theory, pretraining with imitation learning allows the DRL model to bypass

early exploration, resulting in faster convergence. However, existing approaches

often face challenges in transitioning IL-pretrained models into the RL phase. The

proposed method identifies these issues and introduces a pretraining technique for

both the Q-network and value network, which facilitates a smoother transfer between

IL and RL, thereby enhancing training efficiency and robustness. To train depth

perception module, a synthetic depth completion dataset is collected via simulation,

addressing the shortcoming of incomplete depth ground truth of open datasets. The

depth information derived from a binocular camera setup, combines supervised and

stereo camera reconstruction based self-supervised techniques to generate a more

comprehensive view of the environment, enhancing the system responsiveness to

spatial details. Empirical results demonstrate that depth data substantially boosts

the overall performance of the guidance network, making it well-suited for real-world

navigation where precise environmental interaction is essential.

In Chapter 6, the robustness of single-agent AD systems is investigated through a

mathematical defence algorithm that mitigates the impact of state perturbations,

safeguarding performance in high-risk scenarios. These state perturbations are

generated by an optimal adversarial attacker, induce directional interferences aimed

at misleading the agent. Adversarial attacks mimic real-world uncertainties, such

as sensor noise or environmental distortions, thus becoming ideal for testing the

resilience of the agent decision-making capabilities. The defence algorithm highlights
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a constrained optimisation objective solved by Lagrange multiplier technique and

gradient descent. A regulariser is also introduced to stabilise agent behaviour across

both normal and adversarial conditions, thereby enhancing the robustness of the

agent. Additionally, an explainable attack detection mechanism is incorporated to

identify and interpret these adversarial attacks, offering insights into the responses of

the AD system and improving model reliability. This explainable detection not only

strengthens system reliability but also illuminates the decision-making processes,

helping users pinpoint areas for further improvement. Experimental results highlight

the robustness of the proposed methodology against severe adversarial attacks

and challenging, unseen weather conditions, demonstrating the effectiveness and

adaptability of the approach.

Building on the foundation established in Chapter 6, Chapter 7 adapts the constrained

objective function to a MARL context, creating a connected, cooperative framework

suited for urban driving environments with multiple interacting vehicles. In the

multi-agent setting, the complexity of dynamics and interactions introduces unique

challenges that are aggravated under adversarial attacks. The proposed system models

the interactions among agents by introducing the idea of using a universal policy for all

agents, and utilising mean-field theory for effective information sharing. The universal

policy facilitates non-task-oriented training, making it well-suited for applications like

autonomous driving, where hierarchical levels for self-driving cars are unnecessary.

This approach simplifies the training process, allowing the system to learn from a

broader range of scenarios without the constraints of specific tasks. As a result, the

model can adapt more effectively to varying driving conditions and environments,

promoting enhanced versatility and performance in real-world situations. To establish

robustness in MARL, a risk formulation is introduced. Inspired by the value network,

a specialised risk network is introduced for the minimisation of long-term expected

risks. The risk network is further utilised as the CBF, forming a constrained

optimisation objective within the MARL framework and establishing safety criteria

guarantees to manage adversarial attacks on the MARL system. Experimental

results demonstrate that the connected MARL system effectively addresses robust

MARL challenges, maintaining stability and efficiency in intersection negotiation
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scenarios, highlighting the potential of cooperative frameworks for achieving reliable

performance in complex urban traffic scenarios.

8.2 Future Work

This thesis proposed several deep-learning based models for AD perception modules,

as well as robust single-agent and multi-agent decision making guidance algorithms.

However, few potential future avenues for investigation can be explored in the future

work.

8.2.1 Perturbation Denoising

Chapter 6 and 7 investigate the defence algorithm in the presence of adversarial

attack by tolerant these attacks. Another research direction for mitigating the

attacks focus on preprocessing input data to remove adversarial perturbations to

effectively improve model performance in the face of misleading. Recent developments

include autoencoder-based methods like Defense-GAN [206] and APE-GAN [207] that

learn to reconstruct clean images. However, significant challenges remain, including

computational overhead, limited transferability across different types of attacks,

and the fundamental trade-off between robustness and accuracy. Future research

directions include developing adaptive denoising methods that can automatically

adjust to different attack types, creating more efficient architectures for resource-

constrained environments, and establishing stronger theoretical foundations for

understanding the relationship between model architecture and robustness.

8.2.2 Sim-to-Real

A limitation of Chapter 6 and 7 is the experiments are only conducted in the simulator

environment. Sim-to-real transfer is essential for ensuring that models trained in

simulations perform well when exposed to real-world variables such as lighting

changes, weather conditions, and dynamic obstacles. Techniques that enhance this

transfer often involve augmenting simulated data with real-world samples or using

domain randomisation, where the parameters of the simulator are varied extensively
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to cover a wide range of scenarios [208]. Another approach to sim-to-real transfer

is the use of life-long learning that integrate both simulated and real data during

training. These systems allow for continuous learning and adaptation, enabling the

model to refine its performance based on real-world feedback [209]. This iterative

approach is particularly valuable in autonomous driving, where the ability to adapt

to new environments can significantly impact safety and efficiency. Moreover, recent

advancements in multi-modal sensing, where various types of sensors (e.g., cameras,

LiDAR, radar) are combined, also contribute to effective domain adaptation. By

processing complementary information from different sensors, models can achieve a

more comprehensive understanding of their environment, enhancing their robustness

against domain shifts [210].

8.2.3 Complete AD Systems

The work in Chapters 5, 6, and 7 primarily focuses on the decision-making modules of

AD systems, examining how DRL can enhance guidance and robustness in decision-

making processes. However, to achieve the goal of full automation in real-world

scenarios, it is essential to consider other critical components of an AD system, such

as localisation, mapping, and integration of various perception modules. Localisation

involves determining the precise position of the vehicle within a given environment,

which is crucial for safe and efficient operation. This task typically employs a

variety of sensors, including GPS, LiDAR, and cameras, to create a comprehensive

understanding of the vehicle surroundings [132]. Accurate localisation enables the

vehicle to understand its relationship to the road network and other dynamic entities,

thereby ensuring safe navigation and obstacle avoidance. Mapping, on the other hand,

involves constructing detailed representations of the environment. High-definition

maps provide essential information, such as lane boundaries, traffic signals, and

other critical features that inform the vehicle decision-making. Advanced mapping

techniques often leverage machine learning and computer vision to enhance map

accuracy and update in real-time, thus accommodating changes in the environment

due to construction, traffic flow, or other factors [211]. Integrating these components

with the decision-making modules explored in the previous chapters creates a holistic
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AD system capable of achieving full autonomy. The synergy between decision-

making, localisation, mapping, and perception is vital for handling the complexities

of real-world driving situations.
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