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Abstract—Automatic picture captioning is a prominent re-
search area of artificial intelligence technology (AI). Its ability
to enhance AI models by translating observed data into human
language opens up a wide range of real-time applications. In
this study, we explore picture captioning in the Bengali language
using the global attention mechanism. Given the limited prior
research in this area, we provide a comprehensive assessment of
two distinct global attention approaches: the general approach
and the concatenation approach. Additionally, we evaluate the
performance of two CNN encoders, VGG19 and InceptionV3,
within these models. The models are trained on a secondary
dataset consisting of 4,849 nature-based images, each annotated
with a single caption, enabling the models to gain a broad
understanding of related categorical information. To achieve
our research objectives, we developed and trained four separate
models using this new dataset. Our analysis, both qualitative and
quantitative, demonstrates that these algorithms are capable of
generating human-like captions for similar images. The results
indicate that models using the concatenation approach, particu-
larly with the InceptionV3 encoder, performed best, achieving a
BLEU-1 score of 84.85. In contrast, the model using the general
approach with VGG19 underperformed in generating satisfactory
captions.

Index Terms—Bengali image captioning, Global attention,
CNN, GRU, Attention Mechanism, Bengali dataset.

I. INTRODUCTION

Automatic picture captioning is a hybrid technique that
focuses on describing real-world scenes and has gained popu-
larity with the advancement of artificial intelligence. It serves
as a bridge between the language and vision of an artificial
intelligence model that learns to communicate by viewing the
world and understanding all elements and activities, as well as
being able to express it in human comprehensible language.
With the advancement of this technology, artificial intelligence
models are constantly improving their ability to communicate
with the human world and perform previously impossible
tasks. This technology is used in smart blind guidance [1],
medical report writing [2], robotics [3], composed image
retrieval [4], surveillance [5], and video captioning [6].

Automatic captioning models focus on explaining a scenario
in an image or scene as accurately as possible in human
language while avoiding grammatical or semantic errors. As
a result, understanding the image’s context is necessary for
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choosing the right words to describe the situation adequately.
The model’s performance depends on developing grammat-
ically correct language descriptions based on the photo’s
attributes and conditions.A typical captioning model works by
first identifying the objects, following their actions, and then
integrating the pieces of information gathered to come up with
a caption. Figure 1 presents the overall steps for the automatic
picture captioning. Recently, advanced deep-learning models
like Convolution Neural Network (CNN), Recurrent Neural
Network (RNN), Generative Adversarial Network (GAN),
Transformer models, Bidirectional Encoder Representations
from Transformers (BERT) architectures, and others have been
used together to help study images and come up with the best
captions for them [7]. Moreover, these models are currently
trained in many languages, not just English, potentially elimi-
nating linguistic barriers to global technological advancements
in the future. Similarly, several efforts have been made to adopt
this technology for speakers of ”Bengali,” one of the world’s
most widely spoken languages [8]. Attention approaches have
also been quite effective, allowing these models to effectively
generate captions considering the picture regions [9]. However,
given the diverse expressions of real-time scenes and their
infinite attributes, objects, and activities, the models remain
far from perfection.

Identifying
objects and characterestics 

           Recognizing activities

          Mapping the 
relationship with objects and

activities
          Generating

caption

          Automatic Picture Captioning

Fig. 1: Essential steps of Automatic Picture Captioning.

Captioning models face various challenges, such as the
nature of datasets, language differences for the models, the
appropriateness of the captions, the production of lengthy
descriptions, the insufficient capability in real-time, and the
existing issues with the current methods [7]. We frequently



train these models using classified image datasets. As a result,
some of these classes may include fewer examples than
required to develop a sufficient comprehension of that specific
domain. Furthermore, diverse geographical regions, people,
and cultural knowledge must also be considered when adopting
these models.

To address this issue, this study aims to develop a specific
niche-based dataset (nature-based); as a result, the model
could have strong domain-specific knowledge. Furthermore,
while local attention-based models demonstrate impressive
efficiency, their focus on ”specific picture location” may
neglect some significant picture source positions, as only the
most relevant sources receive consideration. Global attention
ensures that all visual regions are considered while building
the caption, so there is no chance of losing any source input
during the training phase [10]. Moreover, different ways of
implementing a global attention strategy have not previously
been used for Bengali captioning. Thus, this study has im-
plemented two global attention approaches—the general and
concatenation approaches—to evaluate the effectiveness of
these methods for Bengali captioning. The results demonstrate
that the concatenation strategy performs better when applying
global attention to Bengali captioning.

The following outline summarises the paper’s major contri-
butions:

• An advanced ML model for automatic picture caption-
ing in Bengali that uses two different global attention
approaches.

• A new niche-based picture dataset, focused explicitly on
Bangladeshi outdoor nature, locations, and culture, to
train the models.

• The performance analysis of four global-attention models
using two pre-trained CNN encoders.

This paper divides the remaining content into five sections.
For example, Section II is devoted to a review of prior
literature on similar issues. Section III describes the methods
used in this research. Then, Section IV addresses the research’s
data preparation, training specifics, the result findings, and
analysis. Finally, Section V at the end of this paper contains
a conclusion.

II. LITERATURE REVIEW

A. Picture Captioning in other Languages

The majority of earlier picture captioning studies were con-
ducted using English captions until recently when researchers
began to adapt this technique to other languages. Li et al. [11]
initially extended this research to the Chinese language in 2016
by creating a dataset translated from English into Chinese. For
the experiment, they trained an encoder-decoder framework
model already available in English. Several new approaches
for Chinese captioning have been adopted after that, including
attention models [12] and the use of GAN [13], resulting in
better captions in Chinese. Incorporating Chinese captioning
into robot-enhanced therapy [14] and remote sensing system
[15] were further applications of this technology. Furthermore,

Yoshikawa et al. [16] worked with a similar encoder-decoder
model in 2017, revealing that these models can also be
trained to construct Japanese captions, underlining the supe-
riority of their massive human-generated Japanese captions
dataset known as ”STAIR captions”. Additionally, the research
for integrating the Hindi language with this technology has
included hybrid models like encoder-decoder models [17],
attention models [18], and transformer model [19]. Arabic
picture captioning also exists, with several studies done in
recent years [20]. Other languages adopting this technology
consist of Turkish [21], Indonesian [22], Vietnamese [23], and
more languages will likely be added in the future. This paper
solely contributes to the experiment by employing Bengali.

B. Bengali Picture Captioning

Rahman et al. [24] published “Chittron” as the first Bengali
picture captioning system in 2018, using stacked LSTM layers
for encoder-decoder architecture. More advanced techniques
are used in [25] such as the newest CNN (InceptionV3)
and RNN architecture (GRU). Similarly, in [26], the authors
focused on improving grammatically correct Bengali captions
using CNN. These papers use BLUE-1, CIDEr, METEOR,
ROUGE, and SPICE, and greedy and beam searches produce
good captions. However, none of them followed either the
local or global attention model.

Meanwhile, in 2020, Ami et al. [27] trained the first local
attention-based model using the Bengali-translated Flickr8k
dataset. They evaluated their model’s captions using the BLEU
matrices, the Xception and InceptionV3 encoders, and the
GRU decoder. The authors in [8] tested a local-attention-
based model using a dataset from Bangladesh. They assessed
performance with four encoders. The results were far better
than those of previous models. Recently, Das et al. [28]
proposed a local-attention model with InceptionV3 and GRU
in 2023, utilizing two public datasets as benchmarks.

The relevant work evaluation makes it evident that the global
attention technique has not been considered yet for Bengali.
Moreover, no research has been conducted on many global
techniques to determine the optimal strategy for this language.
This study is the first to develop a dataset with a specific niche
to improve the model’s capacity to caption. In addition, this
paper shows valuable experiments on different global attention
mechanisms that might contribute to the advancement of future
Bengali captioning techniques.

III. METHODOLOGY

A. Overview

We develop the model for enhancing the picture caption
using a global attention-based framework, which provides
the model with all the necessary connections between words
and images to enable it to create appropriate situation-based
captions for the scenes. Three technologies comprise the
model: a CNN model, an RNN model, and an attention
approach. Within the model framework, a fine-tuned CNN
encoder collects the attributes of each image region directly
from the network’s bottom layer. Consequently, the model



extracts features and averages them, giving each region a
unique feature. This enables the attention algorithm to define
each location according to its relevance to the corresponding
term. We deal with sequential caption data using the decoder
GRU, an upgraded type of LSTM that has gained popularity
due to its extended capabilities. Fig. 2 shows the diagram of
the model framework in this paper. The framework illustrates
the process of encoding a picture using CNN, which provides
visual features such as s1, s2, and . . . sp. The decoder GRU
then applies an attention technique to these visual features to
generate each word for the caption.
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Fig. 2: Model Framework.

The different CNNs are replaced with the decoder model
(VGG19 and InceptionV3) to generate captions. Inside the
decoder, the GRU is used to analyze the two global attention
approaches for calculating the context vector: general and
concatenation strategies. As a result, four alternative models
were trained for this research, depending on the Encoder and
the attention strategy used to test the model.

B. Data Pre-processing

During the pre-processing stage, the <start> and <end>
tokens are added at the end of each caption. These tokens are
visual cues for the model to determine the appropriate mo-
ments to initiate and conclude the caption generating process.
Upon identification of a <start> token, the decoder model
initiates the construction of a sequential series of words for
the caption. Subsequently, upon detection of a <end> token,
the model concludes the process. Additionally, a directory
is established to house the preprocessed caption dataset and
the accompanying photo locations. The captions were later
separated into tokens for tokenization, and the paths of the
images were recovered to do feature extraction.

C. Tokenization

Each word in the captions had a space between it to tokenize
it. Consequently, this approach yields the lexicon of all the
unique words in the data, while the vocabulary consists of
2033 words. Subsequently, the word-to-index and index-to-
word mappings were established, wherein each word in the
captions was associated with a specific index number. Addi-
tionally, it was determined that captions must not exceed 27
characters. Consequently, before creating the caption vector,
all sequences were extended to match the length of the longest
sequence (e.g., 27).

D. Feature Extraction

The model was examined using the pre-trained VGG19
encoder and the InceptionV3 encoder. The photos were pre-
processed to conform to the input requirements of the Incep-
tionV3 and VGG19 models. Furthermore, the uppermost layer
of these models was removed during feature extraction.
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Fig. 3: Fine-tuning of the VGG19 model as an encoder, with
the top layer replaced by a fully connected layer.
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Fig. 4: Fine tuning of the InceptionV3 model as the encoder,
with the top layer replaced by a fully connected layer.

Prior to being delivered to the VGG19 model, the pictures
are resized to dimensions (224, 224, 3). By removing the
top layer, the output dimension of the VGG19 encoder has
been modified to (49, 512). Similarly, the images transform to
conform to the required input format of InceptionV3, resulting
in a reshaping of their dimensions to (299, 299, 3). The output
shape of the InceptionV3, excluding the top layer, was (64,
2048).

E. Encoder

The encoder generates the features without using the pre-
diction layer. To match the dimension between feature vectors
and 2-D picture sections, the features are obtained from the
bottom convolutional layer [29]. The encoder generates feature
vectors of p integers, each representing a different section of
the picture. As a result, there should be a ”P” number of feature
vectors for all ”Q” image areas.

S = (s1, s2, s3, . . . , sp); sp ∈ R2D (1)

Here, S represents the overall feature, and
(s1, s2, s3, . . . , sp) represents the feature vector for individual
picture areas. The retrieved picture features are then input
into a fully connected layer, followed by activation functions
(i.e., RELU), which supply the encoder’s hidden states.

F. Decoder

The decoder utilizes global attention to create a context
vector that incorporates all relevant information from the
picture segment. This context vector assists the decoder in
predicting the target word. Therefore, the concealed states of
the encoder and decoder are fed into the attention model. The
algorithm then calculates an alignment score using these two



inputs, which indicates the relevance and alignment scores of
the caption word based on the corresponding picture sections.
The two currently available approaches for calculating align-
ment scores are the general and concatenation techniques. The
general approach multiplies the decoder’s output by source
data, whereas the concatination technique merges outputs with
a neural layer. The general procedure formula [30] is as
follows:

score(ht, h̄s) = htWah̄s (2)

Here, ht stands for the decoder’s current hidden state, barhs

stands for all of the picture source data, and Wa represents
the weight of the dense layer.

The concatenation approach is followed by Eq. 3.

score(ht, h̄s) = vTa tanh(W1ht +W2h̄s) (3)

Here, vTa is the vector for scaling.
Subsequently, the likelihood of significant visual areas,

referred to as ”attention weights,” is computed using Equation
4 [30].

αt = softmax(score(ht, h̄s)) (4)

The final stage of the attention approach is the creation of
the Context vector [29], [30].

ct =
∑
i

αth̄s (5)

After that, the decoder concatenates the created context vec-
tor with the current output. The output is then passed through
a dense layer with a TANH activation function. Finally, the
revised decoder output h̃t is sent through another dense layer
that is the same length as the vocabulary size (Wv), resulting
in the final probability sequence for the caption.

h̃t = tanh(Wa[concat(ct, ht)]) (6)

p(yt|y1, . . . , y(t−1), x) = (Wvh̃t) (7)

Here, yt is the target word computed from the probability
vector, and x is the given input sentence.

During the training and evaluation phases, the decoder
receives the <start> token as the first input, and it uses the
predicted target word from the current phase as the subsequent
decoder input. After training, the gradients are computed
and applied to the Adam optimizer to calculate the loss.
The predicted words for the training and evaluation phases
are determined by looking at the words with the highest
probability. At last, when the model encounters the <end>
token, it terminates the process.

IV. RESULT AND ANALYSIS

A. Testbed Details

Cloud platform Google Collaboratory used the TASLA T4
GPU for the investigations. All critical data was stored in
Google Drive throughout testing for quick recovery. The model
was built using TensorFlow and a 512-unit-per-layer RNN.
The model contains 256 embedding dimensions, 10 batches,
and 0.001 learning rate. For training, the dataset was randomly
partitioned into 3879 photos and descriptions. Additionally,
970 test photos were reserved to evaluate the model. The
30 period training process took about one hour for all four
models.

B. Dataset Collection

The secondary dataset for this study was derived from
the ”BNATURE” dataset, created by Al Faraby et al. [25]
in 2020. It comprises 8000 photographs measuring 500 x
375, each accompanied by 5 Bengali annotations. All the
photographs pertain to the cultural and geographical environ-
ment of Bangladesh. For this research, only outdoor nature-
based photographs are targeted during the dataset selection
process. Consequently, 4849 photographs were collected, and
one caption was chosen for each photograph. The dataset
was collected manually, considering that the model should be
trained with similar categorical photos.

C. Evaluation Metric

The BLEU matrices are used to assess the quality of
predicted captions as they provide a score based on comparing
the predicted and reference texts [31]. Machine translation,
natural language processing, and captioning model evaluation
widely use the BLEU and meteor. The BLEU scores are
computed using n-gram matrices, where n varies from 1, 2,
3, and 4. Table I shows the models’ performance with the
VGG19 and InceptionV3 using average BLEU scores for 1,
2, 3, and 4 grams and meteor. Table II depicts a comparison
of our model outcome to new existing models.

TABLE I: The result scores of the trained models.
Encoder Decoder Strategy BLEU-1 BLEU-2 BLEU-3 BLEU-4 Meteor
VGG19 Attention

+ GRU
General 47.91 37.15 29.85 24.05 0.51

VGG19 Attention
+ GRU

Concat 80.92 77.72 74.97 70.18 0.85

InceptionV3 Attention
+ GRU

General 78.35 74.47 70.77 66.52 0.79

InceptionV3 Attention
+ GRU

Concat 84.85 82.13 79.49 75.59 0.87

TABLE II: The existing models with comparison to our model.
CNN Model Dataset Strategy BLEU-1 BLEU-2 BLEU-3 BLEU-4

Xception Atten+GRU
[32]

Bornon Local 60.5 49.2 41.2 35.1

Xception Atten+GRU
[8]

BanglaLekhaImageCaptions Local 87.18 85.35 83.23 80.60

ResNet-101 Transformer
[33]

BanglaLekhaImageCaptions Self-attention 69.4 58.0 50.5 2.22e-308

InceptionV3 Atten+GRU
(our model)

Nature-based dataset Global (concat) 84.85 82.13 79.49 75.59



(a) The caption generated by Model 1; the result gives more detail
of the picture than the human-generated one.

(b) The caption generated by Model 1; The caption is accurate to
the human-generated one.

(c) The caption generated by Model 2; The result is almost exact
with a small change of a term that has the same meaning.

(d) The caption generated by Model 2; The caption is accurate to
the human-generated one.

(e) The caption generated by Model 3; The caption is accurate to
the human-generated one.

(f) The caption generated by Model 3; The caption is accurate to
the human-generated one.

(g) The caption generated by Model 4; The caption is accurate to
the human-generated one.

(h) The caption generated by Model 4; The caption is accurate to
the human-generated one.

Fig. 5: Predicted captions produced by different models.

D. Result Analysis

The quantitative scores show that the models using the
global concatenation approach produce good results for
BLUE-1, 2, 3, 4, and meteor. It is also worth noting that the
models score more than 80 for Blue 1, which is impressive.
This suggests that these models generate more captions similar
to the captions provided by humans for the test dataset.
Moreover, Model 3 (InceptionV3+general) has almost similar
outcomes to Model 2 (VGG19+concat) and Model 4 (Incep-
tionV3+concat). Furthermore, it is demonstrated that Model
1 (VGG19+general) with a global general approach has the
lowest proportion of BLUE scores. As a result, this model
cannot offer enough captions for the test datasets that are
equivalent to human-given annotations.

In terms of qualitative analysis, different samples of captions
produced by the four trained models are judged by humans
for the test photos. Model 1 (VGG19+general) showed a few
generated captions that are identical to the human-derived cap-
tions and, in some instances, satisfactory captions that are not

similar to the human-given ones. Model 2 (VGG19+concat)
and Model 4 (InceptionV3+ concat) showed that these models
generated accurate captions for the majority of the pictures.
These models could also correctly recognize the unique objects
in the image. Moreover, Model 3 (InceptionV3+ general) pro-
duced captions that are mostly similar to human-given ones;
however, it could also generate captions that are distinct from
human-generated descriptions but still match the photograph.
Therefore, based on the qualitative and quantitative analysis,
Model 4 (InceptionV3+ concat) was the strategy that produced
the best results.

V. CONCLUSION

This study developed four global attention-based Bengali
photo captioning models to produce captions in the lan-
guage. Using a previously published dataset that focused on
Bangladesh’s culture, people, and geographical architecture,
we created a new niche-based dataset targeting natural outdoor
images. As a result, the model’s ability to identify and de-
scribe related images of Bangladeshi landscapes, people, and



culture significantly improved. Furthermore, we experimented
with two distinct global attention techniques (general and
concat) using two CNN encoders, VGG19 and InceptionV3.
According to the evaluation results, the model with the In-
ceptionV3 encoder and the concatenation global approach
offered cutting-edge performance, scoring 84.85 for BLUE-1
and metoer(0.86). On the other hand, the VGG19 model with
the general strategy produced unsatisfactory BLUE scores,
47.91 for BLUE-1, meteor(0.51), with the majority of incorrect
or non-similar results. Regarding qualitative analysis, the two
alternative models, VGG19 and InceptionV3, created the most
qualitative captions for the test dataset using the concatenation
global technique. Depending on the applications, we can
expand the dataset and annotations in the future and train more
niche-based models. We suggest using an InceptionV3-based
model with a global concatenation approach for future ex-
periments. Furthermore, future research could explore another
global attention method, known as the global dot technique,
for Bengali captions.
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