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CORRECTION
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DTW is essential as it removes differences in mean ratings 
between EMA trajectories and in this way identifies differ-
ences in rating dynamics [1]. Furthermore, it was necessary 
to adapt the clustering algorithm in order to be able to use 
distance matrices for clustering.

 
We adapted the following aspects of the original pipeline:

1. We implemented the aforementioned z-normalization 
as part of the preprocessing prior to application of DTW 
and the clustering algorithm.

2. We adjusted the selection of the clustering algorithms 
to better fit the data and investigated the results with 
a hierarchical as well as the PAM (partitioning around 
medoids) clustering algorithm. We compared several 
cluster indices to decide which number of clusters was 
the most optimal for the data set.

In the new analysis the PAM clustering algorithm also 
reveals a two-cluster solution as most stable (Jaccard indi-
ces: cluster 1 = 0.77; cluster 2 = 0.88). However, in contrast 
to previous results the cluster indices regarding the cluster 
number were inconsistent and did not indicate a clear num-
ber of clusters. In line with our previous results, one clus-
ter (cluster 2) shows higher mean EMA symptom ratings 
than the other (cluster 1). Cluster 2 had significantly higher 
ratings on cross-sectional Positive and Negative Syndrome 
Scale (PANSS) ratings of general symptoms than cluster 1. 
However, the new cluster solution shows no differences on 
other PANSS scales and the self-report Community Assess-
ment of Psychic Experience (CAPE) questionnaire (Fig. 1; 
Table 1).

 
This study included three study groups in the clustering, 
i.e. outpatients diagnosed with a psychotic disorder (PD), 
healthy individuals (HC), and healthy individuals with a 

Upon an exchange with an expert researcher in the field of 
dynamic time warping (DTW) we implemented an addi-
tional step (‘z-normalization’) in the preprocessing pipe-
line of our ecological momentary assessment (EMA) data. 
This step is required in DTW analysis to capture similarities 
between temporal dynamics, i.e. similarities in the shape, 
rather than similarities in the absolute (mean) rating in the 
EMA trajectories. Even small differences in the scale or off-
set will reduce any similarity information encoded in the 
dynamic or shape of this trajectory. As an example, when 
using DTW we want to be able to recognize both 7 and 
7, despite their differences in size (scale), similarly, as we 
want to be able to recognize 7 and 7, despite different offsets. 
Z-normalization of the EMA trajectories before applying 
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Fig. 1 Cluster characteristics. (A) We obtained a two-cluster solution 
with distinct characteristics in their EMA ratings. The Z-normalized 
EMA psychotic symptom scale data is shown in the left and the 
unscaled, i.e. raw data is shown in the right panel. Z-normalized psy-
chotic symptom scores were used for clustering. (B) Clusters showed 
significantly different clinical scores on the PANSS general symptom 
scale (left), as well as on two of the individual PANSS items, suspi-

ciousness (middle) and active social avoidance (right). (C) Addition-
ally, the revised (z-normalized) clusters 1 and 2 showed significantly 
different mean EMA ratings of psychotic symptoms (left panel) but no 
significant difference with respect to within-subject EMA rating vari-
ance of these (right panel). Significances: * p < 0.05, ** p < 0.01, *** 
p < 0.001
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first-degree relative with psychosis (RE). All three study 
groups were represented in both clusters while most of PD 
(73%, N = 40) and RE (70%, N = 14) were assigned to clus-
ter 2. We find no clear differentiation of RE from HC or PD 
in clusters across the investigated 7-day EMA rating period.

Due to the lack of z-normalization of our data in the 
original manuscript, DTW and therefore the clustering solu-
tion was skewed towards capturing differences between 
mean ratings of individuals and not as intended, capturing 
differences in the rating dynamics (‘shape’) of individuals. 
In the original results this was indicated by the finding that 
individuals assigned to cluster 1 show significantly higher 
mean average symptom ratings as compared to individu-
als assigned to cluster 2. In contrast, rating variance did not 
significantly differentiate the clusters. The high mean rating 
cluster (cluster 1) in return corresponded to the significantly 
higher cross-sectional ratings reported on the PANSS and 
CAPE questionnaire.

 
After applying z-standardization, (1) cluster indices and 
cluster stability were inconsistent with respect to the opti-
mal cluster solution for the current data and (2) the unsuper-
vised machine learning did no longer identify individuals 
with distinct clinical characteristics in terms of positive and 
negative symptoms on the PANSS or CAPE. However, in 
contrast to our previous analysis we now found that individ-
uals assigned to cluster 2 experienced higher general psy-
chopathology. As for our previous analysis, differences on 
the single PANSS items of suspiciousness and active social 
avoidance emerged between the two clusters. Individuals 
in cluster 2 were further characterized by a specific pattern 
in their EMA ratings. However, as visible in Fig. 1C, it is 
likely that this effect was still driven by differences in the 
absolute mean EMA ratings and to a lesser extent by the 
rating dynamics.

 
That is, in contrast to the original manuscript, we now need to 

Table 1 Demographic and clinical cluster characteristics
Cluster 1 (N = 34) Cluster 2 (N = 66) t value/chi2, F-value pfdr

study groupa 15/6/13 40/14/12 4.861 0.704
age, mean (sd) 37.08 (9.31) 39.22 (11.58) -0.998 0.830
sex = female (%) 11 (39) 28 (74) 0.580 0.830
educational statusb 13/10/6/0/0/2 16/11/10/2/2/2 0.623 0.830
medication, n (%)c

antipsychotic 14 (100) 35 (95) 0.788 0.830
antidepressant 3 (23) 12 (32) 0.401 0.838
benzodiazepine 0 (0) 5 (16) 1.806 0.830
mood stabilizers 0 (0) 1 (3) 0.331 0.999
PANSS
positive symptoms, mean (sd) 11.73 (3.65) 15.13 (5.77) -2.570 0.061
negative symptoms, mean (sd) 12.40 (5.25) 16.36 (5.37) -2.467 0.076
general symptoms, mean (sd) 24.67 (4.37) 31.50 (7.28) -4.182 0.003
PANSS (individual items)
delusions (P1) 2.00 (1.25) 2.44 (1.37) -1.114 0.510
hallucinatory behavior (P3) 2.13 (1.60) 2.79 (1.70) -1.338 0.416
suspiciousness/persecution (P6) 2.20 (0.94) 3.12 (1.45) -2.758 0.047
emotional withdrawal (N2) 1.93 (1.22) 2.51 (1.35) -1.513 0.334
active social avoidance (A16) 1.53 (0.74) 2.64 (1.48) -3.636 0.004
CAPEd

positive symptoms - freq, mean (sd) 1.47 (0.38) 1.65 (0.52) 1.543 0.435
positive symptoms - dis, mean (sd) 1.81 (0.61) 2.00 (0.71) 0.373 0.735
negative symptoms - freq, mean (sd) 1.72 (0.38) 1.97 (0.59) 2.395 0.326
negative symptoms - dis, mean (sd) 1.86 (0.61) 2.18 (0.61) 3.668 0.169
depressive symptoms - freq, mean (sd) 1.89 (0.55) 1.98 (0.62) 0.382 0.735
depressive symptoms - dis, mean (sd) 2.46 (0.69) 2.46 (0.66) 0.067 0.863
a: numbers correspond to PD/RE/HC
b: numbers correspond to university/college/secondary school/primary school/other/none
c = information on medication is based on PD individuals
d = F- and p-values indicate the main effect for cluster; there were no significant interactions present
Abbreviations: PANSS = Positive and Negative Syndrome Scale; CAPE = Community Assessment of Psychic Experience; freq = frequency; 
dis = distress; sd = standard deviation. Significant p values are in bold

1 3



European Archives of Psychiatry and Clinical Neuroscience

 
Acknowledgements: We would like to thank Prof. Eamonn 
Keogh (University of California – Riverside) who provided 
helpful comments and constructive feedback and who sup-
ported us in applying the corrections to our data analysis.

Open Access  This article is licensed under a Creative Commons 
Attribution 4.0 International License, which permits use, sharing, 
adaptation, distribution and reproduction in any medium or format, 
as long as you give appropriate credit to the original author(s) and the 
source, provide a link to the Creative Commons licence, and indicate 
if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless 
indicated otherwise in a credit line to the material. If material is not 
included in the article’s Creative Commons licence and your intended 
use is not permitted by statutory regulation or exceeds the permitted 
use, you will need to obtain permission directly from the copyright 
holder. To view a copy of this licence, visit  h t t  p : / /  c r e  a t i  v e c o m m o n s . o 
r g / l i c e n s e s / b y / 4 . 0 /     .  

References

1. Mueen A, Keogh E (2016) Extracting Optimal Performance from 
Dynamic Time Warping. In: KDD 2016. pp 2129–2130

conclude that the correspondence between positive and neg-
ative symptom ratings on cross-sectional clinical interview 
and questionnaire measures and the EMA rating dynamics, 
i.e. the shape and pattern of individual EMA ratings over 
time, is relatively low. However, we need to acknowledge 
that even after removing mean differences we still find sig-
nificant differences between clusters with respect to EMA 
mean symptom ratings. Thus, clustering of the standardized 
EMA rating dynamics, seems to be less informative with 
respect to the overall severity of symptoms, as indicated in 
clinical interviews or questionnaires before the EMA rating 
period.

 
In sum, our findings with z-standardized data do not sup-
port many of our original conclusions, which suggested 
that dynamics in EMA ratings correspond well to ratings of 
positive and negative symptoms in clinical assessments and 
questionnaires. However, they do not exclude the potential 
informativeness and clinical usefulness of characterizing 
dynamic patterns of EMA ratings, e.g. in relationship to 
relapse or to differences in perceived functional impairment 
of an individual which we did not investigate in the current 
study.
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