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Introduction

Network propaganda has proved a formidable challenger  
to the management of centralized social media platforms  
following the discovery of the Internet Research Agency’s 
(IRA’s) influence operation targeting the 2016 US presiden-
tial election and the ensuing onslaught of COVID-19 con-
spiracy theories during the pandemic. The streamlined and 
cost-effective creation of fake social media profiles, typi-
cally employed for coordinated inauthentic behavior or as 
networks of sockpuppet accounts (Bastos & Mercea, 2019), 
shaped a playbook for influence operations seeding division 
ultimately deployed not only in elections around the world 
but also in the cottage industry specialized in crafting desir-
able online personas for romance scams (Faux, 2023).

Social media platforms sought to curb these operations by 
implementing community guidelines (Facebook, 2018a, 2018b; 
Twitter Privacy Policy, 2018) to protect the health of the 
public debate. The platforms also enforced election integrity 
policies designed to prevent the spread of false or misleading 
information about elections. These policies cover a range of 
problematic content, including false, misleading, or unveri-
fied information about public consultations, but also the 
incitement of violence to interfere with civic processes, and 
coordinated reporting, posting, or sharing of information to 
manipulate the public conversation. Behavior that abused 

these norms was deemed in violation of the Terms of Service 
(ToS), Platform Manipulation Policy, or the Spam Policy, and 
thus subject to removal from the platforms.

Upon identifying the origin (source attribution) and  
target of these influence operations, social media platforms 
label, remove, or reduce the visibility of such content 
depending on the severity and reach of the violation. These 
initiatives yield databases of influence operations, with 
Meta curating the Information Operation (IO) Research 
Archive and Twitter Trust and Safety team leading the com-
pany’s efforts to safeguard elections and deal with content 
that could jeopardize healthy conversations online (Harvey 
& Roth, 2018). Twitter’s Civic Integrity policy (Twitter, 
2021) would eventually mature into the Twitter Moderation 
Research Consortium (TMRC, 2022). Starting in 2017–
2018 as a reaction to the IRA operations, it shared data with 
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the academic community, initially under the umbrella of 
Twitter’s Elections Integrity initiative, which identified and 
ultimately removed false accounts, Twitterbots, and sock-
puppets (Elections Integrity, 2018; Twitter, 2019).

The first release of the data included 2,752 accounts the 
company attributed to the IRA. This list was expanded in 
early 2018 to include 3,814 IRA-linked accounts. The TMRC 
continued to be updated over the next years, and the final 
dataset included 115,474 unique Twitter accounts, millions 
of individual tweets, and more than one terabyte of media 
removed from the platform due to breaches of the ToS. It 
included information about user accounts that posted over 
100 million tweets (25 million in TMRC14 and TMRC15 
and 34 million in the 2018–2019 releases) linked to 57 influ-
ence operations carried out in several countries. From this 
universe of 115,474 accounts, 40,407 contain information 
about the user profile and a link to the profile image that 
could be downloaded at the time the TMRC offered access to 
the data. This is the database we probe to identify the visual 
identities of fake Twitter profiles.

We probe this database by training custom machine-learn-
ing models based on visual attributes of Twitter profiles regu-
larly explored in state-sponsored social media propaganda, 
including age, gender, race, camera angle, composition, loca-
tion, emotion, and sensuality—which are important markers 
for propagandists seeking to infiltrate social groups. These 
models rely on Google Vision API, Teachable Machine, and 
the DeepFace Library to process the totality of fake profile 
images made available through the TMRC. This allows us to 
test whether the visual identities of Twitter profiles can be 
used to identify propaganda campaigns, and more specifically, 
whether the visual features of such profiles are associated with 
the source and target of the campaign. In the following, we 
discuss the particulars of the TMRC database, unpack related 
work in this area, and advance a framework for the scalable 
detection of visual propaganda on social media.

Previous Work

Influence operations on social media employ an array of 
digital instruments, including Twitterbots, fake accounts, 
sockpuppets, trolls, and compensated influencers to dissemi-
nate their messaging (Bastos & Mercea, 2018; Benkler et al., 
2018). These accounts feature profile images as the initial 
point of engagement with users, and therefore propagandists 
carefully and deliberately select images that can elicit trust, 
evoke emotional response, or endorse ideological position-
ing (Seo, 2014). IRA profiles in particular employed visual 
aesthetics and a grammar of self-presentation that strategi-
cally catered to the targeted subcultures (Xia et al., 2019). 
Profile pictures also lend credibility to users’ communica-
tions (Morris et al., 2012), seize attention, and elicit emo-
tions (Rose et al., 2012). Effective visual communication 
through profile images is therefore central to attaining social 
embeddedness and minimizing the labor-intensive costs of 

infiltration (Freelon et al., 2020). Contemporary propaganda 
strategists have followed suit by aptly manipulating images 
as instruments to steer collective sentiments and emotions 
(Weikmann & Lecheler, 2023).

The affordances of social media compound these issues 
by emphasizing visual over written communication 
(Highfield & Leaver, 2016). Previous research identified that 
social media propaganda seeks to embody relatable, familiar, 
and attractive faces of ordinary people (Bastos et al., 2023), 
with a clear gender divide encapsulated by unassuming 
males lacking overt tropes of hegemonic masculinity like 
strength and dominance in contrast to females characterized 
by the tangible exploitation of the female body for maximum 
erotic impact and objectification (Davis, 2018; Rose et al., 
2012). This is consistent with the general sexual objectifica-
tion found in media culture and music videos, where female 
artists are more likely to be sexually objectified and display 
sexually alluring behavior (Aubrey & Frisby, 2011). This  
is nonetheless magnified in fake social media profiles 
designed for political propaganda, frauds, and scams using 
desirable online personas, with leaked manuals of pig butch-
ering scams explicitly determining the creation of female 
profiles featuring naughty but cute nicknames with photos of 
attractive young women who appear wealthy and educated 
(Faux, 2023).

There is also research that explored the personality traits 
expressed in social media images (Celli et al., 2014; 
Ferwerda & Tkalcic, 2018), as profile pictures are subject to 
personality inference from the facial appearance that guides 
adaptive behavior (Zebrowitz & Montepare, 2008). The 
potential effects of a politician’s facial appearance on trait 
judgment intersect with gender differences, with voters 
rewarding female candidates who appear more feminine 
(Carpinella et al., 2016), and driving inferences of compe-
tence, which have been found to be predictive of election 
results (Todorov et al., 2005). In addition to gender, research 
has also found that race and ethnicity are significant vari-
ables in the visual messaging about immigration that inter-
sect with emotional variables like anxiety (Brader et al., 
2008). The detection of such attributes from facial images is 
informed by early approaches in automated feature extrac-
tion that identified a person from a facial image (Kanade, 
1977), further expanded to recognize attributes such as gen-
der, race, and age, but also emotional states and expressions 
(Liu et al., 2015).

Research on visual communication has increasingly 
incorporated methods from computer vision, with a growing 
body of scholarship dedicated to reviewing automated meth-
ods for image analysis (Pearce et al., 2020; Peng et al., 2024). 
Unfortunately, off-the-shelf computer vision tools are not 
designed to analyze media effects such as visual framing nor 
are they intended to identify visual tropes in social media 
propaganda. To bridge this gap between computer vision and 
propaganda studies, we devise an analytical framework 
based on predefined visual concepts to be measured with 
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customized computer visual algorithms (Peng et al., 2024). 
This methodological approach draws from scholarship on 
image composition that portrays individuals as powerful or 
otherwise ordinary, sensual or otherwise average, and asser-
tive instead of meek (George et al., 2024). Definitions of 
power and sensuality vary widely among individuals and 
cultural groups but have been theorized along the following 
coordinates informing our study: confidence, sensuality, and 
categorization (Tajfel & Turner, 1986).

Composition

Image composition dedicated to imprinting power and con-
fidence relies on the position of the camera so that the pho-
tographed object appears imposing. These compositional 
choices are broadly defined by whether the subject is photo-
graphed from above, below, or at eye level to frame the 
object through high, low, or neutral angle shots (Merkt 
et al., 2022). Perceptions linked to the quality of the image, 
but most prominently to camera angles, are influenced by 
evolutionary cues, social learning, and embodied cognition. 
Language reflects these perceptions by equating power with 
upward positions and lack of power with downward trajecto-
ries. It also associates vertical angles with dominance or sub-
ordination (Meyers-Levy & Peracchio, 1992).

Changes in camera angle thus lead to significant and pre-
dictable changes in how the physical and personal charac-
teristics of the photographed object are judged. Low-angle 
shots often make the object appear taller and stronger and 
are thus employed to portray power and courage. Eye-level 
shots, on the contrary, impart a sense of equality, parity, and 
neutrality. High-angle shots tend to present the photo-
graphed subject as weaker or frail and manufacture a sense 
of vulnerability (Kraft, 1987). Notably, men tend to be 
depicted from low angles to suggest dominance and power, 
whereas women are often shown from high angles to sug-
gest fragility or lesser status.

Sensuality

Broadly conceived, sensuality encompasses the myriad 
ways humans experience and express sensations of pleasure 
(Heathwood, 2006, 2007). The more intimate and sexual 
aspects of sensuality are intricately woven with elements 
that stimulate multiple senses, often characterized by sur-
faces, curves, and textures that resonate with femininity, 
corporeality, and eroticism (Pritchard & Morgan, 2011). 
This understanding of sensuality drives the depiction of 
young women in soft advertisements employed by the cos-
metic industry (Xie & Zhang, 2013) where sensuality tran-
scends nudity to evoke sexual feelings through sensory 
stimuli (Ringrow, 2016). While visual elements like parted 
lips are commonly associated with sensual tropes, sensual-
ity remains culturally and historically grounded notwith-
standing its commodification by the advertising industry to 

evoke sensory experiences that shape emotional engage-
ment and brand loyalty (Wolf, 2013).

Notions of sensuality vary substantially across cultures 
and are predicated on cultural norms and belief systems. 
Western cultures tend to emphasize attributes such as confi-
dence, physical fitness, and the celebration of diverse body 
types. Conversely, Eastern cultures tend to favor subtlety 
and slender figures (Starr et al., 2020). In South Asian  
contexts, notions of sensuality are often intertwined with 
traditional attire. In Middle Eastern cultures, sensuality is 
frequently associated with modesty, secrecy, and mystery. 
African cultures, in contrast, often perceive fuller figures  
as emblematic of sensuality and a trait of fertility. In some 
cultures, women with lighter skin tones have been perceived 
as more feminine and sexually appealing than their darker-
skinned counterparts, and Latin American cultures are  
typically drawn to curves, vivacity, and exuberance (Frost, 
1990). In some cultures, including Middle Eastern and 
South Asian cultures that feature in the TMRC, any form of 
female nudity in the public space is perceived as sexualized; 
in other cultures, however, nudity may be featured without 
overt sexualization.

Categorization

Another salient dimension in the composition of social media 
profile images is social categorization through which indi-
viduals are grouped based on social information, with gen-
der, race, and age featuring prominently. These categories 
underpin expected roles, behaviors, and activities assigned to 
individuals based on societal norms (Butler, 2002; West & 
Zimmerman, 1987). Gender norms influence the personal-
ization strategies utilized by both authentic and fake social 
media users, with the visual presentation of gender frequently 
reinforcing societal norms, particularly in the sexualization 
and objectification of women (Davis, 2018; Rose et al., 
2012). As such, gender is a central aspect in the creation  
of fake social media profiles and the shaping of digital iden-
tities (Muscanell & Guadagno, 2012; Toma & Hancock, 
2012), with “catfishing” typifying the centrality of such 
social constructs in crafting persuasive online personas that 
adhere to stereotypical gender norms.

The other central category is race, a social construct and 
stratifier that is central to the persistence of inequalities 
(Bonilla-Silva, 1997). Race also influences cultural norms 
and practices through its intersection with intergroup 
dynamics, intrinsic biases, stereotypes, and prejudices. 
Consequently, race plays a central role in the shaping of 
identities, intergroup relations, political engagement, and 
cultural acceptance (Bonilla-Silva, 1997). Intersecting with 
other social categories, racial categorizations are wielded to 
either perpetuate or challenge structures legitimizing power 
imbalances and inequities (Crenshaw, 2013). This includes 
the intersectionality of race and gender, further compound-
ing their impact on individual experiences (Smedley & 
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Smedley, 2005). Notably, the complexity of the interaction 
between gender and race poses significant challenges for 
machine learning algorithms (Buolamwini & Gebru, 2018).

Objectives

We take stock of the literature reviewed above to test whether 
the visual tropes exploited by distinct propaganda campaigns 
can be identified at scale. We leverage TensorFlow’s high-
level API Keras and Google Vision API to train custom 
machine-learning models of social media user profiles. The 
models are applied to the TMRC database to identify the 
visual features of state-sponsored social media propaganda, 
including age, gender, race, angle, quality, sensuality, loca-
tion, and emotion, along with a range of discrete variables 
employed to create these profiles. To this end, we test the 
hypothesis (H1) that the visual parameters of Twitter 
accounts are predictive of influence operations (unit of anal-
ysis: users). We also test an auxiliary hypothesis (H2) that 
the visual identities of influence operations (IO) on Twitter 
are predictive of source and targeted countries (unit of analy-
sis: IO campaigns). In the following, we describe the TMRC 
database and the methods employed in this study.

Data

The TMRC database includes tweets, user accounts, and pro-
file images that have undergone various forms of content 
moderation measures. Of particular note, the TMRC data-
base not only includes textual content but also information 
pertaining to profile images that have been subjected to mod-
eration. This repository includes granular data relating to 
user accounts flagged, removed, or subject to enforcement 
measures. Such accounts were categorized according to  
criteria such as inappropriate content, graphic images, or vio-
lations of Twitter’s policies and guidelines. The database 
includes key metrics such as the number of accounts taken 
down, the number of tweets, languages used by the group  
of fake accounts, key hashtags, temporal range of account 
activity, user-reported locations, and technical indicators of 
location. Taken together, it offers critical insights into the 
efficacy of content moderation strategies while also fore-
grounding the challenges that social media platforms must 
contend with in ensuring user safety and adherence to com-
munity standards.

The database includes only networks with significant evi-
dence indicating that state-affiliated entities were knowingly 
trying to manipulate and distort public conversations. The 
influence operations taken down by the TMRC include small 
networks in Bangladesh that engaged in coordinated plat-
form manipulation with a focus on regional political themes 
and networks in the United Arab Emirates (UAE) and Egypt 
that primarily targeted Qatar and Iran while amplifying mes-
saging supportive of the Saudi government. This is in addi-
tion to accounts linked to Saudi Arabia’s state-run media 

apparatus that engaged in coordinated efforts to amplify 
messaging beneficial to the Saudi government. Other small 
campaigns include the operations of Partido Popular in Spain 
and a separate network associated with the Catalan indepen-
dence movement, specifically Esquerra Republicana de 
Catalunya. It also includes networks in Ecuador tied to the 
PAIS Alliance political party, which primarily engaged in 
spreading content about President Moreno’s administration.

The TMRC also includes large IOs in Russia, Iran, and 
Venezuela targeting other countries and/or domestic audi-
ences by leveraging “spammy” content focused on divisive 
political themes, with behavior that mimics the seminal 
influence operation orchestrated by the IRA. The Iranian 
cohort posted nearly two million tweets with content that 
pressed the geostrategic views of the Iranian state. This play-
book was also identified in a group of 4,248 accounts operat-
ing from the UAE directed at Qatar and Yemen that employed 
false personae and tweeted about the Yemeni Civil War and 
the Houthi Movement. It also includes very large influence 
operations counting over 200,000 accounts manned by the 
People’s Republic of China (PRC) and dedicated to sowing 
political discord in Hong Kong and undermining the legiti-
macy of local protest movements. These accounts were sus-
pended for a range of violations of Twitter’s platform 
manipulation policies, including platform manipulation and 
spam, coordinated activity, fake accounts, attributed activity, 
distribution of hacked materials, ban evasion, and what the 
TMRC referred to as “violative content.”

The subset of interest to this project includes 115,474 
unique Twitter accounts removed from the platform due to 
breaches in the platform’s ToS. These accounts posted over 
100 million tweets (25 million in TMRC14 and 15 cam-
paigns alone, in addition to 34 million in the later 2018–2019 
data release) linked to 57 influence operations carried out in 
the Global North and the Global South that mimic, or build 
upon, the seminal influence operation by the IRA. From this 
universe of 115 K accounts, 40,407 included detailed infor-
mation about user accounts, with a link to the profile images 
that could be downloaded at the time the TMRC offered 
access to this data. As such, a total of 75,067 Twitter accounts 
were archived with no profile photo or information about the 
account that could be used to download the profile images 
(see Appendix A for the list of influence operations to which 
no profile image was made available). Table 1 unpacks this 
database with a breakdown of campaign targets and source 
attribution followed by the number of tweets and accounts 
involved in each influence operation campaign.

Computer vision and object recognition algorithms are 
optimized for data collected from higher-income households 
located in the Global North (De Vries et al., 2019). This is a 
considerable shortcoming for research on the Global South, 
which features prominently in the TMRC database. This 
shortcoming can be partially offset by deploying off-the-
shelf tools to mitigate cultural biases in computer vision 
tools (Peng et al., 2024). This is the case of sensuality, which 
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is subject to cultural and geographic variations in addition to 
evolving cultural expectations. To this end, we include a 
diverse set of sensual images sourced from the many coun-
tries represented in the TMRC database. The training dataset 
thus includes images from different cultural settings with a 
binary category termed “sensual,” a variable informed by the 
inferential definitions found in the product management lit-
erature (Hofmeester et al., 1996).

Data preprocessing started by removing illustrations lack-
ing identifiable individuals and resulted in a dataset consist-
ing of predominantly neutral angle shots. While high- and 
low-angle shots were evenly distributed, notable disparities 
emerged in the intersection with race and gender. Neutral 
angles prevailed across all racial categories, with the high-
est proportion observed among White individuals (95%). 
Notably, 9% of images featuring individuals of Indian 
descent utilized high angles, in sharp contrast to low angles 

that appeared in only 1% of the images. A similar trend was 
observed among Latino and Asian groups. Given the over-
arching prevalence of neutral angles, these differences are 
compounded by gender, with 80% of images featuring 
women employing high-angle shots, compared with 50% for 
men. A significant 68% of sensual images and 75% of ama-
teur photos favored high angles, which were also more likely 
to convey anger, fear, happiness, and sadness.

Finally, we considered the ethical dilemmas in display-
ing profile pictures that might have been taken from real 
people, including of course the many celebrities conspicu-
ously featured in the database. These disinformation outfits 
may have misappropriated profile images of real users, 
although a sizable share of the data appears to be taken 
from stock photos of celebrities and models. In the end, our 
concerns were offset by the realization that the images 
explored in this study have been recontextualized to such 

Table 1. Election Integrity and TMRC Data Releases With Number of Twitter Users and Source Attribution.

Release Date Users Source Release Date Users Source

El. Integrity Oct 2018 3,613 Russia (IRA) El. Integrity Feb 2021 69 Russia (GRU)
El. Integrity Oct 2018 770 Iran El. Integrity Feb 2021 238 Iran
El. Integrity Jan 2019 15 Bangladesh El. Integrity Feb 2021 35 Armenia
El. Integrity Jan 2019 2,320 Iran El. Integrity Dec 2021 112 China (Changyu)
El. Integrity Jan 2019 416 Russia (IRA) El. Integrity Dec 2021 2048 China (Xinjiang)
El. Integrity Jan 2019 1,960 Venezuela El. Integrity Dec 2021 276 Mexico
El. Integrity Mar 2019 4,248 United Arab Emirates El. Integrity Dec 2021 16 Russia; East Africa
El. Integrity Apr 2019 1,019 Ecuador El. Integrity Dec 2021 50 Russia; North Africa
El. Integrity Apr 2019 6 Saudi Arabia El. Integrity Dec 2021 268 Tanzania
El. Integrity Apr 2019 259 Spain El. Integrity Dec 2021 277 Venezuela
El. Integrity Apr 2019 271 UAE; Egypt El. Integrity Dec 2021 418 Uganda
El. Integrity Jun 2019 4,779 Iran TMRC 14 Americas1 Aug 2022 1379 Russia; USA; Mexico
El. Integrity Jun 2019 130 Catalonia TMRC 14 Americas2 Aug 2022 249 Guatemala; Mexico
El. Integrity Jun 2019 4 Russia (IRA) TMRC 14 Americas3 Aug 2022 1780 Russia; Ukraine
El. Integrity Jun 2019 33 Venezuela TMRC 14 Americas4 Aug 2022 170 USA; UK
El. Integrity Jul 2019 5,241 China TMRC 14 APAC 1 Aug 2022 5914 Indonesia
El. Integrity Dec 2019 5,929 Saudi Arabia TMRC 14 APAC 2 Aug 2022 1198 India; USA
El. Integrity Mar 2020 71 Ghana; Nigeria TMRC 14 APAC 3 Aug 2022 568 Pakistan
El. Integrity Apr 2020 2,541 Egypt TMRC 14 EUR 1 Aug 2022 1889 Turkey
El. Integrity Apr 2020 3,104 Honduras TMRC 14 EUR 2 Aug 2022 228 Turkey
El. Integrity Apr 2020 795 Indonesia TMRC 14 EUR 3 Aug 2022 7 Slovenia
El. Integrity Apr 2020 8,558 Serbia TMRC 14 EUR 4 Aug 2022 38 Russia; Ukraine; USA
El. Integrity Apr 2020 5,350 Saudi Arabia; Egypt; 

United Arab Emirates
TMRC 14 EUR 5 Aug 2022 2648 Russia; Philippines; Ukraine; 

Turkey; India; Bulgaria
El. Integrity May 2020 23,750 China TMRC 14 MENA 1 Aug 2022 504 Saudi Arabia
El. Integrity May 2020 1,152 Russia TMRC 14 MENA 2 Aug 2022 608 UK; Germany; France; Iran; 

Netherlands; USA
El. Integrity May 2020 7,340 Turkey TMRC 14 Africa 1 Aug 2022 228 Sudan
El. Integrity Oct 2020 34 Saudi Arabia TMRC 15 APAC 1 Oct 2022 3 China; United States
El. Integrity Oct 2020 526 Cuba TMRC 15 APAC 2 Oct 2022 22 China; United States
El. Integrity Oct 2020 5 Russia TMRC 15 APAC 3 Oct 2022 1943 USA; Hong Kong; 

Singapore; China
El. Integrity Oct 2020 104 Iran TMRC 15 MENA 1 Oct 2022 37 Iran
El. Integrity Oct 2020 926 Thailand TMRC 15 MENA 2 Oct 2022 7 Israel; USA; Iran
El. Integrity Feb 2021 31 Russia (IRA) TMRC 15 MENA 3 Oct 2022 5 Iran
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an extent that they are detached from potentially existing 
personas, reflecting instead the profiles manufactured by 
disinformation outfits that cannot be promptly associated 
with the source of the image.

Methods

This study combines data extraction and automated object 
recognition (image tagging) for the analysis of state propa-
ganda on social media. It leverages state-of-the-art machine 
learning platforms for the automatic classification of profile 
images through optical character recognition (OCR) as well 
as face, emotion, logo, landmark, color, inappropriate con-
tent, and object detection. These features are extracted by 
deploying customized machine learning algorithms trained 
with Teachable Machine and DeepFace in addition to the 
Google Vision API. While Teachable Machine allows users 
to train custom models, Vision API leverages vast datasets 
and state-of-the-art computer vision algorithms based on 
ImageNet (2016), the de facto gold standard for training 
computer vision algorithms featuring a repository of over 
100 million images.

Vision API was launched in February 2016 and is based 
on the TensorFlow open-source framework. It features OCR 
in addition to face, emotion, logo, landmark, color, inappro-
priate content, and object detection. Vision API benefits 
from a comprehensive understanding of diverse image con-
tent and has been widely used in social media research 
(d’Andrea & Mintz, 2019). This vast exposure allows the 
model to generalize well across a myriad of image types and 
contexts, leading to higher accuracy and precision in clas-
sifications. Google’s Teachable Machine, despite leveraging 
the power of transfer learning through MobileNet, is more 
constrained due to its training data. Originally designed to 
discern between 1000 classes, MobileNet offers limited 
ability to generalize across broader contexts or perform 
sophisticated fine-tuning.

The classifiers created with Teachable Machine generated 
a Keras model for downstream analysis. Image composition, 
including the angle and quality of the photo, was sourced 
from open image databases, which proved challenging owing 
to the limited diversity found in open databases. The diffi-
culty in classifying the photographic angle stems from the 
relative absence of consistent and clear patterns that can dis-
tinguish low, high, and neutral angles. This shortcoming was 
addressed by using a pre-trained model based on face tilt to 
classify images into high, low, and neutral, then manually 
annotating a subset of images to assess the classifier’s accu-
racy, and finally by iteratively refining the model on training 
data with balanced representation across the relevant catego-
ries. Addressing these shortcomings in Teachable Machine 
is, however, an imperfect process due to the inherent opacity 
of the system, whereby performance evaluation relies solely 
on the output of the model.

Other methodological challenges include training the sen-
suality classifier. Since sensuality is a subjective concept 
involving multisensory surfaces, curves, and textures that 
evoke femininity and corporeality (Pritchard & Morgan, 
2011), we relied on visual identifiers such as makeup, skin 
exposure, and emotion. Similarly, we relied on light expo-
sure, lighting quality, image background, and angle to iden-
tify professional and homemade photographs. We also 
distinguished selfies from other portrait photos by identify-
ing images taken with the camera held at arm’s length, as 
opposed to those taken by using a self-timer, tripod, or a 
remote trigger. Big close-ups were identified whenever most 
of the photographic space was occupied by the subject’s face 
from forehead to chin, in contrast to regular close-ups where 
the face of the subject appears down to the shoulders. 
Similarly, long shots feature the full body of the subject in 
contrast to mid-shots portraying the subject from the waist 
up to include the head and partial torso. The resulting Keras 
model successfully identified the relevant categories for this 
study, namely race, gender, emotion, sensuality, number of 
faces, professional or amateur photo, indoor or outdoor, 
angle, and framing of the photograph.

Google Vision API can also process the data to yield  
similar results, as it provides information about over  
and under-exposure (underExposedLikelihood) and blur 
(blurredLikelihood) in the images, which is a proxy for pro-
fessional and amateur photos. It further identifies “safe 
search” and image properties, in addition to face, label, 
logo, text, and landmark detection. The likelihood ratings 
provided by the API are expressed in 6 different values: 
“unknown,” “very unlikely,” “unlikely,” “possible,” “likely,” 
and “very likely.” These values were converted to a discrete 
scale of NA, –10, –5, 0, 5, and 10, with Figure 1 showing  
the Vision API results for profile images displaying the 
following emotions: “joy,” ‘anger, “sorrow,” and “surprise.” 
Vision API further estimates the incidence of adult and sen-
sual content with the parameters “adult” and “racy,” which 
we used to estimate the incidence of images with explicit or 
implicit sensual overtones, with Figure 2 displaying the 
incidence of such images in influence operations across the 
Americas, Middle East, Asia, and Europe.

In the end, Google Vision API showed a higher accuracy 
(0.87) compared with Teachable Machine (0.72). While 
Teachable Machine had a notably higher recall rate of 0.80, 
its precision was significantly lower at 0.35 compared with 
Google Vision API’s 0.65. This suggests that while Teachable 
Machine was better at correctly identifying sensual images, 
it also misclassified a larger number of non-sensual images. 
The F1 Score, which balances precision and recall, was 
slightly higher for Vision API (0.55) than for Teachable 
Machine (0.49). In terms of specificity, Vision API outper-
formed with a score of 0.94 against Teachable Machine’s 
0.71, indicating a superior ability to correctly identify non-
sensual images. The two models are nonetheless broadly in 
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line with respect to key variables used to model the data, 
with Figure 3 showing the correlation matrix for Vision API 
and the Keras classifier (Teachable Machine) that supports 
the results presented in the next section.

Results

Compositional Tropes

We begin by inspecting the distribution of neutral images 
across 57 influence operations included in the TMRC data-
base. We found the use of neutral images to be higher in 
TMRC14_AMERICAS_3, a campaign that includes 8,920 
tweets posted in Spanish where neutral angles account for 
97% of the data. Low angles, on the contrary, prevailed in 
TMRC14_APAC_1 in Indonesia with a whopping 363,531 
tweets, and TMRC14_EUR_5, which targeted Russians and 
includes 527,152 tweets. These campaigns feature a higher 
proportion of low-angle shots at 6% and 5%, respectively.  
In contrast to that, high-angle shots prevail in TMRC14_
APAC_3, which targeted Pakistani audiences with 4,418,374 
tweets, but also in influence operations targeting Venezuela 

Figure 1. Vision API results for profile images displaying “joy,” “anger,” “sorrow,” and “surprise.”

Figure 2. Composite of user profiles used in campaigns 
targeting Guatemalan, North American, Iranian, Pakistani, and 
Catalan audiences.
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and Iran. These compositional choices define how fake social 
media profiles should appear to unwitting users, with the 
other salient dimension of the photo composition being the 
shot frame.

Shot frames are clearly segmented by gender across the 
57 TMRC influence operations. Women use more selfies 
(38%) and big close-ups (22%) than long shots (7%). While 
men also used selfies, the use of mid-shots is considerably 
higher at 28%. Selfies are also associated with race, as more 
than half of the images of Blacks and Latinos/Hispanics are 
selfies and big close-ups. In contrast to that, the use of close-
ups and mid-shots is balanced across races averaging 16% 
and 24%, respectively. Selfies are also associated with the 
sensuality category, with more than one-third of all sensual 
images turning out to be selfies. Non-sensual images, on the 
contrary, make use of mid-shots and long shots at around 
26% on average for each type. Similarly, nearly one-third of 
amateur images are selfies, and professional images rarely 
feature big close-ups (only 6%), favoring instead long shots 
or mid-shots (33% and 35%, respectively).

The use of selfies is comparatively higher in campaigns 
manned by the IRA and the influence operation of 2019 in 
Venezuela (33% and 43%, respectively). Similarly, long shots 
are employed more consistently in the Indonesian campaign 

(TMRC14_APAC_1). Big close-ups, on the contrary, are 
prevalent in campaigns that targeted Guatemala, Honduras, 
and Belize (TMRC14_AMERICAS_1 and TMRC14_
AMERICAS_3) where they account for around 44% of the 
images. These campaigns also feature high levels of sensual 
undertones, with compositional choices that reinforce tradi-
tional gender roles where women are depicted as passive, to 
be admired or desired, and men are active, the admirers, or the 
subject that desires (Davis, 2018; Rose et al., 2012).

Twitter profiles targeting regions in the Middle East  
featured a much higher incidence of illustrations, with 77% 
of the Twitter profiles targeting the Iranian population 
(TMRC14_MENA_2) consisting of illustrations and car-
toons. The prominence of illustrations suggests an attempt 
to mask the user identity or to use symbols that resonate 
with specific ideologies or groups, conceivably to facilitate 
infiltration. This is in line with propaganda that leverages 
symbolism and imagery to rally the target population, as 
many of the illustrations in the TMRC database employ the 
use of flags and icons overlaid by text to convey ideological 
talking points. Flags are traditionally used to elicit height-
ened national identity and ethnic sentiments by driving alle-
giances to the flag, but they can also be divisive in contexts 
marked by regional conflicts (Muldoon et al., 2020).

Figure 3. Correlation matrix for Vision API and the Keras classifiers.
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The clenched fist is a recurrent trope in profiles featuring 
illustrations. It is commonly used to convey unity and soli-
darity, but it may convey alternative readings when coupled 
with other symbols (Spierings, 2021). This is particularly the 
case where the clenched fist appears alongside weaponry to 
convey retribution and retaliation. The use of captioning, 
however, far exceeds the boundaries of flags and clenched 
fists and accounts for a large proportion of images that blur 
the lines between memes and traditional propaganda tropes, 
with the grammar of memes driving these compositions. 
Indeed, the OCR applied to the database shows the co-occur-
rence of images with text (captioning), animals, animations, 
and drawings, with the variable “spoof” in Vision API effec-
tively identifying memes in the data. Figure 4a shows the 
President of Turkey Recep Tayyip Erdoğan and the caption 
“Shoulder to shoulder we are always together,” followed by 
the Russian angel and the caption “Hello, Khokhly (deroga-
tory Russian term for Ukrainians),” and Hugo Chávez, for-
mer President of Venezuela, and the caption “Two eras. Two 
warriors. One fight.” Figure 4b shows a similar set of illus-
trations targeting American users.

Consistent with previous research (Bastos et al., 2023), 
sensual images of young women are significantly more likely 
to be deployed in IRA operations targeting American audi-
ences, but also on Russian domestic propaganda. This pat-
tern was also observed in influence operations that targeted 
Venezuelan domestic audiences. Sensual images are also 
significantly more likely to be deployed in the campaigns 
TMRC15_APAC_1 and TMRC15_APAC_3, reportedly 
orchestrated by China, but also in Central America, with the 

TMRC14_AMERICAS_1, reportedly orchestrated by Russia, 
and the campaigns TMRC14_AMERICAS_2 and TMRC14_
AMERICAS_3 that targeted Guatemalan audiences pro-
duced in Guatemala, Mexico, and Russia. They also feature 
prominently in TMRC14_EUR_5, a Russian influence  
operation targeting Ukraine. Figure 5 shows a composite of 
campaigns targeting Turkish, Pakistani, Saudi, Israeli, and 

Figure 4. (a) President of Turkey Recep Tayyip Erdoğan and the caption “Shoulder to shoulder we are always together,” followed by 
the Russian angel and the caption “Hello, Khokhly (derogatory Russian term for Ukrainians),” and Hugo Chávez, former President of 
Venezuela, and the caption “Two eras. Two warriors. One fight.” (b) Visual tropes targeting American users.

Figure 5. Composite of user profiles used in campaigns targeting 
Turkish, Pakistani, Saudi, Israeli, and Venezuelan audiences.
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Venezuelan audiences. The Keras and Vision API models are 
relatively consistent with each other with respect to sensual-
ity (adjusted R-square = 0.38).

The operations manned by the IRA are marked by exten-
sive use of “happy” and “joyful” headshots, particularly in 
the US campaign (joy = 0.67) compared with domestic oper-
ations in Russia (joy = 0.10). A similar pattern was observed 
in the operations targeting Venezuelan audiences in this 
period (joy = 0.13 and 0.09), and in the operations in Central 
America where “joy” stands at 0.27 and 0.32, respectively. 
The results of the Vision API are consistent with the Keras 
classifier, though the estimates of the latter are lower likely 
due to the limited precision of the TensorFlow algorithm for 
this category. The visual trope of attractive young women is 
particularly salient in influence operations carried out by 
China (TMRC15_APAC_3) that targeted the United States 

in April–October 2022. This cohort included nearly 2,000 
accounts that posted over 300,000 messages in English  
and Chinese, with prominent hashtags including #China, 
#VladimirPutin, and #AmazingChina. Figure 6 shows a 
composite of profile photos of this campaign that follows 
the IRA playbook of exploiting profile photos of attractive 
young women.

IRA operations targeting US audiences are more likely to 
rely on homemade photos compared with other campaigns in 
the period (r = 0.64 against 0.001 to 0.01 for campaigns target-
ing Bangladesh, Catalonia, Iran, Russia, and Venezuela). This 
compositional pattern emerged again in 2022 when a Russian 
campaign targeting Indonesian audiences resorted primarily to 
amateurish profile photos (r = 0.66) compared with a range 
from 0.001 to 0.06 for similar campaigns in 2022 that targeted 
13 countries. These differences are also significant for the 

Figure 6. Composite of profile photos depicting attractive young women for propaganda.
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racial tropes explored by the IRA, with Whites being particu-
larly more prominent in the campaign targeting US audiences 
in the run-up to the Presidential election of 2016 (r = 0.12) 
than in any other campaign that ensued (r < 0.05).

Another recurrent compositional trope is found in the 
influence operation carried out by Indonesia in April–
November 2021 targeting the local population (TMRC14_
APAC_1), with a set of 5914 accounts that posted nearly 
400,000 messages in Indonesian (with prominent hashtags 
including #papua, #BinmasNokenPolri [Binmas Noken 
Police], and #IndonesiaNegaraHukum [Indonesian National 
Law]). The visual identity of these accounts is more likely to 
feature indoor profile pictures taken from high or low angles 
in long or mid-shot frames compared with the rest of the 
influence operations in the past decade. They are also more 

likely to present professionally made photos of individuals 
whose face is covered or shown only partially. It features 
fewer group photos or illustrations, with the lion’s share of 
profiles featuring a single individual usually of East Asian 
complexion. Much like the IRA operations of 2016, these 
profile pictures shown in Figure 7 are also more likely to 
feature unassuming males with K-pop aesthetics. This 
domestic influence operation strongly resembles the play-
book devised by the IRA notwithstanding the different ethnic 
and cultural groups they targeted.

Hypothesis Testing

We proceed to test hypothesis (H1) positing that the visual 
parameters of Twitter accounts are predictive of influence 

Figure 7. Composite of profile photos featuring unassuming males with K-pop aesthetics that targeted Indonesian audiences.
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operations, with user accounts as the unit of analysis. Our 
results show that the visual parameters of Twitter accounts 
are indeed predictive of influence operations. The model 
based on Vision API was capable of accounting for over one-
quarter of the variance in the data when the variable user_
reported_location was incorporated into the model. This is to 
be expected because user_reported_location is a proxy for 
the target population of the campaign and is therefore predic-
tive of the frames employed in each influence operation. If 
user_reported_location is removed, the model accounts for 
less than 10% of the variance in the data, a moderate result 
given the granular visual information feeding the model.

These models are nonetheless based on the visual dimen-
sions of the data alone, and the model underperforms when 
numeric and ordinal data from Twitter accounts are included 
in the model (e.g., the number of tweets, followers, account 
creation date, and language). In other words, the visual infor-
mation gleaned from Twitter profiles outperforms the numeric 
and textual data employed to identify sockpuppet accounts, 
bots, trolls, and scammers (adjusted R-squared = 0.2421 com-
pared with 0.1963, p < 0.0001 for both models). Table 2 sum-
marizes the key findings regarding the visual identities of 
fake social media profiles in different geographical locations.

The Keras model based on race, composition, angle, 
quality, indoor/outdoor, number of individuals, and gender 
also proved moderately powerful by accounting for nearly one-
fifth of the variance in the data (adjusted R-squared = 0.1928, 
p < 0.0001). Visual cues like race and sensuality are particu-
larly effective at identifying influence operations across a 
range of sources and targets. Similar to the results drawn 
from the Vision API-based model, incorporating numeric 
and ordinal data from user profiles such as the number of 
tweets, followers, and language did not improve the model, 
with data extracted from profile images outperforming 
established metrics for bot detection across the tests per-
formed for this study.

Given the robustness of these results, we accept hypo-
thesis H1 and conclude that the visual dimension of social 
media accounts offers an effective parameter for identifying 
influence operations at scale. While visual information out-
performs metrics for the identification of bots and trolls, 
these attributes can be combined in early-warning systems. 
Indeed, user account information proved useful in modeling 
campaign targets (as opposed to source attribution). While 
visual parameters like adult content, incidence of faces 
expressing joy or sorrow, coded labels, and sensual content 
continue to outperform typical user account metrics, the 
combination of these variables renders a model that can 
account for over one-fourth of the variance in the data 
(adjusted R-squared = 0.2765, p < 0.0001).

We proceed to hypothesis H2, which posits that the visual 
identities of Twitter profiles are predictive of campaign 
source (unit of analysis: influence operations) by combining 
the Keras and Vision API classifiers and aggregating the 
data at the campaign level. The model includes all variables 

in the database, but no numeric or categorical variable from 
individual Twitter accounts such as the number of tweets or 
followers. The model proved quite capable, with multiple 
R-squared of 0.91 and adjusted R-squared of 0.5351. 
However, these results are not significant at the 5% confi-
dence interval (p = 0.136), and therefore we reject hypothesis 
H2 and conclude that aggregate visual data must be disag-
gregated at lower levels to yield significant insights. There 
are, however, important correlations that can be identified  
at the campaign level. The Pearson R for the correlation 
between sensuality and female, and between sensuality and 
selfie is 0.75 and 0.80, respectively (p < 0.01). Other signifi-
cant correlations exist between each campaign and the pre-
vailing framing, quality of the photo, and other compositional 
features like the incidence of photos outdoors as shown in 
Figure 3 and Table 2.

Conclusion

The TMRC database offers comprehensive information about 
Twitter user accounts used in influence operations. This infor-
mation was originally provided to the US Senate Committee 
during the Congressional hearings of 2017 when Twitter, 
Meta (then Facebook), and Alphabet shared information with 
the US Senate and Congress. This data, unfortunately, is 
rarely shared with the academic community. While Twitter 
has offered researchers access to the TMRC database, Meta is 
yet to share similar data with the academic community. Since 
Twitter’s acquisition by Elon Musk, however, the TMRC data 
has been deleted and the information about Twitter’s Election 
Integrity initiative is no longer available on the company’s 
website.

Our results show that sensuality is a central trope in foreign 
influence operations that replicate the seminal campaign of the 
IRA targeting American audiences, being particularly preva-
lent in campaigns targeting Latin Americans, but also Turkish, 
Spanish, and Israeli audiences. We also found that the visual 
attributes of social media profiles are predictive of influence 
operations because these campaigns are segmented into groups 
with clear visual presentations that emphasize selfies, sensual 
young women, K-pop aesthetics, or alternatively flags and 
icons overlaid with text to convey ideological talking points.

The prevalence of selfies and close-ups, especially among 
women and certain racial groups, is noteworthy. Selfies in 
contemporary culture are often associated with authenticity 
and personal expression and propagandists exploit this  
perception to manufacture relatable and verisimilar social 
media profiles. Propaganda selfies appear designed to por-
tray attractive individuals and maximize one’s social media 
reach. This explains the much higher incidence of selfies in 
profile photos marked by heightened sensual undertones in 
the TMRC. Selfies were also found to mostly employ high 
angles portraying the subject as submissive and inviting, 
typically in the profile of women, whose images feature self-
ies at higher rates than any other type of photo.



Bastos 13

Finally, the high incidence of selfies and big close-ups for 
Blacks and Latinos/Hispanics resonates with the intimacy 
often associated with contact cultures. Conversely, the pref-
erence for long shots in the TMRC14_APAC_1 campaign, 
which targeted Twitter users in Indonesia, is in line with the 
noncontact cultural norms of many Asian societies, where 
personal space and formality are emphasized. The composi-
tion of such fake profiles is therefore attuned to the cultural 
perceptions and norms of their target audience, a consider-
able challenge for foreign influence operations seeking to 
manufacture trust and relatability leading to successful infil-
tration. Finally, these compositional tropes are no longer 
restricted to political propaganda, as the cottage industry of 
fraud and romance scams has promptly adopted this play-
book to craft desirable personas, particularly attractive young 
women who appear wealthy and educated.
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Appendix A

TMRC Data With Profiles Images Available  
(up to TMRC14)

This “disclosure statement” accompanies 15 IO datasets  
disclosed during August 2022. Twitter names IO datasets 
shared to the TMRC using the naming convention “TMRC_ 
presumed-region-of-origin_unique-numerical-value.”

The “disclosure statement” is a summary highlighting key 
figures in the data, along with a few additional key contex-
tual pieces of information for each dataset. It is intended to 
help orient Consortium researchers as they consider research 
using this dataset. In addition to a “disclosure statement,” 
each dataset is also accompanied by separate README files 
with a description of the data fields. Please review each data-
set’s “disclosure statement,” the corresponding READMEs, 
and the data fields included in the datasets carefully before 
beginning analysis.

Twitter shares this data with the Consortium for research-
ers to investigate and come to their own conclusions based on 
the data. When using IO datasets provided to the Consortium, 
researchers are expected to take care to be as accurate as 
possible in their analysis and consider all available factors in 
the data.

To be clear: Twitter’s “disclosure statement” for IO datasets 
is not a statement of attribution of activity to specific govern-
ments or entities unless explicitly specified. Researchers 
should take particular care to ensure accuracy before making 
any attribution statements. In particular, in the case of IO 
datasets that include a “presumptive region and/or country of 
origin,” the IO should not inherently be interpreted as spon-
sored by actors from that presumptive region and/or country 
of origin, nor should the operation be inherently attributed to 
those countries’ governments. Additional research and inves-
tigative efforts may still be necessary to confirm the country 
of origin and reach conclusions around the attribution of a 
dataset. Some sets may include accounts that were compro-
mised or repurposed for the purposes of an IO or other manip-
ulation efforts. Researchers should ensure they are factoring 
in all available signals from the data before making attribu-
tion statements.

The following information, if available, is included in 
each dataset’s “disclosure statement.” We have indicated 
below whether the information is directly drawn from the 
corresponding dataset or whether it is additional contextual 
information:

•• No. of accounts taken down—calculated by Twitter
•• No. of Tweets—calculated by Twitter
•• Language(s)

|| Tweeted in—corresponds to tweet-language data 
field in the dataset.

|| Account language settings—corresponds to bio 
data field in the dataset.

•• Key hashtags (up to 3)—determined by Twitter, with 
best-effort translations provided by Twitter. Note: The 
most frequent hashtags of a dataset are determined by 
raw count of a hashtag’s frequency coupled with anal-
ysis from our investigative team to remove hashtags 
that are unrelated spam.

•• Account activity date range—corresponds to created_
at data field in the dataset.

•• User-reported location—corresponds to profile loca-
tion data field in the dataset.

•• Presumptive country of origin—determined by Twitter. 
Note: Presumptive country of origin is determined 
through an analysis of the most frequently seen techni-
cal indicators of geolocation.

•• Policy the network was removed under
•• Reporting that informed investigation

If you encounter potential errors in this dataset (e.g., accounts 
you believe may have been included in error, or corrupted/
missing fields), please direct questions to TMRC-support@
twitter.com. (This email is only available to current TMRC 
members; please do not share externally.) Twitter will not be 
able to assist with analysis or to attribute IOs to specific actors.

TMRC14_AMERICAS_1
No. of accounts taken down: 1,379
No. of Tweets: 43,299
Language(s)

•• Tweeted in: Spanish
•• Account language settings: Spanish

Key hashtags (up to 3):

#Honduras
#YaniRosenthal
#XiomaraCastro

Account activity date range: October 2021
User-reported location: Honduras, Guatemala, and Belize
Presumptive country of origin: Russia, United States, and 
Mexico
This network was removed under Twitter’s Platform Mani-
pulation and Spam Policy.
This investigation was informed by reporting from Nisos, an 
intelligence analysis
company.

TMRC14_AMERICAS_2
No. of accounts taken down: 249
No. of Tweets: 271,873
Language(s)

•• Tweeted in: Spanish
•• Account language settings: Spanish

mailto:TMRC-support@twitter.com
mailto:TMRC-support@twitter.com
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Key hashtags (up to 3):

#TeMientoComoLosChairos [I’m lying to you like the 
leftists]
#LasONGsMienten [The ONGs are lying]
#Guatemala

Account activity date range: 2018–2021
User-reported location: Guatemala
Presumptive country of origin: Guatemala, Mexico
This network was removed under Twitter’s Platform Mani-
pulation and Spam Policy, and we observed it engaging in 
“coordinated reporting,” which is the abuse of Twitter’s 
reporting system to inauthentically coordinate against an 
account in an effort to have the account suspended or other-
wise enforced against.
This investigation was informed by reporting from Nisos.

TMRC14_AMERICAS_3
No. of accounts taken down: 1,780
No. of Tweets: 8,920
Language(s)

•• Tweeted in: Spanish
•• Account language settings: Spanish

Key hashtags (up to 3):

#JuntosLoEstamosLogrando
#AlcaldePellecer
#Guatemala

Account activity date range: November 2020 to January 2021
User-reported location: Guatemala
Presumptive country of origin: Russia, Ukraine
This network was removed under Twitter’s Platform Mani-
pulation and Spam Policy.

TMRC14_AMERICAS_4
No. of accounts taken down: 170
No. of Tweets: 402,951
Language(s):

•• Tweeted in: several languages including Russian, 
Spanish, Arabic, Somali, and Pashto

•• Account language settings: Various including Russian, 
Spanish, Arabic, Somali, and Pashto

Key hashtags (up to 3):

(Daesh, ISIS) # داعش
(Raqqah) # الرقة
(Syria) # سوريا

Account activity date range: March 2012 to August 2022
User-reported location: Various including Russia, Spain, 
Somalia, and Afghanistan

Presumptive country of origin: United States, Great Britain
This network was removed under Twitter’s Platform Mani-
pulation and Spam Policy.

TMRC14_APAC_1
No. of accounts taken down: 5,914
No. of Tweets: 363,531
Language(s):

•• Tweeted in: Indonesian
•• Account language settings: Indonesian

Key hashtags (up to 3):

#papua
#BinmasNokenPolri [Binmas Noken Police]
#IndonesiaNegaraHukum [Indonesian National Law]

Account activity date range: April–November 2021
User-reported location: Indonesia
Presumptive country of origin: Indonesia
This network was actioned under Twitter’s Platform Mani-
pulation and Spam Policy.

TMRC14_APAC_2
No. of accounts taken down: 1,198
No. of Tweets: 340,356
Language(s):

•• Tweeted in: English and Hindi
•• Account language settings: Hindi and English

Key hashtags (up to 3):

#Kashmir
#Pakistan
#India

Account activity date range: June 2019 to February 2020
User-reported location: India and Pakistan
Presumptive country of origin: India and United States
This network was removed under Twitter’s Platform Mani-
pulation and Spam Policy.

TMRC14_APAC_3
No. of accounts taken down: 568
No. of Tweets: 4,418,374
Language(s):

•• Tweeted in: primarily Urdu, some English
•• Account language settings: Urdu and English

Key hashtags (up to 3):

#DostiGroup
#Pakistan
#OurMartyrsOurHeroes
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Account activity date range: February 2012 to March 2021
User-reported location: Pakistan
Presumptive country of origin: Pakistan
This network was removed under Twitter’s Platform 
Manipulation and Spam Policy.

TMRC14_EUR_1
No. of accounts taken down: 1,889
No. of Tweets: 12,885,391
Language(s):

•• Tweeted in: Turkish
•• Account language settings: Turkish

Key hashtags (up to 3):

#ErdoğanınYanındayız [We are with Erdoğan]
#HayırlıCumalar [Have a nice Friday]
#DevletiminYanındayım [I am with my state]

Account activity date range: November 2021
User-reported location: Turkey
Presumptive country of origin: Turkey
This network was removed under Twitter’s Platform Mani-
pulation and Spam Policy, and we observed it engaging in 
“coordinated reporting,” which is the abuse of Twitter’s 
reporting system to inauthentically coordinate against an 
account in an effort to have the account suspended or other-
wise enforced against.

TMRC14_EUR_2
No. of accounts taken down: 228
No. of Tweets: 25,920
Language(s):

•• Tweeted in: Turkish
•• Account language settings: Turkish

Key hashtags (up to 3):

#MilliHesaplarYanyana [National accounts side by side]
#Giresun [name of city]
#Kahramanmaraş [name of city]

Note: The network was found to be engaged in fake engage-
ment, primarily coordinated replying.
Account activity date range: March–April 2021
User-reported location: Turkey
Presumptive country of origin: Turkey
This network was removed under Twitter’s Platform 
Manipulation and Spam Policy.

TMRC14_EUR_3
No. of accounts taken down: 7
No. of Tweets: 47,754

Language(s):

•• Tweeted in: Slovenian, some English
•• Account language settings: Slovenian

Key hashtags (up to 3):

#volitve2018 [elections 2018]
#SDSzate [SDS for you]
#sramota [shame]

Account activity date range: January–April 2021
User-reported location: Slovenia
Presumptive country of origin: Slovenia
This network was removed under Twitter’s Platform Mani-
pulation and Spam Policy.
This investigation was informed by the publication of an 
article by Pod Črto.

TMRC14_EUR_4
No. of accounts taken down: 38
No. of Tweets: 275,310
Language(s):

•• Tweeted in: Russian, English, German, Serbian, and 
Ukrainian

•• Account language settings: Russian, English, German, 
Serbian, and Ukrainian

Key hashtags (up to 3):

#news
#newsfront
#Актуальные_Новости [current news]

Account activity date range: April 2020 to January 2022
User-reported location: Russia and Ukraine
Presumptive country of origin: Russia, Ukraine, and United States
This network was removed under Twitter’s Platform Mani-
pulation and Spam Policy.
This investigation was based on a tip from an industry partner

TMRC14_EUR_5
No. of accounts taken down: 2,648
No. of Tweets: 527,152
Language(s):

•• Tweeted in: Russian, with some English
•• Account language settings: Russian and some English

Key hashtags (up to 3):

#wewillROCyou
#Камиланашезолото [Kamila (Kamila Valieva) our gold]
#взаимно [mutual, likewise]
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Note: This network was found to be engaged in fake engage-
ment, primarily coordinated replying.
Account activity date range: June 2021 to February 2022
User-reported location: Russia
Presumptive country of origin: Russia, Philippines, Ukraine, 
Turkey, India, and Bulgaria
This network was removed under Twitter’s Platform 
Manipulation and Spam Policy.

TMRC14_MENA_1
No. of accounts taken down: 504
No. of Tweets: 3,143,653
Language(s):

•• Tweeted in: Arabic
•• Account language settings: Arabic

Key hashtags (up to 3):

[Al-Salmani army] # الجيش_السلماني
[Barqa waruq group]  قروب_برقا_وروق
[the most precious homeland]  قروب_اغلى_وطن

Account activity date range: May 2021 to November 2021
User-reported location: Saudi Arabia
Presumptive country of origin: Saudi Arabia
This network was actioned under Twitter’s Platform 
Manipulation and Spam Policy; we observed it engaging in 
“coordinated reporting,” which is the abuse of Twitter’s 
reporting system to inauthentically coordinate against an 
account in an effort to have the account suspended or other-
wise enforced against.
This network was based on a tip from an industry partner.

TMRC14_MENA_2
No. of accounts taken down: 608
No. of Tweets: 24,311
Language(s):

•• Tweeted in: Farsi
•• Account language settings: Farsi

Key hashtags (up to 3):

#no2Rajavi
[terrorist]  تروريست#
[women’s rights]  حقوق_زن#

Account activity date range: March 2016 to January 2021
User-reported location: Iran
Presumptive country of origin: Great Britain, Germany, 
France, Iran, the Netherlands, and United States
This network was removed under Twitter’s Platform 
Manipulation and Spam Policy.
This network was based on a tip from an industry partner.

TMRC14_SSA_1
No. of accounts taken down: 228
No. of Tweets: 44,326
Language(s):

•• Tweeted in: Arabic and English
•• Account language settings: Arabic and English

Key hashtags (up to 3):

[rationalists] # عقالنيون
[Sudan] # السودان
[Rapid Support Forces] # قوات_الدعم_السريع

Note: This network was found to be engaged in fake engage-
ment, primarily coordinated replying.
Account activity date range: 2016–2021
User-reported location: Somalia, Sudan
Presumptive country of origin: Sudan
This network was removed under Twitter’s Platform 
Manipulation and Spam Policy.
This network was based on a tip from an industry partner.

Appendix B

TMRC data With Profiles Images Available 
(TMRC15)

TMRC15_APAC_1
No. of accounts taken down: 3
No. of Tweets: 396
Language(s)

•• Tweeted in: English
•• Account language settings: English

Key hashtags (up to 3):

•• #Floridiansactnow
•• #RubioChildrenKiller
•• #NRABloodMoney

Account activity date range: These accounts were active 
between September 2022 and early October 2022.
User-reported location: United States
Technical indicators of location: PRC and United States
This network was removed under Twitter’s Platform Mani-
pulation and Spam Policy.
This investigation was informed by a tip from an industry 
partner.

TMRC15_APAC_2
No. of accounts taken down: 22
No. of Tweets: 255,604
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Language(s)

•• Tweeted in: English
•• Account language settings: English

Key hashtags (up to 3):

•• #Leadership
•• #Leadfromwithin
•• #Ukraine

Account activity date range: These accounts were active 
between April 2022 and early
October 2022.
User-reported location: United States
Technical indicators of location: PRC and United States
This network was removed under Twitter’s Platform Mani-
pulation and Spam Policy.
This investigation resulted from Twitter’s own detection 
methods.

TMRC15_APAC_3
No. of accounts taken down: 1,943
No. of Tweets: 310,043
Language(s)

•• Tweeted in: English, Mandarin Chinese
•• Account language settings: English

Key hashtags (up to 3):

•• #China
•• #VladimirPutin
•• #AmazingChina

Account activity date range: These accounts were active 
between April 2022 and
October 2022.
User-reported location: United States
Technical indicators of location: United States, Hong Kong, 
Singapore, and PRC
This network was removed under Twitter’s Platform Mani-
pulation and Spam Policy.
This investigation was informed by a tip from an industry 
partner.

TMRC15_MENA_1
No. of accounts taken down: 37
No. of Tweets: 109,410
Language(s)

•• Tweeted in: English
•• Account language settings: English

Key hashtags (up to 3):

#Trump
#FreePalestine
#Afghanistan

Account activity date range: 2020–2022
User-reported location: United States
Technical indicators of location: Iran
This network was removed under Twitter’s Platform Mani-
pulation and Spam Policy.
This investigation was informed by reporting from an external 
researcher.

TMRC15_MENA_2
No. of accounts taken down: 7
No. of Tweets: 24,579
Language(s)

•• Tweeted in: English
•• Account language settings: English

Key hashtags (up to 3):

#FreshWords
#FBRParty
#FBR

Account activity date range: April 2022
User-reported location: Israel and United States
Technical indicators of location: Israel, United States, and Iran
This network was removed under Twitter’s Platform Mani-
pulation and Spam Policy.
This investigation was based on a tip from a government partner.

TMRC15_MENA_3
No. of accounts taken down: 5
No. of Tweets: 5,832
Language(s)

•• Tweeted in: English
•• Account language settings: English

Key hashtags (up to 3):

#PASen
#MI11
#TeamFetterman

Account activity date range: December 2021 to September 
2022
User-reported location: United States
Technical indicators of location: Iran



Bastos 21

This network was removed under Twitter’s Platform Mani-
pulation and Spam Policy.
This investigation was based on a tip from an industry 
partner.

TMRC14_AMERICAS_1
No. of accounts taken down: 1379
No. of Tweets: 43,299
Language(s)

•• Tweeted in: Spanish
•• Account language settings: Spanish

Key hashtags (up to 3):

#Honduras
#YaniRosenthal
#XiomaraCastro

Account activity date range: October 2021
User-reported location: Honduras, Guatemala, and Belize
Presumptive country of origin: Russia, United States, and 
Mexico
This network was removed under Twitter’s Platform Mani-
pulation and Spam Policy.
This investigation was informed by reporting from Nisos, an 
intelligence analysis
company.

TMRC14_AMERICAS_2
No. of accounts taken down: 249
No. of Tweets: 271,873
Language(s)

•• Tweeted in: Spanish
•• Account language settings: Spanish

Key hashtags (up to 3):

#TeMientoComoLosChairos [I’m lying to you like the 
leftists]
#LasONGsMienten [The ONGs are lying]
#Guatemala

Account activity date range: 2018–2021
User-reported location: Guatemala
Presumptive country of origin: Guatemala, Mexico
This network was removed under Twitter’s Platform 
Manipulation and Spam Policy, and we observed it engaging 
in “coordinated reporting,” which is the abuse of Twitter’s 
reporting system to inauthentically coordinate against an 
account in an effort to have the account suspended or other-
wise enforced against.
This investigation was informed by reporting from Nisos.

TMRC14_AMERICAS_3
No. of accounts taken down: 1,780

No. of Tweets: 8,920
Language(s)

•• Tweeted in: Spanish
•• Account language settings: Spanish

Key hashtags (up to 3):

#JuntosLoEstamosLogrando
#AlcaldePellecer
#Guatemala

Account activity date range: November 2020 to January 
2021
User-reported location: Guatemala
Presumptive country of origin: Russia and Ukraine
This network was removed under Twitter’s Platform 
Manipulation and Spam Policy.

TMRC14_AMERICAS_4
No. of accounts taken down: 170
No. of Tweets: 402,951
Language(s):

•• Tweeted in: Several languages including Russian, 
Spanish, Arabic, Somali, and Pashto

•• Account language settings: Various including Russian, 
Spanish, Arabic, Somali, and Pashto

Key hashtags (up to 3):

(Daesh, ISIS) # داعش
(Raqqah) # الرقة
(Syria) # سوريا

Account activity date range: March 2012 to August 2022
User-reported location: Various including Russia, Spain, 
Somalia, and Afghanistan
Presumptive country of origin: United States and Great 
Britain
This network was removed under Twitter’s Platform Mani-
pulation and Spam Policy.

TMRC14_APAC_1
No. of accounts taken down: 5,914
No. of Tweets: 363,531
Language(s):

•• Tweeted in: Indonesian
•• Account language settings: Indonesian

Key hashtags (up to 3):

#papua
#BinmasNokenPolri [Binmas Noken Police]
#IndonesiaNegaraHukum [Indonesian National Law]
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Account activity date range: April-November 2021
User-reported location: Indonesia
Presumptive country of origin: Indonesia
This network was actioned under Twitter’s Platform Mani-
pulation and Spam Policy.

TMRC14_APAC_2
No. of accounts taken down: 1,198
No. of Tweets: 340,356
Language(s):

•• Tweeted in: English and Hindi
•• Account language settings: Hindi and English

Key hashtags (up to 3):

#Kashmir
#Pakistan
#India

Account activity date range: June 2019—February 2020
User-reported location: India and Pakistan
Presumptive country of origin: India and United States
This network was removed under Twitter’s Platform Mani-
pulation and Spam Policy.

Appendix C

Summary of TMRC Data With Profiles Images 
Available (2018–2021)

Catalonia (June 2019)—130 accounts—catalonia_201906_1
Iran (June 2019, set 1)—1,666 accounts—iran_201906_1
Iran (June 2019, set 2)—248 accounts—iran_201906_2
Iran (June 2019, set 3)—2,865 accounts—iran_201906_3
Russia (June 2019)—4 accounts—russia_201906_1
Venezuela (June 2019)—33 accounts—venezuela_201906_1
Bangladesh (January 2019)—15 accounts—bangladesh_ 
201901_1
Iran (January 2019)—2,320 accounts—iranian_users_csv_ 
unhashed
Russia (January 2019)—416 accounts—russia_201901_1
Venezuela (January 2019, set 1)—1,196 accounts— 
venezuela_201901_1
Venezuela (January 2019, set 2)—764 accounts— 
venezuela_201901_2

Internet Research Agency (October 2018)—3,613 accounts 
—ira
Iran (October 2018)—770 accounts—iranian_users_csv_ 
unhashed

Appendix D

Summary of TMRC Data Without Profiles Images 
Available (2018–2021)

China Changyu Culture (December 2021)—112 accounts
China Xinjiang (December 2021)—2,048 accounts
Mexico (December 2021)—276 accounts
Russia East Africa (December 2021)—16 accounts
Russia North Africa (December 2021)—50 accounts
Tanzania (December 2021)—268 accounts
Venezuela (December 2021)—277 accounts
Uganda (December 2021)—418 accounts
Iran (February 2021)—238 Accounts
Armenia (February 2021)—35 Accounts
Russia GRU (February 2021)—69 Accounts
Russia IRA (February 2021)—31 Accounts
Saudi Arabia (qatar_082020) (34 users)
Cuba (cuba_082020) (526 users)
Russia (ira_092020) (5 users)
Iran (iran_092020) (104 users)
Thailand (thailand_092020) (926 users
China (May 2020)—23,750 Accounts
Russia (May 2020)—1,152 Accounts
Turkey (May 2020)—7,340 Accounts
Egypt (February 2020)—2,541 Accounts
Honduras (February 2020)—3,104 Accounts
Indonesia (February 2020)—795 Accounts
Serbia (February 2020)—8,558 Accounts
Saudi Arabia, Egypt, and UAE (February 2020)—5,350 
Accounts
Ghana and Nigeria (March 2020)—71 Accounts
Saudi Arabia (December 2019)—5,929 Accounts
China (July 2019, set 1)—744 Accounts
China (July 2019, set 2)—196 Accounts
China (July 2019, set 3)—4,301 Accounts
Ecuador (April 2019)—1,019 Accounts
Saudi Arabia (April 2019)—6 Accounts
Spain (April 2019)—259 Accounts
UAE (March 2019)—4,248 Accounts
UAE and Egypt (April 2019)—271 Accounts


