
              

City, University of London Institutional Repository

Citation: Yu, S., Ransley, E., Qian, L., Zhou, Y., Brown, S., Greaves, D., Hann, M., 

Holcombe, A., Edwards, E., Tosdevin, T., et al (2025). Modelling the hydrodynamic response
of a floating offshore wind turbine – a comparative study. Applied Ocean Research, 155, 
104441. doi: 10.1016/j.apor.2025.104441 

This is the published version of the paper. 

This version of the publication may differ from the final published version. 

Permanent repository link:  https://openaccess.city.ac.uk/id/eprint/34752/

Link to published version: https://doi.org/10.1016/j.apor.2025.104441

Copyright: City Research Online aims to make research outputs of City, 

University of London available to a wider audience. Copyright and Moral Rights 

remain with the author(s) and/or copyright holders. URLs from City Research 

Online may be freely distributed and linked to.

Reuse: Copies of full items can be used for personal research or study, 

educational, or not-for-profit purposes without prior permission or charge. 

Provided that the authors, title and full bibliographic details are credited, a 

hyperlink and/or URL is given for the original metadata page and the content is 

not changed in any way. 

City Research Online



City Research Online:            http://openaccess.city.ac.uk/            publications@city.ac.uk

http://openaccess.city.ac.uk/
mailto:publications@city.ac.uk


Applied Ocean Research 155 (2025) 104441

Available online 28 January 2025
0141-1187/© 2025 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-
nc-nd/4.0/).

Research paper

Modelling the hydrodynamic response of a floating offshore wind turbine – 
a comparative study

Shimin Yu a, Edward Ransley b, Ling Qian a,* , Yang Zhou a, Scott Brown b, Deborah Greaves b,  
Martyn Hann b, Anna Holcombe b, Emma Edwards b, Tom Tosdevin b, Sudhir Jagdale w, Qian Li c,  
Yi Zhang c, Ningbo Zhang c, Shiqiang Yan c, Qingwei Ma c, Bonaventura Tagliafierro d,h,  
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A B S T R A C T

This paper summarises the work conducted within the 1st FOWT (Floating Offshore Wind Turbine) Comparative 
Study organised by the EPSRC (UK) ‘Extreme loading on FOWTs under complex environmental conditions’ and 
‘Collaborative computational project on wave structure interaction (CCP-WSI)’ projects. The hydrodynamic 
response of a FOWT support structure is simulated with a range of numerical models based on potential theory, 
Morison equation, Navier-Stokes solvers and hybrid methods coupling different flow solvers. A series of load 
cases including the static equilibrium tests, free decay tests, operational and extreme focused wave cases are 
considered for the UMaine VolturnUS-S semi-submersible platform, and the results from 17 contributions are 
analysed and compared with each other and against the experimental data from a 1:70 scale model test per-
formed in the COAST Laboratory Ocean Basin at the University of Plymouth. It is shown that most numerical 
models can predict similar results for the heave response, but significant discrepancies exist in the prediction of 
the surge and pitch responses as well as the mooring line loads. For the extreme focused wave case, while both 
Navier–Stokes and potential flow base models tend to produce larger errors in terms of the root mean squared 
error than the operational focused wave case, the Navier-Stokes based models generally perform better. Given 
the fact that variations in the solutions (sometimes large) also present in the results based the same or similar 
numerical models, e.g., OpenFOAM, the study highlights uncertainties in setting up a numerical model for 
complex wave structure interaction simulations such as those involving a FOWT and therefore the importance of 
proper code validation and verification studies.

1. Introduction

With the exhaustion of conventional fossil energy and the deterio-
ration of the global climate, exploiting green and renewable energy re-
sources has become a common consensus around the world. Offshore 
wind, as one of the major renewable resources (Council–GWEC 2023), is 
expected to play an important role in optimizing the energy structure 
and mitigating climate change. Most offshore wind turbines installed so 
far are located in relatively shallow water areas and utilize bottom-fixed 
support foundations. However, the construction and installation of such 
foundations in deeper waters (with a depth over 60 meters) are 
economically not viable due to high costs (Musial, Butterfield et al. 
2006, Asim, Islam et al. 2022). To harness the wind energy resources in 
the deep sea regions with stronger and more stable wind it is necessary 
to develop floating offshore wind turbine (FOWT) technology 
(Heronemus 1972; Micallef and Rezaeiha 2021).

In the passing decade a number of FOWT concepts and prototypes 
have been proposed and developed. As in the design and testing of 
traditional offshore structures, numerical modelling has become an in-
tegral part in evaluating FOWT structures (Chen, Chen et al. 2020; Otter, 
Murphy et al. 2022) and both potential theory (PT) and computational 
fluid dynamics (CFD) models have been developed and applied to 
evaluate the hydrodynamics of FOWTs (Subbulakshmi, Verma et al. 
2022). A variety of in-house, open source and commercial codes are 
available for this purpose – some are specialised computer codes tailored 
for FOWT applications and some are general fluid dynamics codes. For 
example, OpenFAST (Fatigue, Aerodynamics, Structures, and Turbu-
lence), is an open-source tool based on the boundary element method 
(BEM) developed by the National Renewable Energy Laboratory (NREL) 
(Jonkman and Buhl 2005; Jonkman et al., 2009; Wendt et al., 2015). 
HAWC2 (the Horizontal Axis Wind turbine simulation Code 2nd gen-
eration) is a commercial software developed by the Technical University 
of Denmark (DTU) (Larsen and Hansen 2007). Orcaflex is also based on 
the boundary element method for offshore structure analysis developed 
by Orcina (Orcina 2018). All these tools belong to the family of 
time-domain analysis, in which wave diffraction and radiation are 
modelled based on the linear potential flow theory and the viscous ef-
fects are accounted for by solving the Morison equation. On the other 
hand, CFD codes such as STAR-CCM+ and OpenFOAM have also been 
adopted to model both aerodynamics and hydrodynamics of FOWTs 

(Tran and Kim 2015; Dunbar, Craven et al. 2015). Examples of in-house 
codes include naoe-FOAM-SJTU (Wang et al. 2019), which is developed 
based on the open-source tool package OpenFOAM, DIEGO – a potential 
flow solver based on the boundary element method (Peyrard, Benguigui 
et al. 2023) and QaleFOAM – a hybrid which couples OpenFOAM with a 
finite element model (Li et al. 2018). As an alternative to mesh-based 
CFD solvers, particle-based methods such as the Smoothed Particle 
Hydrodynamics (SPH) method, e.g., DualSPHysics, have also been 
applied to evaluate hydrodynamic performance of FOWTs (Tan et al. 
2023; Tagliafierro et al. 2023; Salis et al. 2024).

To evaluate the applicability and accuracy of various numerical tools 
and techniques for FOWT applications, comparisons have been made 
between different solvers in the previous work. For example, the results 
from the work conducted by Cheng et al. (Cheng, Huang et al. 2019) 
show that the hydrodynamic damping of a FOWT platform can be better 
predicted by their code naoe-FOAM-SJTU compared to the codes based 
on the potential flow theory, i.e., HAWC2 and OpenFAST. Rivera-Arreba 
et al. (Rivera-Arreba, Bruinsma et al. 2019) applied a fully nonlinear 
Navier–Stokes (NS) model based on OpenFOAM (version 1606) and a 
second-order potential-flow solver to evaluate the response of a FOWT 
floating platform in severe waves, and their results indicate that while 
the PT based solvers are computationally more efficient they underes-
timate the amplitude of the heave motion by up to 40% compared to that 
of the Navier-Stokes model. Wang et al. (Wang, Robertson et al. 2020) 
performed an uncertainty analysis on CFD simulations of the FOWT 
platform based on the STAR-CCM+ software in the Offshore Code 
Comparison, Collaboration, Continued, with Correlation, and uncer-
tainty (OC6) project. It is found that relative to the potential flow model 
such as OpenFAST, their CFD simulations predicted a higher wave 
excitation particularly in the surge motion. Li and Bachynski (Li and 
Bachynski 2021) compared the CFD simulations based on OpenFOAM 
and the results from an engineering software SIMA (SIMO-RIFLEX) 
based on the potential flow theory for a FOWT platform under nonlinear 
wave conditions and found that the CFD solution captures the 
high-order wave forces more accurately. Lin et al. (Lin, Qian et al. 2021) 
developed a coupled overset CFD and mooring line model based on 
OpenFOAM for the analysis of the hydrodynamic responses of FOWTs. 
Their results indicate that the overset mesh solver can achieve better 
predictions of the platform motion response compared to the dynamic 
mesh solver in OpenFOAM.
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In recent years, a limited number of code comparative studies have 
been conducted to assess the strength of various numerical methods for 
wave structure interaction problems. For example, Ransley et al. 
(Ransley, Yan et al. 2019) led a comparative study of a range of nu-
merical methods from low fidelity to high fidelity for focused wave in-
teractions with a fixed structure. They pointed out that all methods 
involved perform well, while similar methods may present different 
capabilities. Then they further evaluated various numerical methods for 
the hydrodynamics of floating structures in focused waves (Ransley, Yan 
et al. 2020; Ransley, Brown et al. 2021). Their results show that the 
high-fidelity models can generally predict a better solution than the 
low-fidelity linear models. Bergua et al. (Bergua, Wiley et al. 2023) 
summarised the work done within the OC6 project and examined the 
capability of several numerical models for FOWT applications. In their 
study, several engineering codes and CFD codes have been applied to 
simulate the dynamic response of a 1:43 scaled version of a 3.6-MW 
wind turbine atop the TetraSpar floating support structure designed 
by Stiesdal Offshore Technologies under several load cases including 
wind only, wave only and combined wind and wave cases. In their re-
sults a reasonable agreement has been achieved for the prediction of the 
platform motion, but large differences exist among the models in the 
dynamic loading of the mooring lines, highlighting the uncertainties in 
setting up a numerical model for complex FOWT applications and the 
need for further code validation and verification exercises.

To systematically evaluate the performance of numerical approaches 
of varying fidelity for predicting the hydrodynamic response of the 
FOWT under both operational and extreme wave conditions, the 1st 
FOWT Comparative study (Ransley, Brown et al. 2022) as part of the 
EPSRC (UK) projects titled ‘Extreme loading on FOWTs under complex 
environmental conditions’ and ‘Collaborative computational project on 
wave structure interaction(CCP-WSI)’ was proposed. A series of load 
cases including the static equilibrium tests, free decay tests, operational 
and extreme focused wave cases were designed and tested experimen-
tally for a 1:70 scale model of the UMaine VolturnUS-S semi-submersible 
platform (Allen, Viscelli et al. 2020). Given the availability of a large 
variety of numerical models including both Navier-Stokes and potential 
flow theory-based models as well as mesh-based and meshless methods, 
a ‘semi’ blind test approach has been adopted for the comparative study, 
in which ‘simpler’ test cases, i.e., free decay and wave only cases, were 
designed for validating a numerical model and the experimental results 
were made available to all the participants so they can refine the setup of 
their numerical models to achieve ‘optimal’ solutions based on users’ 
experience with the specific model(s). This paper summarises the work 
submitted to the FOWT comparative study from a total of 17 contribu-
tions. The organization of the rest of this paper is as follows: the ge-
ometry and properties of the FOWT support structure and the setup of 
the experiments are provided in Section 2; Section 3 gives a brief 
description of each contributing code and its underlying numerical 
approach(es); in Section 4, for each test case the numerical results are 
compared with each other and against the experimental measurements 
with discussions on discrepancies in the results and their possible causes; 
a quantitative analysis of numerical errors against the experimental 
measurements is performed in Section 5; and the conclusions from the 
comparative study are drawn in the final section.

2. Problem definition and experiment setup

The FOWT model under consideration in the present study consists of 
a 1:70 scale model of the UMaine VolturnUS-S semi-submersible plat-
form (Allen, Viscelli et al. 2020) and the turbine model based on the IEA 
15MW reference wind turbine (Gaertner, Rinker et al. 2020). The ge-
ometry of this scale model differs slightly from the full-scale device. To 
retain approximately a scaling factor of the draft in the fresh-water 
basin, its mass properties are adjusted accordingly. Since the hydrody-
namic response of the FOWT is the main focus of this study, the wind 
turbine aerodynamics is not modelled but the mass properties of the 

rotor-nacelle-assembly as well as the tower are accounted for in the scale 
model.

The floating platform is made up of three outer columns with a 
diameter of 0.1778 m and a height of 0.5 m and one centre column with 
a diameter of 0.143 m. The distance between the outer and the central 
column axes is set as 0.7393 m. The tower with a height of 1.851 m is 
installed on the central column. Outer columns are connected to the 
central one at the bottom by pontoons with a dimension of 0.1778 m in 
width and 0.1 m in height, which are reinforced by three thinner braces 
at the top. The FOWT model is kept on station using a three-point 
mooring system constructed from ’3mm long link’ stainless chain. Due 
to the finite width of the working region, the laboratory moorings had to 
be truncated to fit the Ocean Basin. The mass properties and fairlead 
positions defined in the body-fixed coordinate system, and the mooring 
lines properties are provided in Tables 1 and 2 respectively.

The physical tests were conducted in the COAST Laboratory Ocean 
Basin at the University of Plymouth (Ransley, Brown et al. 2022), which 
is 35 m long and15.5 m wide. The water depth at the wavemakers is 4 m, 
while in the working area is 2.86 m. The detailed dimensions of this 
basin are provided in Fig. 1. At one side of this basin, 24 flap-type, force 
feedback-controlled wavemakers are used to generate waves at the 
water depth of 4 m. At the other side, a parabolic absorbing beach is 
facilitated as the relaxation zone to reduce the reflection of waves. A 
photo of the FOWT model in the wave basin is displayed in Fig. 2.

A number of load cases have been tested for the FOWT model, 
including the static equilibrium and free decay tests as well as the dy-
namic response under both operational and extreme focused waves. 
Static equilibrium tests involve two scenarios: one with and one without 
the mooring system attached, with the objective of isolating the effects 
of mooring lines. Table 3 shows the measured centre of mass (CoM) 
positions of the FOWT model with and without the moorings attached 
when in equilibrium. Three primary degrees of freedom (DoF): heave, 
surge and pitch are considered in the free decay tests. For each decay 
test, initial offsets of the centre of mass from the equilibrium position 
have been specified. The final load cases consist of a pair of uni- 
directional focused wave interactions with the FOWT. The waves are 
generated using the Edinburgh Designs Ltd wave synthesiser and paddle 
control software. The displacement of the paddles is calculated using 
linear wave maker theory. 112 components evenly spaced between 
frequencies of 0.15 and 2.0 Hz (spacing = 0.05/3 Hz) are supplied to the 
paddle control software based on a theoretical wave description. The 
two waves have similar steepness but vary in terms of peak frequency, 
Tp, and significant wave height, Hs. Both wave cases have a theoretical 
focus time, tfocus = 50 s, and a theoretical focus location in the global 
coordinate system, xfocus = 0 m, i.e., 17.3 m from the wavemakers. 
Table 4 summarises the theoretical parameters in the wave descriptions 
used for wave generation in two wave cases. For the focused wave cases, 
the surface elevations at nine different positions as defined in Table 5 are 
measured for both the empty tank case and when the FOWT model is 
present. Dynamic responses of the FOWT model under the two focused 
wave conditions are recorded. These provide a set of data for validating 
various aspects of the numerical models. For the full details of the 
experimental setup, description of the test cases and experimental 
resutls, readers are referred to the publication of Ransley, Brown et al. 
2022.

Table 1 
Mass properties and fairlead positions of the FOWT in the body-fixed coordinate 
system.

Items Model values

Mass [kg] 56.3
Position of centre of mass (x, y, z) [m] (-0.00477, 0.0, 0.26369)
Moments of inertia [kg⋅m2] (26.68, 26.68, 14.18)
Fore fairlead position (x, y, z) [m] (-0.83920, 0.0, 0.08571)
Aft-Port fairlead position (x, y, z) [m] (0.41960, -0.72680, 0.08571)
Aft-Starboard fairlead position (x, y, z) [m] (0.41960, 0.72680, 0.08571)
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3. Numerical methods

In this comparative study, 17 contributions involving 30 research 
institutes have been received, of which 16 were presented at the 33rd 
International Society of Offshore and Polar Engineering Conference held 
in Ottawa, Canada between the 19th and 23rd of June 2023. The sub-
mitted results cover a range of numerical methods such as finite volume 
methods (FVM), finite element methods (FEM), boundary element 
method (BEM), spectral element method (SEM), and Smoothed Particle 
Hydrodynamics (SPH) for solving a hierarchy of free surface flow 
models based on the potential flow theory, Navier–Stoke equations and 
the hybrid between the two models. These include contributions from 
in-house codes, open-source codes, and commercial software. The 
mooring system is modelled either using a quasi-static method or a 
dynamic model. It is worth noting that out of the submissions, seven are 
based on different versions of OpenFOAM and its variants, two on Star- 
CCM+, and two on Orcaflex, which provides an opportunity to evaluate 
how numerical setups of the same or similar codes will affect the 
simulation results. The numerical model(s) applied within each sub-
mission are briefly described below and summarised in Table 6. For 
detailed specifics of each numerical model and its setup for the simu-
lated test cases within the comparative study, readers are referred to the 

references attached to each code. In order to compare the different 
Navier–Stokes based models for modelling the more complex focused 
wave cases, details on the numerical setup of each model are provided in 
Table 7.

naoe-FOAM-SJTU (Xue, Zhang et al. 2023): The well validated 
in-house code naoe-FOAM-SJTU developed for solving marine hydro-
dynamics by Shanghai Jiao Tong University based on the open-source 
platform OpenFOAM is employed to perform the numerical simula-
tions. The catenary line method is applied to model mooring line dy-
namics and two coordinate systems (the earth-fixed and body-fixed) are 
introduced to model the motion of the platform.

QaleFOAM (Jagdale, Li et al. 2023): The numerical model used in 
this comparative study is an in-house hybrid CFD model (QaleFOAM) 
coupled with the dynamic mooring model (MoorDyn). QaleFOAM is a 
domain decomposition model that combines the Quasi-arbitrary 
Lagrangian-Eulerian finite element method (QALE-FEM) in the 
far-field subdomain and a two-phase Navier–Stokes model (NS) solver 
OpenFOAM/InterDyMFoam in the confined near-structure sub-domain.

SEM (in-house code) (Visbech et al., 2024b): Motions are modelled 
in the time domain by solving the Cummins equations with mooring 
forces acquired from the discontinuous Galerkin SEM solver, Moody-
Core, Palm et al. (2017). The linear pseudo-impulsive radiation prob-
lems are solved to provide frequency-dependent added mass and 
damping coefficients via a three-dimensional SEM-based solver. See 
Visbech et al. (2024a,b) for more details.

BFCS formulation (Zheng, Lei et al. 2023): The code directly solves 
the boundary-value problems and motions in the time domain using a 
consistent second-order model in the body-fixed coordinates following 
the structure’s instantaneous position. The mooring system is approxi-
mated by equivalent linear stiffness coefficients. The drag loads on 
pontoons are considered by the KC-dependent drag coefficients. See 
Shao et al. (2022) and Zheng et al. (2023) for further details.

OpenFOAM (waves2Foam) (Zhou et al., 2023a): The multiphase 

Table 2 
Mooring line properties.

Items Model values

Fore mooring length [m] 9.685
Aft-Port mooring length [m] 9.017
Aft-Starboard mooring length [m] 9.017
Dry mass/length [kg/m] 0.144
Submerged mass/length [kg/m] 0.125568
Mooring axial stiffness: [kN] 9.5335
Pretension: Fore, Port & Starboard [N] 7.6, 7.2

Fig. 1. Dimensions of COAST Basin and definition of the global coordinate system [reproduced, with permission, from (Ransley, Brown et al. 2022)].
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solver wave2Foam developed based on interFoam in OpenFOAM is used 
to solve viscous, incompressible, multiphase flows, where PIMPLE al-
gorithm is adopted to deal with the velocity-pressure coupling. The 
dynamic mesh technique is utilized to realize the six degrees-of-freedom 
motion of semi-submersible platform. A built-in static catenary model is 
applied for the analysis of mooring line dynamics.

DIEGO (in-house code) (Peyrard, Benguigui et al. 2023): DIEGO is 
an aero-hydro-servo-elastic solver similar to engineering tools used by 
the industry for the FOWT structural design. It can be seen as a “low--
fidelity” model, as it relies on simplified hydrodynamic assumptions 
(linear potential flow, Morison drag). The mooring lines are modelled by 

“cable” finite elements, which are linear elements with no rotation DoF 
(no bending, no torsion).

OpenFOAM (Barajas et al. 2024): OpenFOAM is used to create a 
numerical wave tank (NWT) to solve the FOWT response (the motion is 
defined by six degrees of freedom) under different loadings within the 
overset framework. The external library called MooDy is used for 
computing the mooring cable dynamics. This study uses the k-ω-SST 
turbulence model with the Larsen&Fuhrman enhancement to limit the 
overproduction of turbulence beneath surface waves.

STAR-CCMþ (overset) (Cui, Chen et al. 2023): The unsteady hy-
drodynamics of the FOWT support structure is simulated by using the 
overlapping grid method in the commercial CFD software STAR-CCM+

in which volume of fluid (VoF) method is adopted for capturing the free 
surface. The focused waves are generated based on the first-order linear 
superposition method and the quasi-static mooring line model is adop-
ted for the analysis of mooring loads.

foamStar (Engel, Tierno et al. 2023): The numerical model is based 
on the coupling of a non-linear potential flow solver for the incident 
wave (HOS), a lumped-mass mooring dynamics model (Moordyn) and a 
CFD code named foamStar, based on OpenFOAM and developed by 
Centrale Nantes and Bureau Veritas.

OpenFOAM (AMI) (Zhou et al., 2023b,c): The OpenFOAM (Foun-
dation Version 7) incompressible multi-phase solver “interDyMFoam” is 
utilised to perform all the simulations, in which the pressure velocity 
coupling is achieved through the PIMPLE algorithm. The built-in mesh 
generation tool “snappyHexMesh” and the arbitrary mesh interface 
(AMI) method are adopted to generate the computational mesh and to 
model the motion of the FOWT support structure.

MaPFlow (in-house code) (Ntouras et al., 2023): MaPFlow is a 
URANS solver developed at the NTUA. It is a cell centered solver that 
utilizes unstructured grids. For two-phase flows, the Volume of Fluid 
(VOF) method is employed coupled with an artificial compressibility 
formulation, see (Ntouras and Papadakis, 2020).MaPFlow is coupled 
with an in-house rigid body dynamics solver and with an in-house 
mooring line finite element solver, see Ntouras et. al. (2023).

MOST (in-house code), Orcaflex 1 and STAR-CCMþ (Niosi, Del-
l’Edera et al. 2023): MOST (in-house code) is a MATLAB-Simscape 
Multibody environment developed by MOREnergy Lab, Politecnico di 
Torino, analyzing multibody dynamics in floating wind turbines, ac-
commodating concepts like wave energy converters. Like OrcaFlex, it 
numerically solves Cummins equation through Potential Flow Theory. 
The high-fidelity model in STAR-CCM+ uses Unsteady Reynolds Aver-
aged Navier-Stokes equations and Scale-Resolving Hybrid turbulence 
model. In STAR-CCM+ and MOST, mooring forces are computed using 
Moordyn; Orcaflex uses its internal mooring solver.

OpenFOAM (v2006) (Eskilsson, Fernandez et al. 2023): Two-phase 
NS solver with a VoF approach from the OpenFOAM-v2006 finite vol-
ume framework. The model uses the modified mesh morphing approach 
of Palm & Eskilsson (2022). Turbulence is modelled by the k-omega-SST 
model with continuous wall functions (Menter et al., 2003). Mooring 
forces are provided by MoodyCore (Palm et al., 2017), a high-order 
discontinuous Galerkin model, using a one-way fluid-mooring 
coupling between the mooring and the CFD domain (Eskilsson & Palm, 
2022).

OpenFOAM (v2106, waves2Foam) (Ransley, Brown et al. 2023): 
The two-phase, incompressible, RANS equations are solved using the 
VOF interface capturing method (Rusche 2002). Wave generation and 
absorption is achieved using relaxation zones (Jacobsen et al. 2012). 
Rigid body motion is accommodated via the ‘mesh-deforming’ method, 

Fig. 2. 1:70 scale UMaine VolturnUS-S Semi-submersible Platform [repro-
duced, with permission, from (Ransley, Brown et al. 2022)].

Table 3 
CoM position and pitch angle for the static equilibrium load cases.

No moorings With moorings

FOWT Comparative Study 
ID

FOWT1_EQ_unmoored FOWT1_EQ_moored

Equilibrium CoM position 
[m]

(-0.00477*, 0.0*, 
-0.00126)

(-0.02038, 0.0, 
-0.02386)

Equilibrium pitch angle 
about CoM [◦]

-1.729 -1.502

* these values are somewhat arbitrary for the unmoored case

Table 4 
Focused wave conditions.

Operational case Extreme case

Water depth [m] 2.86 2.86
Theoretical peak period, Tp [s] 1.3831 1.9380
Theoretical significant wave height, Hs [m] 0.069 0.139
Theoretical focus phase, [◦] 0 0

Table 5 
Coordinates of wave gauges.

WG1 WG2 WG3 WG4 WG5 WG6 WG7 WG8 WG9

x coordinate [m] -10 -7.5 0 -0.4 -0.2 0 0.2 0.4 0.75
y coordinate [m] 0 0 -1.5 0 0 0 0 0 0
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based on the SLERP algorithm (Shoemake 1985), and the Newmark 
method (Newmark 1959). The mooring restoring force is simulated via a 
quasi-static model (Bruinsma et al. 2018).

OpenFAST (Holcombe, Edwards et al. 2023): OpenFAST, is a 
coupled aero-hydro-servo-elastic engineering tool. The hydrodynamic 
model, HydroDyn, is a time domain tool, based on potential flow theory. 
QTFs are included, but only difference frequency QTFs. The additional 
global damping matrix is also applied, as with the other models, to 
represent viscous drag effects. In the structural model, all degrees of 
freedom are disallowed other than the six platform degrees of freedom. 
Mooring line characteristics are altered to account for the experimental 
mooring line lengths and density.

Orcaflex 2 (Holcombe, Edwards et al. 2023): Linear hydrodynamic 
loads were modelled by solving the Cummin’s equation in the time 

domain, using hydrodynamic coefficients from AQWA. Additionally, 
some non-linear hydrodynamic loads were included through the inclu-
sion of full QTFs to model both wave drift and sum frequency loads, and 
an additional quadratic damping matrix to model viscous drag. Mooring 
lines were modelled in the time domain using lumped-mass modelling.

WECSim (Holcombe, Edwards et al. 2023): Motions are modelled in 
the time domain by solving the Cummins equations with mooring forces 
acquired from the lumped mass model, MoorDyn (Hall et al., 2015). A 
global Morrison quadratic drag term is used to model viscous effects. In 
the edited model this term is reduced in proportion to the relative ve-
locity between the fluid and structure to better capture the low fre-
quency surge response caused by viscous drift (Holcombe et al, 2023).

DualSPHysics (Tagliafierro, Capasso et al. 2023): DualSPHysics 
establishes a fluid-structure interaction environment based on SPH 

Table 6 
Summary of software packages, numerical methods, mooring line models applied, and test cases conducted for the comparative study.

Code Name Computational 
method

Solver Mooring model Test cases

Static equilibrium cases Free decay tests Focused wave cases

No 
moorings

With 
moorings

Heave Surge Pitch Operational Extreme

naoe-FOAM-SJTU (in- 
house code)

FVM NS Quasi-static √ √ √ √ √ √ √

QaleFOAM (in-house 
code)

FVM/QALE-FEM NS Dynamic √ √ √   √ √

SEM (in-house code) SEM PT Dynamic √ √ √ √ √  
BFCS formulation BEM PT    √ √ √ √ √
OpenFOAM 

(waves2Foam)
FVM NS Quasi-static  √ √ √ √ √ √

DIEGO (in-house code) BEM PT dynamic (“cable” finite 
elements)

√ √ √ √ √ √ √

OpenFOAM FVM NS Dynamic √ √ √ √ √ √ √
STAR-CCM+ (overset) FVM NS Quasi-static √ √ √ √ √ √ √
foamStar HOS/FVM NLPT/ 

NS
Dynamic √ √ √ √ √ √ √

OpenFOAM (AMI) FVM NS Quasi-static √ √ √    
MaPFlow (in-house code) FVM NS Dynamic √ √ √ √ √ √ √
MOST (in-house code) BEM PT Dynamic  √ √ √ √ √ √
Orcaflex 1 BEM PT   √ √ √ √ √ √
STAR-CCM+ FVM NS Dynamic   √ √ √ √ √
OpenFOAM (v2006) FVM NS Dynamic √ √ √ √ √ √ √
OpenFOAM (v2106, 

waves2Foam)
FVM NS Quasi-static √ √ √ √ √ √ √

OpenFAST BEM PT Dynamic √ √ √ √ √ √ √
Orcaflex 2 BEM PT Dynamic √ √ √ √ √ √ √
WECSim BEM PT Dynamic √ √ √ √ √ √ √
DualSPHysics SPH NS Dynamic (lumped-mass 

approach)
     √ √

Table 7 
Summary of the numerical setup for Navier-Stokes equation models (mesh based and SPH methods) for the focused wave cases.

Code Name Mesh type Domain dimension in x, y and z 
directions [m]

Boundary conditions (top, sides, bottom, wave 
generation, FOWT surface)

Cell/particle 
numbers, millions

Turbulence models

naoe-FOAM-SJTU (in- 
house code)

Unstructured 27.3, 9, 3.5 Open, slip, slip, velocity inlet, no-slip 2.4 – 3.48 k-ω SST

QaleFOAM (in-house 
code)

Unstructured 60, 15.5, 4.0 including the region of 
the potential flow

Open, slip, slip, paddle, no-slip 1.75 – 2.98 Laminar

OpenFOAM 
(waves2Foam)

Unstructured 35, 15, 4 Open, slip, slip, velocity inlet, no-slip 1.42 Laminar

OpenFOAM Unstructured 35, 15.5, 6 Open, slip, slip, velocity inlet, no-slip 11.5 k-ω SST
STAR-CCM+ (overset) Unstructured 27.5, 7.75, 5.72 Open, slip, no-slip, velocity inlet, no-slip 1.81 k-ω SST
foamStar Unstructured 35, 15.5, 5.86 Open, slip, slip, velocity inlet, no-slip 1.81 – 5.98 k-ω SST
OpenFOAM (AMI) Unstructured 9, 4, 4.59 for equilibrium and decay 

test cases only
Open, slip, slip, N/A, no-slip 2.23 Laminar

MaPFlow (in-house code) Unstructured 35, 15.5, 2.86 Open, slip, slip, velocity inlet, no-slip 1.28 – 5.3 Laminar
STAR-CCM+ Unstructured 27.96, 8.66, 5.72 Open, slip, slip, velocity inlet, no-slip 3.3 Hybrid turbulence 

model
OpenFOAM (v2006) Unstructured 30, 10, 5.72 Open, slip, slip, velocity inlet, no-slip 27.4 k-ω SST
OpenFOAM (v2106, 

waves2Foam)
Unstructured 7.75, 15.5, 5.72 Open, symmetric, slip, velocity inlet, no-slip 4.6 – 11 Laminar

DualSPHysics Meshless 35, 3, 2.86 Dynamic boundary conditions 3.2 Laminar
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([Domıńguez et al., 2019];Domıńguez et al. 2022). To reduce the basin 
size, the numerical flume for this application relies on an offline 
coupling that allows stepping 2-D wave-propagation information up to 
the full simulation using the MESH-IN technique (Ruffini et al., 2023). 
The catenary lines are resolved by the coupling implementation with 
MoorDynPlus (Martıńez-Estévez, 2021), a reimplementation of Moor-
Dyn (Hall et al., 2015).

4. Results and discussion

In the following sections, the relative performance of different 
models are compared and the results for the two distinctive groups of the 
Navier-Stokes equations and the potential flow theory are plotted 
together.

4.1. Static equilibrium tests

Before predicting the motion response of the FOWT model under-
going free decay and in waves, the static equilibrium test with and 
without the mooring restraints to find its stable positions in still water is 
simulated. Fig. 3 compares the predicted vertical (heave) and horizontal 
(surge) positions of the CoM as well as the pitch angle of the platform at 
the equilibrium state by both the numerical models and wave tank tests.

From Fig. 3 (a), it can be seen that for the equilibrium test without 
the moorings attached, most numerical models predict slightly higher 
vertical positions than the experimental result. Given the small magni-
tude of the equilibrium heave positions around the still water level and 
difficulties in measuring this in the wave basin, those results are 
considered satisfactory. However, it is clear that the results predicted by 

the OpenFOAM, STAR-CCM+ (overset) and WECSim codes show a sig-
nificant deviation from other results, and further analysis is required to 
find out the underlying causes. For the equilibrium test with the mooring 
restraint, again most numerical models predict a slightly higher heave 
position of the CoM compared to the physical measurement. Due to the 
restraints exerted by the mooring lines, most numerical models predict a 
lower equilibrium heave position for this case compared to the case 
without the mooring attached. However, the results from the naoe- 
FOAM-SJTU (in-house) code and Orcaflex 2 show an opposite trend, 
indicating problems in the numerical setup for this test case.

The surge equilibrium positions of the platform with moorings pre-
dicted by different numerical methods are shown in Fig. 3 (b). Compared 
to the experimental result, while all the predicted equilibrium surge 
positions are on the same side to the origin of the global coordinate 
system, they vary in magnitude. The results achieved by the naoe- 
FOAM-SJTU (in-house) code, QaleFOAM, OpenFOAM (v2106, wave-
s2Foam), and foamStar show a better agreement with the physical 
measurement.

Fig. 3 (c) shows the equilibrium pitch angle about CoM of the plat-
form for both cases with and without moorings. While most numerical 
models predict a lower pitch angle than the experimental value espe-
cially for the case without mooring, the results are more consistent with 
each other than those of the predicted heave and surge positions. One 
exception is the result from the OpenFOAM (waves2Foam) model, 
where the predicted pitch angle is close to zero. Also, consistent with the 
experimental result, most numerical results predict a higher pitch angle 
for the no mooring case than the case with mooring attached.

Fig. 4 shows the mooring line tensions at fore and port-aft fairleads of 
the platform at equilibrium. While most numerical models have 

Fig. 3. Equilibrium position and pitch angle of the platform with and without the moorings.
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underestimated the mooring line tension at the fore fairlead compared 
to the experimental result, better agreements have been achieved at the 
port-aft fairlead. One exception is the foamStar code, which has over-
predicted the mooring loads at both fairleads and the results are closer to 
the fairlead’s tension. As all the numerical results are quite close to each 
other, this shows that even a simplified mooring line model such as the 
quasi-static model will be adequate for this test case. Also, all numerical 
models predict a similar tension load at both port and fore-aft fairleads, 
which is in contrast with the experimental results in which the mooring 
load at the fore fairlead is higher than that at the port-aft fairlead.

Comparing the performance of potential theory and NS equations- 
based models it can be concluded that for this test case both models 
are capable of predicting reasonable and comparable results. This is 
expected as viscous effects will not be important when the FOWT model 
reaches its equilibrium position. Also, as differences exist even among 
the results from the same or variants of the same numerical models, e.g., 
OpenFOAM, it can be conjectured that main reasons for the discrep-
ancies in the numerical results are due to the different numerical setup of 
both flow and mooring line models as well as numerical errors in the 
solutions. For the differences between the numerical results and the 
experimental data, as discussed in Ransley, Brown et al. 2023, a possible 
reason is the underestimation of the FOWT model mass in the descrip-
tion (Table 1).

4.2. Free decay tests (in heave, surge and pitch)

Once the equilibrium position of the moored FOWT model is deter-
mined, the free decay tests in heave, surge, and pitch are simulated 
based on the specified initial offset in each degree of freedom.

The time history of the heave motion of the system from the heave 
decay test is displayed in Fig. 5 (a). The predicted heave displacements 
by the numerical models generally agree well with each other and with 
the experimental measurement, especially for the first few oscillation 
cycles. It can be observed that some results, e.g., from SEM (in-house), 
DIEGO (in-house), MOST (in-house) and Orcaflex 1 codes underpredict 
the amplitude of the first peak while the result from STAR-CCM+

(overset) shows a substantial phase shift.
A similar trend can be observed for the surge motion response from 

the surge decay test in Fig. 5 (b), and a noticeable discrepancy can be 

found between the results of STAR-CCM+ (overset) and other numerical 
results and the experiment. This discrepancy might result from the 
iterative error accumulating in the computational process of solving the 
quasi-static catenary model due to the large surge motion stroke (Cui, 
Chen et al. 2023).

The results for the pitch decay test are shown in Fig. 5 (c). While most 
results exhibit a similar trend in the predicted oscillation amplitudes, 
noticeable discrepancy can be found in the predicted oscillation phases. 
This, along with the strange result of OpenFOAM (waves2Foam) and the 
large deviations in the results of naoe-FOAM-SJTU (in-house), highlights 
the challenges in correctly setting up a numerical model for predicting 
the pitch response of the FOWT model.

To quantify the comparison among the numerical results, both the 
predicted natural periods and damping ratios are calculated from the 
submitted data and are compared with the experimental result. Fig. 6
shows a comparison of natural periods of the floating platform in heave, 
surge, and pitch decay tests from different numerical methods. Since 
different submissions have different time ranges in the three degrees of 
freedom motions, the first five cycles of the free decay time history are 
used to calculate the natural periods. Based on the results, it can be 
concluded that while the natural periods of the heave response are well 
predicted by most numerical models, some numerical models slightly 
overestimate the natural periods of the surge response compared to the 
experimental results and at the same time most models slightly under-
predict the natural periods of the pitch motion. Again, the differences in 
the results may be due to the setup of the numerical model and no clear 
link to the selection of mooring line models can be established.

The damping ratio is calculated based on the logarithmic decrement 
method, which can be given by (Casiano 2016) 

ζ =
λ

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
4π2 + λ2

√

where λ is the logarithmic decay rate, the formula of which is as follows 
(Joo 2016) 

λ = −
1

i⋅T
ln

(
A(i)
A0

)

where T [s] is the period of the damped oscillations, which is the same as 

Fig. 4. Mooring loads of the platform with the mooring system when in equilibrium.
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Fig. 5. Free decay motion of the floating platform.
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the natural period in the present study. A0 [m] is the initial amplitude of 
oscillation, and A(i) [m] is the ith peak amplitude.

Based on this method, the damping ratios from the free decay tests 
are calculated. Fig. 7 shows the comparison of damping ratios among 
numerical methods for the heave, surge, and pitch decay tests and 
against the experimental results. It can be seen that the damping ratios 
show much wider variations among the numerical models. For the heave 
decay test, SEM (in-house), OpenFOAM, MOST (in-house) and Orcaflex 
1 predict much lower heave damping ratios than the experimental value. 
Substantially large damping ratios have been predicted by STAR- 
CCM+and OpenFOAM (v2106, waves2Foam) for the surge decay and by 
naoe-FOAM-SJTU (in-house), OpenFOAM, and MaPFlow (in-house) for 
the pitch decay, while OpenFAST, Orcaflex 2, and WECSim (all based on 
the potential flow theory) consistently underpredict the pitch damping 
ratio. Generally, Navier-Stokes based models can predict better damping 
ratios especially in the pitch motion than the potential flow based 
models. PT models are much more efficient, but rely on proper cali-
bration of the damping terms.

Fig. 8 shows the comparison of the mooring loads at fairleads of the 
fore and port-aft mooring lines based on the submitted mooring load 
data for the decay tests. It can be observed that the results from the 
WECSim model exhibit substantial oscillations at the beginning of the 
simulation indicating large dissipation in the numerical scheme. How-
ever, this does not appear to influence the subsequent results. On the 
other hand, substantially low mooring load values have been predicted 
initially by the STAR-CCM+(overset) model, which are then recovered 
to more normal values after one second of the simulation.

Most numerical models predict a similar trend to the experiment for 

the mooring line tensions at both fairleads in the heave decay test, with 
the exception of the results of QaleFOAM (in-house) and foamStar, 
which overpredict mooring line tensions. The numerical code Open-
FOAM (waves2Foam) tends to underpredict the heave response 
compared to the experimental test.

Similar to the heave decay test, most numerical models accurately 
capture the mooring load at the fore fairlead mooring line in the time 
range plotted for the surge decay test. However, greater discrepancies of 
the mooring load at the port-aft fairlead among numerical models can be 
identified, and in particular foamStar and STAR-CCM+ (overset) codes 
have overestimated the mooring load at the port fairlead. In general, 
these numerical models can reasonably capture the characteristics of 
mooring line loads in the surge decay test.

For the pitch decay test, it is found that most numerical models tend 
to predict a similar trend for the mooring line load at both fairleads. 
However, the mooring line tensions by the foamStar and OpenFOAM 
(waves2Foam) codes differ significantly from the physical measure-
ments and other numerical models. For example, the mooring line ten-
sions at both the fore and port fairleads are considerably overestimated 
by the numerical model from foamStar.

It might be worth noting that for the free decay tests, when a solution 
reaches the steady state, the positions of the platform and mooring loads 
should be the same as those in the static equilibrium tests. Most models 
have achieved consistent results in this respect but with a few excep-
tions, highlighting the importance of consistency in the setup of a nu-
merical model.

Fig. 6. Natural periods of the platform in heave, surge, and pitch from the heave (a), surge (b), and pitch (c) decay tests, respectively.
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4.3. Focused wave cases (operational and extreme)

Before modelling the dynamic response of the floating platform 
under both operational and extreme focused wave conditions, the gen-
eration and propagation of focused waves in an empty tank are simu-
lated first.

Fig. 9 shows the free-surface elevations predicted by numerical 
models along with the experimental measurements at probes WG 4, 6 
and 8 for both focused wave cases. The probe WG 6 is located at the 
origin of the global coordinate system, and probes WG 4 and WG8 are 
located before and after the origin, respectively. The results demonstrate 
that most numerical models have reproduced the focused wave groups 
reasonably well and they are in good agreement with the experiments 
for these probes, especially for the operational focused wave case. 
However, it is found that there are noticeable variations in the numerical 
results. For example, for the operational focused wave case, the wave 
amplitudes before and after the main crests predicted by the STAR- 
CCM+ (overset) code are slightly larger than other numerical results and 
the experimental result. For the extreme focused wave case, the Dual-
SPHysics code slightly underpredicts the peak value and OpenFOAM 
underpredicts the wave amplitudes after the main peaks. The naoe- 
FOAM-SJTU (in-house) code, which used the JONSWAP wave spec-
trum rather than the experimental PM wave spectrum to generate the 
waves, overpredicts the wave amplitudes both before and after the focal 
point and exhibits a large phase difference from the other results.

The time history of the surface elevation for the probe WG6 is further 
analysed with fast Fourier transform (FFT) method to obtain the power 
spectrum density (PSD), which is calculated over the range of 
[40.5–54.5] s and displayed in Fig. 10. It confirms that most numerical 

methods can reproduce the waves reasonably well since the PSD ob-
tained by these methods are basically in agreement with each other and 
that of the experiment, despite minor discrepancies in the PSD magni-
tude and minor oscillations at higher frequencies from the STAR-CCM+

(overset) model. But for the extreme focused wave case, a very large 
peak PSD value at the peak frequency is predicted by the naoe-FOAM- 
SJTU (in-house) in Fig. 10 (b), as a result of a different wave spectrum 
that has been used for generating the focused waves by the model.

Fig. 11 illustrates the dynamic response of the platform in heave, 
surge and pitch degrees of freedom under the condition of the opera-
tional focused waves. To further examine the motion responses of the 
platform in these three degrees of freedom, the power spectrum density 
in the frequency space (based on the time range of [40.5–54.5] s) is 
plotted in Fig. 12.

For the heave motion in the time domain (Fig. 11 (a)), it can be 
observed that compared to the physical measurements, most numerical 
models start with a higher (predicted) equilibrium heave position as 
discussed in section 4.1 and some models (for example QaleFOAM (in- 
house), STAR-CCM+ (overset), foamStar, Orcaflex 1, STAR-CCM+, 
WECSim and its modified code) experience noticeable oscillatory heave 
motions due to the fact that the initial position of the FOWT model is not 
at equilibrium. Despite the discrepancies in the initial heave position, 
the prediction of the heave motion by most numerical models agrees 
reasonably well with the experimental results, particularly in the main 
crests and troughs around the focal point. When viewing the frequency 
domain, two distinct peaks at the peak wave frequency and the heave 
natural frequency respectively can be found, and most results can cap-
ture these two peaks well, except for the results of BFCS formulation, 
OpenFOAM and OpenFOAM (v2006). It is found that for the BFCS 

Fig. 7. Damping ratios of the platform in heave, surge, and pitch from the heave (a), surge (b), and pitch (c) decay tests, respectively.
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formulation, while it can capture the peak wave frequency, the distri-
bution of the PSD is spread to a wider area and the peak at lower fre-
quency is also shifted to the right from the heave natural frequency. For 
the OpenFOAM and OpenFOAM (v2006), they obviously underpredict 
the peak at the wave frequency. On the other hand, the results of 
foamStar overpredict the peak at the heave frequency, which might be 
attributed to the larger motion of the floating platform at the beginning. 
The MOST (in-house) based on WECSim predicts a good value at the 
wave frequency while Orcaflex 1 and STAR-CCM+ slightly overpredict 
and underestimate it, respectively. From these results, it seems that a 
properly adjusted linear model might produce better results than a high- 
fidelity model. OpenFOAM (v2106, waves2Foam) simulates a greater 
amplitude peak response around the wave frequency, and unmatched 
trends are found at lower frequency from WECSim’s results. Little dif-
ference is found between OpenFAST and Orcaflex 2

Compared to the heave case, the surge motion in the operational 
focused wave case seems to spread more considerably among the 
different numerical models. There are noticeable discrepancies in the 
quality of predicting the surge displacement by numerical models, 
especially before and after the main wave crests. Specifically, the drift 
motion (Ma and Yan 2009) after the focused time is observed in most 
numerical models. Generally, the NS solvers predict the surge motion 
well since the non-linear effects are considered. However, the Qale-
FOAM (in-house) code predicts a delayed response in the drift motion. It 
seems that the STAR-CCM+ (overset) predicts a premature surge motion 
relative to the experimental test, possibly due to the simulation not 
starting at the equilibrium position in surge. The result of the Open-
FOAM (v2106, waves2Foam) shows a strange surge response before the 
focusing time. Most linear models such as those from MOST (in-house), 
Orcaflex 1 and WECSim do not capture the drift motion well, while the 
modified WECSim code predicts a comparable drift motion with the 
experimental test. In the frequency domain, the surge motion of the 
platform can be seen in the low frequency range. However, there exist 

significant discrepancies in the predicted main peak among different 
numerical models. It is also found that a very small response around the 
surge frequency has been predicted from the numerical code of Orcaflex 
1.

Most numerical models tend to predict the pitch motion well in main 
wave crests while displaying greater differences between each other and 
from the experimental data in other phases. Again, due to the simulation 
not starting at the equilibrium position in pitch, some numerical models 
such as those based on QaleFOAM (in-house), STAR-CCM+ (overset), 
WECSim, and its modified code predict relatively large pitch motions 
before the arrival of the focused wave train. It also can be seen that the 
OpenFOAM seems to produce some odd pitch motion and differs 
noticeably from both the experimental results and other numerical so-
lutions. These results might be a consequence of the coupling method-
ology used to save computational time and resources (waves are 
generated and propagated in a two-dimensional mesh and then, in the 
vicinity of the FOWT, mapped into a three-dimensional mesh), in which 
secondary motions are not well captured. In the frequency domain, it is 
evident that the numerical models based on QaleFOAM (in-house) and 
OpenFOAM overpredict the peak at the pitch natural frequency. Some 
curious motions at lower frequency are observed, possibly due to the 
coupling of different degrees of freedom motions. In addition, the 
incorrect pitch motions predicted by the OpenFOAM are evidenced by 
the greater discrepancy in the frequency domain from others.

Fig. 13 shows the response of the floating platform in heave, surge, 
and pitch when it is subjected to the excitation of extreme focused 
waves. The power spectrum density in the frequency space (also based 
on the time range of [40.5–54.5] s) is also provided in Fig. 14.

In such wave intensity cases, most numerical solutions generally tend 
to reproduce the heave response well compared to the experiment. 
However, clear discrepancies among the results can be observed. The 
amplitude of the heave response before the focal time is overestimated 
by the numerical solution of naoe-FOAM-SJTU (in-house) code. For the 

Fig. 8. Mooring loads from the free decay tests at the fore fairlead (left column) and the port-aft fairlead (right column): top row: heave decay; middle row: surge 
decay; bottom row: pitch decay.
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Fig. 9. Surface elevation measured at WGs 4, 6 and 8 from an empty tank test for focused wave cases: (a), (c) and (e) operational case and (b), (d) and (f) 
extreme case.
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OpenFOAM result, while it overpredicts the peak heave response, the 
solution damped out much quicker than other results. The STAR-CCM+

(overset)code significantly underestimates the heave displacement 
throughout the duration of the simulation. In the frequency domain, a 

large discrepancy of results between the results of naoe-FOAM-SJTU (in- 
house) code and other numerical models and the experiment can be 
observed. For fair comparison across all numerical models, the results of 
naoe-FOAM-SJTU (in-house) code are not displayed here. Similar trend 

Fig. 9. (continued).
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is also observed in the results by OpenFOAM. STAR-CCM+ (overset) 
evidently underestimates the response around both wave and heave 
natural frequencies and has noticeable disparities at higher frequencies.

There appears to be more variations in the predicted surge motion of 
the floating platform by the numerical models compared to the heave 
motion, especially before and after the main crests. Specifically, signif-
icant discrepancies are found in naoe-FOAM-SJTU (in-house) code and 
QaleFOAM (in-house) code, as the former code entirely overpredicts the 
surge motion and seems to fail to capture the drift motion after the 
focused time, and the latter overestimates the surge motion both before 
and after the main crests. DualSPHysics underestimates the surge 
displacement and experiences a lower amplitude of drifting movement. 
Linear models of MOST (in-house), Orcaflex 1, STAR-CCM+, OpenFAST, 
Orcaflex and WECSim tend to slightly underestimate the surge 
displacement. WECSim seems to predict a shorter drift motion and its 
modified model predicts a comparable drift motion to the experimental 
result. In general, the NS solvers can predict a better surge motion. In the 
frequency domain, noticeable discrepancies at higher frequency by the 
naoe-FOAM-SJTU (in-house) code are observed. From the frequency 
analysis, some issues in results of the numerical model by OpenFOAM 
can be identified, as large disparities are found at both lower and higher 
frequencies. On the other hand, MOST (in-house), Orcaflex 1, Open-
FAST, Orcaflex and WECSim predict a very small response around the 
platform surge frequency (low frequency).

Similar to the surge motion response, the floating platform has a 
large motion in pitch degree of freedom before the arrival of the focused 
waves in the results of the QaleFOAM (in-house) code. This is mainly 
due to the fact that the initial position of the FOWT model is not at 
equilibrium in pitch and surge directions. An odd phenomenon in the 
pitch motion is observed in OpenFOAM’s solution, similar to the oper-
ational wave case. The almost same pitch motion at main peak has been 
predicted by MOST (in-house) and Orcaflex 1, but the pitch response 
tends to be damped out quickly when the extreme focused wave has 
passed. Compared to OpenFAST and Orcaflex 2, WECSim and its 
updated model predict a comparable pitch angle response to the 
experimental test after the interaction with the extreme focused wave 
despite a phase shift. In general, most numerical models can predict the 
pitch response well as far as the main wave crests are concerned. When 
viewing the results in the frequency domain, relatively large difference 
in frequency content between some numerical models (for example, 
naoe-FOAM-SJTU (in-house), QaleFOAM (in-house), OpenFOAM, and 

DualSPHysics) and the experiment test are observed. It seems that the 
larger pitch motion before the main crests observed in the time domain 
results in the differences in the frequency domain. The odd behaviour in 
the pitch motion of the OpenFOAM’s model is also reflected in its fre-
quency distribution. The numerical model from DualSPHysics fails to 
match the lower frequency and overpredicts the higher frequency con-
tent. However, these numerical models reasonably simulate the pitch 
response frequency and wave frequency. It is also found the occurrence 
of four distinct peaks at different frequencies among most numerical 
results and in the experimental measurement, which correspond to 
frequencies at the surge natural frequency, the heave natural frequency, 
the pitch natural frequency, and the wave frequency, respectively. It 
indicates that the pitch response is also related to the responses in other 
degrees of freedom (i.e., coupling effects from different motion 
responses).

Fig. 15 shows comparison of mooring line tensions at the fore and 
port fairleads among different numerical solutions. The general varia-
tion of mooring loads with the time is similar to that of surface elevation 
and heave motion both for the operational and extreme focused wave 
cases. This indicates that mooring line tensions of the system are 
dominated by the heave motion. Clearly, there are systematic offsets in 
the mooring loads by most numerical models in the operational focused 
wave case. Despite this, the predicted mooring line tensions are repro-
duced reasonably well during the passing of the main wave train. In both 
operational and extreme focused wave cases, some models predict un-
steady mooring loads at both the fore and port fairleads before the 
arrival of the focused waves, and the mooring loads predicted by the 
OpenFOAM model show large oscillations throughout the simulation.

Fig. 16 displays mooring loads in the frequency domain for both the 
operational and the extreme focused wave scenarios. Most numerical 
models properly reproduce the expected frequency but tend to slightly 
underestimate the higher frequency content of the mooring loads both at 
the fore and port fairleads under these two focused wave cases. The 
dynamic loading of mooring lines among different numerical methods 
has a significant spread, which might be relative to different inertial 
forces endured in different platform motions in the heave, surge, and 
pitch degrees of freedom (Bergua, Wiley et al. 2023). When the floating 
is subjected to the operational focused wave, it can be clearly seen that 
MOST model overpredicts the mooring load at the port fairlead at higher 
frequency. Under the extreme focused wave conditions, 
naoe-FOAM-SJTU (in-house) and MOST (in-house) codes overpredict 

Fig. 10. PSD per frequency of surface elevation at WG6 from an empty tank test for focused wave cases: (a) operational and (b) extreme (over the range of [40.5 – 
54.5]s).
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Fig. 11. Motion responses of the platform in operational focused wave case: (a) heave, (b) surge, and (c) pitch.
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the higher frequency components at the port fairlead. Note that, for 
better comparison of other numerical results, the result of 
naoe-FOAM-SJTU (in-house) at the fore fairlead is not given in Fig. 16
(c) owing to its large value.

5. Quantitative analysis of numerical models

To investigate the predictive capability of various numerical 
methods that participants utilized, the root mean squared error (RMSE) 
is calculated (Christie and Neill 2021), which can be defined as: 

RMS error =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑N

i=1(ηn(i) − ηe(i))
2

N

√

where N is the amount of data for analysis, and i is the ith test data; η is 
the time history of the wave runup or platform response in the range of 
focal time (in this case, [40.5 – 54.5] s) in the present study; the sub-
scripts n and e represent the numerical and experimental value, 
respectively. RMSE is usually used to estimate the performance or ac-
curacy of the predicted models, which indicates the average deviation 
between the predicted and the experimental values.

In Fig. 17, we present boxplots depicting the performances of various 
numerical approaches. Figs. 17(a) and (b) show the boxplot perfor-
mances regarding the RMSE of surface elevation at different wave 
gauges ranging from WG3 to WG9 in the operational focused wave 
condition and extreme focused wave condition, respectively. We use 
data from WG3 to WG9 because these gauges are strategically located 
near the floating platform, enabling them to provide a more accurate 
representation of the wave patterns surrounding the platform. From 

Fig. 17 (a), it can be observed that the results from the foamStar model 
exhibit a narrower box and the lowest median error. On the other hand, 
the OpenFOAM model presents the highest median error. This indicates 
the results are not reliable for this test case. The MOST (in-house) and 
Orcaflex 1 approaches, characterized by the widest box plot, seem to 
demonstrate the highest dispersion in the prediction of the surface 
elevation. Generally, the RMSE for all numerical models for operational 
focused wave cases is relatively low. Fig. 17 (b) reveals the compara-
tively inferior performance of the naoe-FOAM-SJTU (in-house) 
approach and the superior performance of the QaleFOAM (in-house) 
approach for the surface elevation in the extreme focused wave condi-
tion. In addition, less accurate results have been produced by the 
OpenFOAM and OpenFOAM (v2106, waves2Foam) models since their 
median errors are high. When viewing the RMSE at WG6 in Fig. 18, the 
numerical models involved here perform better for the operational 
focused wave case than the extreme scenario. The MOST (in-house) and 
Orcaflex 2 approaches have a good performance at this probe for both 
focused wave cases.

Fig. 19 shows the RMS errors of surge, heave, and pitch motions in 
the operational and extreme focused wave conditions for the different 
numerical approaches. It should be noted that, for the operational 
focused wave case, no results are shown in the figure for naoe-FOAM- 
SJTU (in-house), OpenFOAM (waves2Foam), and DualSPHysics 
models as the data are not available. From Fig. 19 (a), the QaleFOAM 
(in-house) approach consistently demonstrates the lowest error for the 
heave motion around the focal time in both operational and extreme 
focused wave conditions. On the other hand, models from BFCS 
formulation, DIEGO (in-house), MOST (in-house) and WECSim also 
show good performance in predicting the heave response around the 

Fig. 12. PSD of the (a) heave, (b) surge, and (c) pitch motions in the operational wave case (over the range of [40.5 - 54.5] s).
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Fig. 13. Motion responses of the platform in extreme focused wave case: (a) heave, (b) surge, and (c) pitch.
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focal time for the operational focused wave case. This indicates that the 
potential flow theory-based models, if properly calibrated, can produce 
comparable results with those from Navier-Stokes solvers.

For the surge response as shown in Fig. 19(b), it is evident that the 
numerical model from STAR-CCM+ yields the lowest RMS error for the 
surge motion in the operational focused wave condition. While in the 
extreme focused wave condition, the DIEGO (in-house) approach ex-
hibits the lowest error for the surge motion. For the pitch response 

shown in Fig. 20 (c), it can be observed that the numerical models from 
DIEGO (in-house), MaPFlow (in-house), STAR-CCM+and OpenFOAM 
(v2006) exhibit relatively smaller errors for both focused wave cases, 
and the lowest RMS error is achieved by the OpenFOAM (waves2Foam) 
model for the extreme focused wave condition. Consistent with the pitch 
responses displayed in Figs. 12 (c) and 14 (c), the OpenFOAM model 
presents the highest errors in both focused wave cases.

From Fig. 19, it is also found that the RMS errors of most numerical 

Fig. 14. PSD per frequency of the (a) heave, (b) surge, and (c) pitch motions in the extreme wave case (over the range of [40.5 - 54.5] s).

Fig. 15. Mooring loads from operational (upper) and extreme (bottom) focused wave cases at the fore fairlead (left column) and the port-aft fairlead (right column).
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models are lower for the operational focused wave case than the extreme 
condition. These models demonstrate a better performance in predicting 
the heave response. In addition, distinct variations in solution accuracy 
are observed for models using the same or similar methods (for example, 
STAR-CCM+ and OpenFOAM based models). Based on the overall RMS 

error results, the NS based solvers tend to achieve better results for the 
focused wave test cases especially under the extreme wave condition 
compared to the potential theory-based methods.

Fig. 16. PSD of mooring loads (over the range of [40.5 - 54.5]s): operational focused wave case at the fore fairlead (a) and the port fairlead (b); extreme focused 
wave case at the fore fairlead (c) and the port fairlead (d).

Fig. 17. The boxplots performances of distinct approaches regarding the RMSE of surface elevation.
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6. Conclusions

This paper presents a comparative study on the hydrodynamic 
response of a floating offshore wind turbine model. Various numerical 
models ranging from linear flow models (potential flow theory and 
Morison equation) to the high-fidelity computational fluid dynamics 
method (Navier-Stokes equations) have been evaluated. Based on these 
numerical methods, the equilibrium positions in heave, surge, and pitch 
angle of the floating platform with and without moorings as well as 
mooring tensions in equilibrium were predicted. The heave, surge and 
pitch responses of the platform in the free decay tests were simulated 
and their natural periods and damping ratios were compared. In addi-
tion, the results for the dynamic response of the floating platform under 
operational and extreme focused wave conditions were analysed in both 
the time and frequency domains. All the numerical results were 
compared with the experimental data from the wave tank tests con-
ducted in the COAST Laboratory Ocean Basin at the University of Ply-
mouth. Main findings from the comparative study are summarised 
below. 

1. For the static equilibrium test, as expected most numerical models 
predict a lower heave position for the moored FOWT model than the 
unmoored case. Most models underestimate the equilibrium position 
in heave, surge, and pitch for both cases with and without moorings 
except for heave without moorings compared to the physical mea-
surements. Besides, a slightly higher tension at the port mooring line 
than that at the fore mooring line is predicted by most numerical 
models compared to the experimental tests. While the differences 
between the numerical results can be attributed to the differences in 
the numerical model setups, the differences between the numerical 
results and the experimental measurements could be potentially due 
to the underestimation of the mass values of the FOWT model.

2. In the free decay tests, the heave response of the floating platform is 
predicted reasonably well by all numerical models. However, the 
quality of surge and pitch response predictions among the numerical 
methods are relatively spread. Besides, most numerical models 
slightly overestimate the natural periods of the surge response 
compared to the experimental results, while slightly underpredict 

the natural periods of the pitch motion. While the damping ratios 
predicted by most numerical methods are lower than the experi-
mental values in all three motion directions, the potential flow 
models tend to under-predict the damping ratio in pitch decay by a 
substantial margin, indicating the inherent limitations of those 
models. From the comparisons, it can be shown that both high fi-
delity CFD models and simplified potential flow based models could 
perform equally ‘well’ or ‘bad’ for this test case depending on the 
setup of those models.

3. In the focused wave cases, the prediction of hydrodynamic response 
by most numerical models agrees reasonably well with the experi-
mental results, particularly in the main crests and troughs. Compared 
to the heave case, the surge and pitch motions in both operational 
and extreme focused wave cases seem to spread more considerably 
among the different numerical models. In particular, significant 
discrepancies were present in the pitch response even between the 
same or similar numerical models. Highlighting the need for proper 
tuning and calibration (meshing, initial setup, mooring line models 
and time discretisation schemes and so on) of numerical models 
before they can be applied for modelling hydrodynamic response of 
FOWTs. As the wave becomes steeper, variation in results among 
numerical methods increases, which suggests a high demand for 
improved numerical methods for such issues as well.

4. Discrepancies are also found for the mooring loads among different 
numerical methods both at the fore and port fairleads under two 
focused wave cases. The higher frequency content of the mooring 
loads predicted from numerical mooring models tends to lag the 
physical measurements, particularly when the platform interacts 
with the severe waves. This indicates that an improved mooring 
model, probably with mooring line drag (Ransley, Brown et al. 2021; 
Eskilsson, Fernandez et al. 2023), is needed.

As a summary, in general a reasonably good agreement between 
numerical methods and the experimental results is identified. However, 
there are some variations in prediction accuracy among numerical 
methods. It is found that NS solvers and hybrid methods, generally, 
perform relatively better compared to PT and ME models. Nevertheless, 
some results from the NS solvers (for example, naoe-FOAM-SJTU (in- 
house) and OpenFOAM) present some issues in predicting the hydro-
dynamic response of the platform as detected from the time and fre-
quency domains, which can be attributed to the problems in model 
setups, e.g., motions not starting at the equilibrium position; a poor 
definition of the mooring setup or a consequence of the coupling 
methodology used to reduce computational resources. Although the 
DualSPHysics model does not predict the pitch response very well with a 
relatively large error in the quantitative analysis, the surge and heave 
responses have been predicted more accurately showing the promise of 
the SPH method for predicting the complex wave structure interaction 
problems. While the PT and ME models can predict good heave re-
sponses large variations in the predicted surge and pitch motions exist 
and the modified WECSim model is able to predict comparable surge and 
pitch responses to the NS solvers and the physical measurements.

Finally, it is worth emphasising that in this comparative study, a 
number of contributions are from the same or a variant of the same 
model, e.g., OpenFOAM and Orcaflex, so the differences in the results 
may be attributed to the differences in individual setting up of the nu-
merical models such as the selection of domain size, mesh type and 
density, and time step, etc. So, for future comparative studies, to have a 
fair and more meaningful comparison among different numerical 
models, detailed specifications on the numerical setups including initial 
and boundary conditions for the simulations should be provided and 
only spatially and temporally converged solutions be reported. How-
ever, this would not be an easy task as a large number of options/vari-
ations exist in terms of numerical models (methods), temporal and 
spatial discretisation schemes, meshing techniques, mooring line and 
turbulence models, etc. One suggested future work is to focus on the 

Fig. 18. RMSE of surface elevation at WG6.
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comparison of the results from the same or similar flow solvers, e.g., 
OpenFOAM, so the underlying causes for the solution differences can be 
identified. On the other hand, the results compiled by this research 
suggest that some inaccuracies in both numerical modelling and phys-
ical modelling are inevitable. Thus, issuing guidelines that recommend 
acceptable discrepancies between ground truth and model predictions 
would be critical for the sustainability of numerical model development 
as past research has shown that reproducibility is not only an issue that 
"plagues" the numerical world, but belongs to the "nature" of things.
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