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a b s t r a c t

Introduction: AI education is essential to facilitate seamless clinical integration. The HCPC in the UK
requires all radiographers to have some level of digital skills to maintain safety of clinical practice. This
study aimed to evaluate the impact of a dedicated AI seminar on radiography students.
Methods: A dedicated 1.5-h in-person seminar was delivered by an AI vendor to final year undergraduate
diagnostic radiography students at a UK University. The course consisted of both theory and practice
training. An online survey was built and piloted, consisting of both closed and open-ended questions, to
explore their level of knowledge, skills and confidence in AI, before (pre-test) and after the delivery
(post-test) of the seminar using a 10-point scale. Pre-test was distributed two weeks before the seminar
and post-test was open two weeks after.
Results: A total of 68 students answered the pre-test and 31 the post-test survey. Students’ theoretical
knowledge (Mean ¼ 6.57 vs Mean ¼ 3.85), skills (Mean ¼ 5.39 vs Mean ¼ 3.44) and confidence
(Mean ¼ 5.47 vs Mean ¼ 3.43) on AI were all significantly improved after the seminar. Their responses
became more focused and specific in the post-test survey. In both surveys students expressed concerns
around reliability and accountability of AI, data management and security, patient confidentiality and
overreliance on technology in the open-ended questions. They also requested more AI training with
hands-on options in their undergraduate degree.
Conclusion: This study confirms the importance of even brief, but customised educational interventions
relating to AI for radiographers. The learning needs to be customised to maximise knowledge retention
and applicability and to include both theoretical and practical aspects for consolidation of skills.
Implications for practice: These findings will help radiography educators build more focused, tailored AI
courses for future students.
© 2025 The Author(s). Published by Elsevier Ltd on behalf of The College of Radiographers. This is an

open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
Introduction

Lack of artificial intelligence (AI) understanding is a significant
barrier to AI adoption in healthcare.1 Regulators in the UK require
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professional practice, in order to use AI responsibly.3 Different
professions and different roles will require different levels of AI
literacy. Basic AI literacy is vital to safely navigate the digital
transformation, and more advanced will be required for those who
will be becoming AI champions in their respective fields; there are
some digital capabilities outlined by NHS England, which will be
different for different professionals (NHS, 2020).4 For radiographers
in particular, it has been proposed that they must gain the ability to
use digital platforms, demonstrate foundational computational
skills, understand the benefits and implications of data sharing and
system interoperability, engage in self-assessment of digital liter-
acy, demonsrate positive attitudes towards digital transformation,
and demonstrate values and behaviours that embrace innovation.
However, it must be noted that these are the minimum skills
required for safe AI use; as this is a rapidly evolving field, it is
challenging to fully define the competencies needed for radiogra-
phers. In medical imaging in both radiology and radiography, pre-
vious studies have also confirmed the pivotal role of AI education in
the successful implementation of AI,5e9 but also as a key compo-
nent for ensuring responsible and ethical use of AI.10 In a recent
survey, UK radiographers declared AI education as a top priority for
AI implementation.11 Furthermore, the European Union AI act has
recently stipulated by law that AI digital literacy is a requirement
for safe professional practice,12 and this has many implications for
multiple professions and disciplines.

However, many challenges exist around AI education in medical
imaging, despite some promising steps taken to enhance this field.
First, educational institutions are still catching up with these reg-
ulatory requirements calling for staff upskilling and cross-
disciplinary collaborations. Lack of AI knowledge among educa-
tors/academics within the discipline of radiography has been rec-
ognised as an important barrier of integrating AI in radiographers’
academic curricula.13 Furthermore, some educational courses for
radiographers and other medical imaging and radiotherapy pro-
fessionals have already been established, most of them as Contin-
uous Professional Development (CPD) courses, or modules at a
postgraduate level.14,15 Specific AI courses have been also devel-
oped by some professional bodies.16,17 However, there are fewer
formal provisions at undergraduate level, and less so for radiogra-
phers. Although radiography involves a lot of applied practice, the
majority of these AI courses are delivered fully online.

This study aimed to evaluate the impact of a dedicated in-person
AI seminar on undergraduate radiography students’ knowledge,
skills, and confidence in relation to AI, and to capture their per-
spectives, hopes and concerns for the emergence of AI within
radiography practice.

Methods

Study design

This is amixedmethods longitudinal study, employing an online
survey before and after the introduction of an educational inter-
vention as the main data collection tool.18 Reporting of this study is
aligned with the Checklist for Reporting Results of Internet E-Sur-
veys (CHERRIES).19

Setting

A dedicated 1.5-h seminar was delivered in-person by an AI
vendor to final year undergraduate diagnostic radiography students
at City St George's, University of London after careful co-ordination
and long discussions by the department's research director with
the head of department, vendor representative and respective
programme director. These discussions ensured that the teaching
2

level, duration, content and format of the course would be appro-
priate for the students. They also explored and agreed the optimal
student group, time and date for this educational provision to be
delivered at, to ensure optimal outcomes. Staff members were
present to help facilitate the delivery of this seminar and enhance
student engagement with the learning material and the surveys.
The team have worked before with the same vendor for their
postgraduate programme; there was therefore already established
mutal respect and support, to ensure the students learned about
both the challenges and opportunities of AI without a commercial
pitch.

This seminar was part of extracurricular seminars delivered to
year 3 students, attendance was optional and no assignments or
marking were involved in this work. Student incentives included an
electronic personalised attendance certificate for their academic
records subject to their attendance of the seminar.

The course consisted of both theory about AI, delivered in a di-
dactic fashion, and a practical demonstration session delivered to be
more interactive and discursive. Both theory and practical sessions
covered four main learning objectives, with real-world use cases in
different pathologies, such as lung cancer in oncology and acute
stroke in neurology. Topics discussed included the below, which
were mapped to the respective learning outcomes (in brackets):

� A basic overview of AI, Deep/Machine Learning and AI products
(basic AI literacy)

� An understanding of AI's intended use and role within radiog-
raphy (ethical use of AI)

� An understanding of how AI fits into clinical workflows (over-
coming barriers to adoption)

� A practical demostration of AI and the ability to share relevant
feedback (all of the above learning outcomes in one example, for
better understanding and consolidation).

This was followed up by a class discussion, to encourage stu-
dents to reflect and ask questions.

Practical demonstration involved showing different use cases, as
explained above, on a computer and shared screen, and how the AI
tool of the respective company could be used in different contexts,
what to be aware of for optimal use and its limitations; students
were also able to ask questions at this stage, so this was an inter-
active session. The AI lead/Research director of the department was
also present to support discussions and answer student queries if
required.

Ethical concerns on the use of AI in medical imaging were also
addressed in this course. However, due to time constraints, this
discussion was only limited to ethical challenges around the
intended use of AI tools and the UK requirements/standards for
responsible AI.

Data collection

An online anonymous survey was created based on prior litera-
ture, research team discussions and prior student enquiries, con-
sisting of both closed and open-ended questions, to explore their
level of knowledge, skills and confidence in AI, before (pre-test) and
after the delivery of the seminar (post-test). Both surveys were
piloted with student radiographers (n ¼ 3) prior to being launched.
The pre-test survey was distributed to the students 2 weeks before
the course; immediately after the course the post-test survey was
launched and remained open for another 2 weeks, with weekly re-
mindersby theprogrammedirectorandstaffmembers. Participation
to the survey was voluntary and not linked to class performance or
marks. After initial generic demographic information (gender and
age range) was requested, the respondents were asked to rate (on a



Figure 1. Differences before and after the dedicated AI seminar in knowledge, skills
and confidence in working with AI.
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scale from 1 to 10) their theoretical knowledge of AI, their practical
experience with AI, as well as their confidence in working with AI.
These were assessed using self-rated scales. These were followed by
open-endedquestions that enabled themtodiscuss topics relating to
AI beyond the ones formally asked in the survey, but also to offer
feedback on the training they received. These asked them to freely
describe how they perceived the term AI, what they would like to
learn to beprepared for their role as radiographers, their thoughts on
their confidence to work with AI as prospective radiographers, how
they thought that AI could help clinical radiography, their percep-
tions on the risks of using AI in radiography, and finally, any addi-
tional thoughts/comments on the topic.

Data analysis

All quantitative data was analysed using the Statistical Package
for Social Sciences (SPSS) software, version 28.0 (IBM Corp, Armonk,
New York), whereas all qualitative data were analysed using NVivo,
version 14 (QSR International Pty LTD). Descriptive results from
quantitativedata arepresentedusing frequencies, tables, andgraphs.
The KruskaleWallis nonparametric test was used for inferential
statistics, to explore differences of knowledge, skills and confidence
between pre- and post-test surveys, male and female students and
across the students' age groups. Due to the brevity of the free-text
responses, a qualitative content analysis was undertaken to further
explore students’ feelings and experiences of the training. First, all
responses were coded into individual units of meaning. These codes
were organised into initial coded themes and cross-checked against
the original dataset to ensure relevance. The coded themes were
then categorised into final clusters and reviewed by the wider
research team.20 An inductive approach was employed for content
analysis, as this is a well-established way to study a phenomenon
that has not been previously explored within a specific context.21

Ethics

All participants were informed about the scope and objectives of
this study prior to their participation through emails by the pro-
gramme director and compiled by the wider research team.
Informed e-consent was obtained using a dedicated consent button
on the first slide of the survey.22

Results

A total of 68 students participated in the pre-test and 31 par-
ticipants completed the post-test. Due to survey attrition, not all
questions were answered by all respondents. Hence, all frequencies
presented below correspond to the actual number of responses
received for each question. The main demographic data of the re-
spondents are summarised below (Table 1).

A significant improvement was observed in the students'
knowledge, skills and confidence post-test responses compared to
their pre-test responses (Fig. 1). More specifically, students’
Table 1
Main demographics.

Pre-test Post-test

Gender Male 9 (13.2 %) 4 (12.9 %)
Female 57 (83.8 %) 27 (87.1 %)
Non-binary 1 (1.5 %) e

Prefer not to say 1 (1.5 %) e

Age 18e22 years old 51 (75 %) 23 (74.2 %)
23e30 years old 8 (11.8 %) 4 (12.9 %)
30þ years old 9 (13.2 %) 4 (12.9 %)

3

theoretical knowledge on AI was significantly improved after the
seminar (Mean ¼ 6.57; SD ¼ 2.14 vs Mean ¼ 3.85; SD ¼ 2.29).
Similarly, they reported enhanced skills in using AI (Mean ¼ 5.39;
SD ¼ 2.58 vs Mean ¼ 3.44 SD ¼ 2.25) and enhanced confidence in
using AI tools (Mean¼ 5.47; SD¼ 2.730 vsMean¼ 3.43; SD¼ 2.45).

The KruskaleWallis test indicated some statistically significant
differences between male and female students for the pre-test,
with males demonstrating higher levels of AI self-declared
knowledge (p-value ¼ 0.01), practical experience with AI (p-
value ¼ 0.04), and confidence in using AI (p-value ¼ 0.01). It is
important to note that none of the above statistical differences
were detected across genders for the post-test. Also, no statistical
differences were observed with regards to the age of the re-
spondents for both tests.
Qualitative findings

Fifteen coded themeswere generated fromthequalitative content
analysis and categorised into three coding clusters, which were
Figure 2. Coding clusters and respective themes derived from content analysis.



Figure 3. Word cloud reflecting the 50 most common words used by students across
both surveys.
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subsequently developed to reflect the combined themes (Fig. 2).
Coded themes are presented by frequency of occurrence in the
dataset alongwith illustrativeparticipantquotations (Supplementary
material).

Attitudes to AI in practice

Prior to the educational session, students’ attitudes towards the
use of AI in clinical practice were generally positive, and this was
further enhanced after the training (n ¼ 19). They spoke of AI being
supportive to practice, and improving efficiency:

“I feel excited and look forward to a more efficient and streamlined
work environment.”

Despite these positive reactions, students also expressed
considerable apprehension with the technology (n ¼ 82). These
were primarily related to concerns around reliability and
accountability of AI, particularly in relation to diagnostic accuracy,
and welcomed strict governance around data management and
security to avoid breeches of patient confidentiality. A number of
students also voiced their unease about practitioners becoming
overly reliant on AI technology, and how this may impact the
radiographer's role and skills in the future:

“… when being rotated to a different clinical site where AI has not
been introduced some may struggle … everything has to be done
manually … instead of relying on AI.”

Students’ feelings of confidence in using AI in clinical practice
was often referred to in relation to their exposure to the technology
whilst on placement (n ¼ 39). Those regularly using AI software
reported feeling more confident than those who did not:

“I don’t think I’m that confident as I have limited experience.”

Real-world knowledge, understanding, and application of AI

Students’ understanding of the uses of AI in clinical radiographic
practice was far improved following the educational session; while
they collectively seemed unsure of its applications prior to the
session, they were able to name some specific uses afterwards
(n ¼ 99) with reference to clinical decision support and diagnosis
predominantly, in addition to scheduling and workflow, and image
quality improvement:

“It can help with understanding image quality optimisation and the
dose which is required to obtain an optimal image for each
examination.”

However, students also identified further educational and
training needs in AI (n ¼ 67), such as gaining more practical
experience and dealing with discrepancies of clinical judgement.
Following the session, student's theoretical understanding of AI,
as captured in their survey responses, was notably improved
(n ¼ 54), although a number of students expressed their want to
know exactly how AI would be integrated into their clinical de-
partments, practice, and their professional identities (n ¼ 23),
asking:

“How much of an impact will AI have on my role?”

This question was further reflected on by students who
considered benefits of AI technology for radiographers in reducing
workloads and improving overall job satisfaction (n ¼ 22).
4

Students also considered the impact of AI on the patient's
experience (n ¼ 13). Fig. 3 represents the 50 most frequently uti-
lised words in the survey. The overall sentiment is positive, and the
top three words “learning, human, patient” reflect how students
fundamentally conceptualised and positioned AI technology within
their clinical practice as a useful adjunct to, but not a replacement
for a person-centred patient-practitioner interaction:

“AI is not as personal as humans. This could possibly result in
emotions and feelings being overlooked … This can reduce patient
satisfaction.”

Yet, there were still a small proportion of students who dis-
closed their continued uncertainty and lack of understanding of AI
applications in clinical practice (n ¼ 13), calling for continued ed-
ucation and training beyond this session to ensure currency and
relevance in knowledge:

“I’d like to keep up with the advances in the future to remain
confident.”

Experiences of AI education

Student feedback on the educational session highlighted how
the use of live and interactive software demonstrations provided
useful context to better understand the theoretical principles of AI
(n ¼ 19). This was beneficial for consolidation of student learning,
and provided useful and relatable insight into the application and
integration of AI tools within the clinical workflow which often
changed their perception:

“I thought AI would be more of a negative thing, but the seminar
showed me the positives and just how groundbreaking this tech-
nology is.”

Many students who expressed a greater understanding of AI in
practice following the educational session, also spoke of their
increased confidence in using AI in their daily roles (n ¼ 15). Most
students reflected positively on the session (n ¼ 9); some spoke of
their desire to continue exploring their learning in AI, inferring that
access to quality educational experiences should be available to all:

“I hope everyone is given the opportunity to attend and understand
how fascinating AI really is.”
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However, some students recommended areas for improvement
in the educational session (n ¼ 9) such as scheduling a longer time,
greater encouragement of, and opportunity for, active participation
from the group, and including more real-world user stories from
the wider multidisciplinary ecosystem in medical imaging:

“Maybe provide the perspectives of radiologists and what they
think about this development and how it affects their practice.”

Discussion

AI literacy is now a requirement for safe AI deployment. This
can be reflected on the digital competencies required for radiog-
raphers,2 or the requirements set by the European Union
regarding AI literacy initiative requirements for different organi-
sations.12 The results of this study further strengthen the impor-
tance of AI education on the future of the radiography profession.
AI education/training is an important aspect of AI implementa-
tion, with previous studies highlighting education as a top priority
among medical imaging professionals.5 Radiographers in the UK
have also stressed the need to acquire tailored AI education/
training to successfully implement AI in their clinical practice.11 In
addition, radiographers have already indicated their preference to
modules with both theoretical and practical contents, and they
asked for this training to be included at undergraduate level.23,24

Hence, hybrid, customised learning strategies, similar to the one
delivered and evaluated in this study, can benefit both radiog-
raphy students and educators.14

Findings of previous research have showed varied levels of
apprehensiveness among radiographers.25,26 Also, mixed percep-
tions on AI have been noted in previous studies on radiography
students.27 Besides, it has been indicated that AI will have a strong
impact on radiographers' career pathways, and that it will also
transform their professional roles and identity.28,29 These findings
justify students’ need to acquire more knowledge on the impact of
AI on their profession, to address their concerns and enhance their
confidence for the future of radiography. This has been also
confirmed in this study, since in both surveys students stressed the
need to learn more about the impact of AI on their future roles.

In this study, students requested more hands-on training on AI
tools. Radiography is an applied science discipline. Previous studies
have highlighted the need to integrate interactions between theory
and practice in academic courses and engage in a competences-
based academic curriculum.30 In addition, hands-on training on
AI tools will further benefit students to be prepared for their future
work environments.14 Simulation of the work environments using
real-world scenarios can also benefit future clinical practitioners.31

AI training needs to be dynamic, flexible, aligned with recent
developments, and complimented by practical application in clin-
ical placements or internships with vendors to re-inforce theoret-
ical knowledge. Social learning, a process in which learning occurs
through social interactions, can be implemented to enhance skills
in clinical settings.32

Students' responses became more focused and less abstract
when explaining AI concepts in the second survey. This was also
observed in the AI terminology used after the intervention. This
confirms that, although a short educational intervention, this
dedicated seminar was highly impactful, and it is feasible to be
adopted by many educators subject to establishing robust
academic-industry partnerships with different vendors. The Uni-
versity collaborated with a vendor they have worked with exten-
sively in the past, and who was willing to deliver the course at a
time that suited the academic programme and tailor it exactly to
the students’ needs.
5

With regards to the observed differences across gender in the
pre-test survey, our findings strengthen previous research that
showed a greater level of confidence in working with AI concepts
among male radiographers7,25,33 and corroborate previous findings
of less optimism of female radiographers around AI.27 It is impor-
tant to note that no gender differences were observed in the post-
test survey, showing potentially that the intervention may have
helped to minimise the gender gap in AI confidence, although we
acknowledge this might have also been due to the smaller sample
size in the post-test survey.

The results of this study demonstrate an overall positive impact
of a dedicated AI seminar on final year undergraduate radiography
students. The inclusion of both theoretical and hands-on training
was found to be beneficial for improving the knowledge, skills, and
confidence of future radiographers. However, future interventions
should include more hands-on training and involve students in
group activities to achieve learning through social interaction
within real-life clinical scenarios, involving multidisciplinary
teams.

This study has some limitations. First, the small sample size does
not allow for generalisation of the results to the wider radiography
undergraduate community, and thus results should be interpreted
with caution. In addition, the fact that the post-test survey was
completed by a smaller number of students, compared to the pre-
test survey, might have introduced further response bias to this
study. Despite the presence of the AI vendor, the students were
encouraged by both the vendor and empowered by the academic
staff to discuss the challenging areas of AI and offer honest feedback
for improving their understanding and future occurrences of this
session.

Conclusion

This study confirms the importance of customised AI educa-
tional interventions for radiographers and their facilitatory impact
on self-reported knowledge, skills and confidence. The learning
needs to be customised to maximise knowledge retention and
applicability and to include both theoretical and practical aspects
for consolidation of skills. Further improvements are needed to
include more interactive forms of learning and hands-on training.

Ethics and declarations

Ethics approval for this study was obtained by the School of
Health & Medical Sciences Research Ethics Committee at City St
George's, University of London (ref: ETH2324-1274) and by the
Associate Dean of Education for undergraduate studies to ensure
students completed the survey on a voluntary basis and mecha-
nisms were in place to safeguard student wellbeing, while
encouraging participation.

Conflict of interest statement

None.

Acknowledgments

This research did not receive any specific grant from funding
agencies in the public, commercial, or not-for-profit sectors.

Appendix A. Supplementary data

Supplementary data to this article can be found online at
https://doi.org/10.1016/j.radi.2025.102926.

https://doi.org/10.1016/j.radi.2025.102926


N. Stogiannos, E. Skelton, S. Kumar et al. Radiography 31 (2025) 102926
References

1. Hassan M, Kushniruk A, Borycki E. Barriers to and facilitators of artificial in-
telligence adoption in health care: scoping review. JMIR Hum Factors 2024;11:
e48633. https://doi.org/10.2196/48633.

2. Health& Care Professions Council. The standards of proficiency for radiographers.
Published September 01, 2023. Available at: https://www.hcpc-uk.org/standards/
standards-of-proficiency/radiographers/ [accessed November 29 2024].

3. Ng DTK, Leung JKL, Chu SKW, Qiao SM. Conceptualizing AI literacy: an
exploratory review. Comput Educ Artif Intell 2021;2:100041. https://doi.org/
10.1016/j.caeai.2021.100041.

4. NHS England. Development of a digital competency framework for UK allied
health professionals. 2020 Topol digital health fellowship. Available at: https://
digital-transformation.hee.nhs.uk/building-a-digital-workforce/digital-
literacy/digital-capabilities-frameworks#digital1 (accessed February 16 2025).

5. Stogiannos N, Litosseliti L, O'Regan T, Scurr E, Barnes A, Kumar A, et al. Black
box no more: a cross-sectional multi-disciplinary survey for exploring gover-
nance and guiding adoption of AI in medical imaging and radiotherapy in the
UK. Int J Med Inform 2024;186:105423. https://doi.org/10.1016/
j.ijmedinf.2024.105423.

6. Eltawil FA, Atalla M, Boulos E, Amirabadi A, Tyrrell PN. Analyzing barriers and
enablers for the acceptance of artificial intelligence innovations into radiology
practice: a scoping review. Tomography 2023;9(4):1443e55. https://doi.org/
10.3390/tomography9040115.

7. Rainey C, O'Regan T, Matthew J, Skelton E, Woznitza N, Chu KY, et al. Beauty is
in the AI of the beholder: are we ready for the clinical integration of artificial
intelligence in radiography? An exploratory analysis of perceived AI knowl-
edge, skills, confidence, and education perspectives of UK radiographers. Front
Digit Health 2021;3:739327. https://doi.org/10.3389/fdgth.2021.739327.

8. Huisman M, Ranschaert E, Parker W, Mastrodicasa D, Koci M, Pinto de Santos D,
et al. An international survey on AI in radiology in 1,041 radiologists and
radiology residents part 1: fear of replacement, knowledge, and attitude. Eur
Radiol 2021;31(9):7058e66. https://doi.org/10.1007/s00330-021-07781-5.

9. Tejani AS, Elhalawani H, Moy L, Kohli M, Kahn Jr CE. Artificial intelligence and
radiology education. Radiol Artif Intell 2022;5(1):e220084. https://doi.org/
10.1148/ryai.220084.

10. Walsh G, Stogiannos N, van de Venter R, Rainey C, Tam W, McFadden S, et al.
Responsible AI practice and AI education are central to AI implementation: a
rapid review for all medical imaging professionals in Europe. BJR Open
2023;5(1):20230033. https://doi.org/10.1259/bjro.20230033.

11. Stogiannos N, O'Regan T, Scurr E, Litosseliti L, Pogose M, Harvey H, et al. AI
implementation in the UK landscape: knowledge of AI governance, perceived
challenges and opportunities, and ways forward for radiographers. Radiog-
raphy (Lond) 2024;30(2):612e21. https://doi.org/10.1016/j.radi.2024.01.019.

12. European Parliament. EU AI Act: first regulation on artificial intelligence.
Updated 18 June 2024. Available at: https://www.europarl.europa.eu/topics/
en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-
intelligence (accessed November 29 2024).

13. Stogiannos N, Jennings M, George CS, Culbertson J, Salehi H, Furterer S, et al.
The American Society of Radiologic Technologists (ASRT) AI educator survey: a
cross-sectional study to explore knowledge, experience, and use of AI within
education. J Med Imaging Radiat Sci 2024;55(4):101449. https://doi.org/
10.1016/j.jmir.2024.101449.

14. van de Venter R, Skelton E, Matthew J, Woznitza N, Tarroni G, Hirani SP, et al.
Artificial intelligence education for radiographers, an evaluation of a UK
postgraduate educational intervention using participatory action research: a
pilot study. Insights Imaging 2023;14(1):25. https://doi.org/10.1186/s13244-
023-01372-2.

15. eXplainable Artificial Intelligence in healthcare Management (xAIM). Available
at: https://xaim.eu/masters-programme/ (accessed December 4 2024).
6

16. The British Institute of Radiology. AI essential webinar series. Available at:
https://www.bir.org.uk/education-and-events/ai-essentials-webinar-series.
aspx (accessed December 4 2024).

17. European Society of Radiology. ESR Master Class in AI. Availbale at: https://
masterclassai.talentlms.com/subscribe (accessed December 4 2024).

18. Caley L, Williams SJ, Spernaes I, Thomas D, Behrens D, Willson A. Frameworks
for evaluating education programmes and work related learning: a scoping
review. J Workplace Learn 2021;33(6):486e501. https://doi.org/10.1108/JWL-
09-2020-0157.

19. Eysenbach G. Improving the quality of web surveys: the checklist for reporting
results of Internet E-surveys (CHERRIES). J Med Internet Res 2004;6(3):e34.
https://doi.org/10.2196/jmir.6.3.e34.

20. Bengtsson M. How to plan and perform a qualitative study using content
analysis. NursingPlus Open 2016;2:8e14. https://doi.org/10.1016/
j.npls.2016.01.001.

21. Elo S, Kyng€as H. The qualitative content analysis process. J Adv Nurs
2008;62(1):107e15. https://doi.org/10.1111/j.1365-2648.2007.04569.x.

22. Skelton E, Drey N, Rutherford M, Ayers S, Malamateniou C. Electronic con-
senting for conducting research remotely: a review of current practice and key
recommendations for using e-consenting. Int J Med Inform 2020;143:104271.
https://doi.org/10.1016/j.ijmedinf.2020.104271.

23. Doherty G, McLaughlin L, Hughes C, McConnell J, Bond R, McFadden S. Radi-
ographer Education and Learning in Artificial Intelligence (REAL-AI): a survey
of radiographers, radiologists, and students' knowledge of and attitude to ed-
ucation on AI. Radiography (Lond) 2024;30(Suppl 2):79e87. https://doi.org/
10.1016/j.radi.2024.10.010.

24. Champendal M, De Labouch�ere S, Ghotra SS, Gremion I, Sun Z, Torre S, et al.
Perspectives of medical imaging professionals about the impact of AI on Swiss
radiographers. J Med Imaging Radiat Sci 2024;55(4):101741. https://doi.org/
10.1016/j.jmir.2024.101741.

25. Coakley S, Young R, Moore N, England A, O'Mahony A, O'Connor OJ, et al.
Radiographers' knowledge, attitudes and expectations of artificial intelligence
in medical imaging. Radiography (Lond) 2022;28(4):943e8. https://doi.org/
10.1016/j.radi.2022.06.020.

26. Pedersen MRV, Kusk MW, Lysdahlgaard S, Mork-Knudsen H, Malamateniou C,
Jensen J. A Nordic survey on artificial intelligence in the radiography profession
- is the profession ready for a culture change? Radiography (Lond) 2024;30(4):
1106e15. https://doi.org/10.1016/j.radi.2024.04.020.

27. Arruzza E. Radiography students' perceptions of artificial intelligence in
medical imaging. J Med Imaging Radiat Sci 2024;55(2):258e63. https://doi.org/
10.1016/j.jmir.2024.02.014.

28. Malamateniou C, O'Regan T, McFadden SL, Jackson M. Artificial intelligence (AI)
in radiography practice, research and education: a review of contemporary
developments and predictions for the future. Radiography (Lond)
2024;30(Suppl 2):56e9. https://doi.org/10.1016/j.radi.2024.09.062.

29. Rainey C, O'Regan T, Matthew J, Skelton E, Woznitza N, Chu KY, et al. UK
reporting radiographers' perceptions of AI in radiographic image interpretation
- current perspectives and future developments. Radiography (Lond)
2022;28(4):881e8. https://doi.org/10.1016/j.radi.2022.06.006.

30. Charow R, Jeyakumar T, Younus S, Dolatabadi E, Salhia M, Al-Mouaswas D, et al.
Artificial intelligence education programs for health care professionals: scoping
review. JMIR Med Educ 2021;7(4):e31043. https://doi.org/10.2196/31043.

31. Krive J, Isola M, Chang L, Patel T, Anderson M, Sreedhar R. Grounded in reality:
artificial intelligence in medical education. JAMIA Open 2023;6(2):ooad037.
https://doi.org/10.1093/jamiaopen/ooad037.

32. Horsburgh J, Ippolito K. A skill to be worked at: using social learning theory to
explore the process of learning from role models in clinical settings. BMC Med
Educ 2018;18(1):156. https://doi.org/10.1186/s12909-018-1251-x.

33. Arif WM. Radiologic technology students' perceptions on adoption of artificial
intelligence technology in radiology. Int J Gen Med 2024;17:3129e36. https://
doi.org/10.2147/IJGM.S465944.

https://doi.org/10.2196/48633
https://www.hcpc-uk.org/standards/standards-of-proficiency/radiographers/
https://www.hcpc-uk.org/standards/standards-of-proficiency/radiographers/
https://doi.org/10.1016/j.caeai.2021.100041
https://doi.org/10.1016/j.caeai.2021.100041
https://digital-transformation.hee.nhs.uk/building-a-digital-workforce/digital-literacy/digital-capabilities-frameworks#digital1
https://digital-transformation.hee.nhs.uk/building-a-digital-workforce/digital-literacy/digital-capabilities-frameworks#digital1
https://digital-transformation.hee.nhs.uk/building-a-digital-workforce/digital-literacy/digital-capabilities-frameworks#digital1
https://doi.org/10.1016/j.ijmedinf.2024.105423
https://doi.org/10.1016/j.ijmedinf.2024.105423
https://doi.org/10.3390/tomography9040115
https://doi.org/10.3390/tomography9040115
https://doi.org/10.3389/fdgth.2021.739327
https://doi.org/10.1007/s00330-021-07781-5
https://doi.org/10.1148/ryai.220084
https://doi.org/10.1148/ryai.220084
https://doi.org/10.1259/bjro.20230033
https://doi.org/10.1016/j.radi.2024.01.019
https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence
https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence
https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence
https://doi.org/10.1016/j.jmir.2024.101449
https://doi.org/10.1016/j.jmir.2024.101449
https://doi.org/10.1186/s13244-023-01372-2
https://doi.org/10.1186/s13244-023-01372-2
https://xaim.eu/masters-programme/
https://www.bir.org.uk/education-and-events/ai-essentials-webinar-series.aspx
https://www.bir.org.uk/education-and-events/ai-essentials-webinar-series.aspx
https://masterclassai.talentlms.com/subscribe
https://masterclassai.talentlms.com/subscribe
https://doi.org/10.1108/JWL-09-2020-0157
https://doi.org/10.1108/JWL-09-2020-0157
https://doi.org/10.2196/jmir.6.3.e34
https://doi.org/10.1016/j.npls.2016.01.001
https://doi.org/10.1016/j.npls.2016.01.001
https://doi.org/10.1111/j.1365-2648.2007.04569.x
https://doi.org/10.1016/j.ijmedinf.2020.104271
https://doi.org/10.1016/j.radi.2024.10.010
https://doi.org/10.1016/j.radi.2024.10.010
https://doi.org/10.1016/j.jmir.2024.101741
https://doi.org/10.1016/j.jmir.2024.101741
https://doi.org/10.1016/j.radi.2022.06.020
https://doi.org/10.1016/j.radi.2022.06.020
https://doi.org/10.1016/j.radi.2024.04.020
https://doi.org/10.1016/j.jmir.2024.02.014
https://doi.org/10.1016/j.jmir.2024.02.014
https://doi.org/10.1016/j.radi.2024.09.062
https://doi.org/10.1016/j.radi.2022.06.006
https://doi.org/10.2196/31043
https://doi.org/10.1093/jamiaopen/ooad037
https://doi.org/10.1186/s12909-018-1251-x
https://doi.org/10.2147/IJGM.S465944
https://doi.org/10.2147/IJGM.S465944

	Evaluation of a customised, AI-focused educational seminar delivered to final year undergraduate radiography students in th ...
	Introduction
	Methods
	Study design
	Setting
	Data collection
	Data analysis
	Ethics

	Results
	Qualitative findings
	Attitudes to AI in practice
	Real-world knowledge, understanding, and application of AI
	Experiences of AI education

	Discussion
	Conclusion
	Ethics and declarations
	Conflict of interest statement
	Acknowledgments
	Appendix A. Supplementary data
	References


