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Pragmatic Communication for Remote Control
of Finite-State Markov Processes
Pietro Talli, Edoardo David Santi, Federico Chiariotti, Touraj Soleymani,

Federico Mason, Andrea Zanella, and Deniz Gündüz

Abstract—Pragmatic or goal-oriented communication can opti-
mize communication decisions beyond the reliable transmission of
data, instead aiming at directly affecting application performance
with the minimum channel utilization. In this paper, we develop
a general theoretical framework for the remote control of finite-
state Markov processes, using pragmatic communication over
a costly zero-delay communication channel. To that end, we
model a cyber-physical system composed of an encoder, which
observes and transmits the states of a process in real-time, and
a decoder, which receives that information and controls the
behavior of the process. The encoder and the decoder should
cooperatively optimize the trade-off between the control perfor-
mance (i.e., reward) and the communication cost (i.e., channel
use). This scenario underscores a pragmatic (i.e., goal-oriented)
communication problem, where the purpose is to convey only the
data that is most valuable for the underlying task, taking into
account the state of the decoder (hence, the pragmatic aspect). We
investigate two different decision-making architectures: in pull-
based remote control, the decoder is the only decision-maker,
while in push-based remote control, the encoder and the decoder
constitute two independent decision-makers, leading to a multi-
agent scenario. We propose three algorithms to optimize our
system (i.e., design the encoder and the decoder policies), discuss
the optimality guarantees ofs the algorithms, and shed light on
their computational complexity and fundamental limits.

Index Terms—Effective communication, goal-oriented commu-
nication, cyber-physical systems, implicit information, Markov
decision processes.

I. INTRODUCTION

THE PARADIGM of cyber-physical systems (CPSs) has
recently enabled the creation of complex system archi-

tectures that tightly integrate communication, computation, and
control [3], [4]. CPSs often exhibit a dynamic and distributed
nature [5], which necessitates persistent status updating of local
components to reflect changes in the environment [6]. This
steady influx of real-time data empowers a CPS to swiftly adapt
to evolving conditions, ensuring that control decisions are made
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based on the most pertinent and up-to-date information [7].
The performance of a CPS is, therefore, dramatically affected
by both control and communication policies [8]. However,
modeling, design, and optimization of CPSs in terms of control
and communication policies can be quite challenging when
control quality indices and communication constraints are
simultaneously taken into account [9], [10].

Prior research has attempted to address these challenges
by optimizing the age of information (AoI), a metric that
captures the freshness of information in real-time networked
systems [11]. Unfortunately, policies based on the AoI may
result in abrupt changes in the process states being unreported
for a relatively long time, as well as wasting resources for
communication of irrelevant data [12]. This has led to the
development of the notion of the value of information (VoI) in
the context of CPSs [13], [14], which captures the significance
of information and is intimately related to pragmatic commu-
nication1 approaches [15]. The recent developments in com-
munications focus on approaches that integrate semantic and
pragmatic aspects [10] into the communications pipeline [16],
which go beyond Shannon’s strict source-channel separation
and tailor communication decisions such as data compression
and power scheduling to specific application goals [7], [17].
Nevertheless, the interactions between control and communi-
cation policies are non-trivial in complex scenarios, requiring
further developments for solving intractable optimization prob-
lems in a cooperative way [18].

In the present work, we consider a finite-state Markovian
physical process to be remotely monitored and, possibly,
controlled, over a costly zero-delay communication channel.
We model the system as a two-agent decentralized partially
observable Markov decision process (Dec-POMDP), in which
the first agent, named encoder, observes and transmits the
states of the process in real time, and the second agent, named
decoder, receives that information and controls the behavior
of the process. In this system, on one hand, what the decoder
receives depends on the communication decisions regarding
transmitting the status updates over the channel. On the other
hand, what the encoder observes in the future depends on the
control decisions that can affect the process’ state evolution.
We investigate two different decision-making architectures. In
the first one, called pull-based architecture, the decoder is the
only decision-maker and is in charge of both communication
and control decisions. In the second, called push-based archi-

1In the literature, pragmatic communication is also known as goal-oriented,
task-oriented, or effective communication.
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tecture, the encoder and the decoder constitute two independent
decision-makers, responsible for communication and control
decisions, respectively. Intuitively, the former is simpler, while
the latter can lead to higher performance due to an extended
information structure.

Although the literature includes multiple solutions for the
remote estimation and control of Markov processes, a unified
theory for handling these tasks is still missing. Many works
investigate heuristic or data-driven algorithms that, despite
providing high performance under specific conditions, are
not general enough and do not take into account the game
theoretical limitations of multi-agent systems. In this work,
we aim to fill the gaps in the literature, by designing a new
and more general framework for the remote control of Markov
processes, that can effectively represent several real-world
problems and provide a theoretical grounding to pragmatic
communication schemes. By doing so, we want to highlight
and analytically model the subtle optimization challenges that
characterize CPSs, especially in the case of limited bandwidth
or other communication resources. One of these challenges is
associated with the exploitation of implicit information, i.e.,
knowledge about the state of the process that the decoder can
infer when the encoder does not transmit any data.

This paper builds upon our preliminary findings reported
in [1], [2]: in particular, we analyze the key features of pull-
based and push-based architectures in [1], while we investigate
the benefits of implicit information in the push-based architec-
ture in [2]. The current work significantly improve these results
by integrating our techniques in a unified model, highlighting
the challenges associated with the joint design of control and
communication policies, and formally proving the correctness
and the limitations of the proposed schemes. This generaliza-
tion extends to broader theoretical and numerical results, as
well as computational complexity considerations. Our ultimate
goal is to develop a theoretical framework for solving the
problem of the remote control of finite-state Markov processes
over costly zero-delay communication channels either exactly
or approximately, and delineating the fundamental properties
of possible solutions. In short, the main contributions of this
paper are as follows:

(i) We introduce a CPS model that can effectively represent
pragmatic communication in remote control tasks, and
can readily be specialized to remote estimation tasks.
This model, in general, consists of an encoder and a
decoder, which can exchange information and should
cooperatively accomplish a goal. Based on this model,
we investigate two decision-making architectures, namely,
pull-based and push-based;

(ii) In the pull-based setting, we propose the modified policy
iteration (MPI) scheme, proving that it can reach an ε-
optimal solution in polynomial time. However, we also
prove that the pull-based setting represents a restricted
version of the problem, with inherent performance limits;

(iii) In the push-based setting, we propose two schemes,
namely, alternating policy iteration (API), which con-

verges to a locally ε-optimal solution in polynomial time,
and joint policy optimization (JPO), which can achieve
a globally ε-optimal solution but requires exponential
computation time. We discuss formally the computational
complexity and the fundamental limits of these schemes;

(iv) We validate our theoretical results by means of experi-
ments for remote estimation and control tasks, comparing
the performance of the proposed schemes in a simulated
environment. Our results, in particular, show that practical
polynomial-time algorithms seem to be robust in the
remote control tasks, while the optimality gap becomes
much wider in the remote estimation tasks.

The rest of the paper is organized as follows. We discuss the
related work on remote control and remote estimation as well
as on pragmatic communication in Sec. II. Then, we introduce
the system model and formulate the problem of interest in
Sec. III. We propose our algorithms in Sec. IV, and provide our
theoretical results in Sec. V. Then, we present our numerical
analysis and simulation results in Sec. VI. Finally, we provide
our concluding remarks in Sec. VII.

II. RELATED WORK

In feedback control, the effectiveness of control actions
directly depends on the quality of state estimates. This implies
that, in order to tackle a remote control problem, one should
be able to address first the corresponding remote estimation
problem, as the most foundational task. The design of opti-
mal policies for remote estimation and control of dynamical
processes over communication channels has frequently been
addressed in the literature. Notably, the work in [19] ana-
lyzes the best strategies for lossy transmissions without any
communication cost in a finite time horizon. The optimality
of these strategies in the case of an infinite time horizon is
proven in [20], along with the ε-optimality of finite-memory
quantizers. The same work shows that deterministic policies
lead to optimal encoding solutions, while the work in [21]
adopts a reinforcement learning (RL) approach to address
the target problem. These works generally deal with lossy
encoding, i.e., with the decision over how to encode system
states with a fixed packet length. The general properties of
encoding policies for remote estimation are discussed in [22],
which shows that the trade-off curve between the estimation
error and the transmission rate can be modeled by a piece-wise
linear convex decreasing function. However, these results only
hold under specific conditions, i.e., for Markov processes with
a rigid structure that simplifies the problem.

The problem of the remote estimation of scalar continuous-
state Markov processes was addressed in [23], [24], where the
optimal policies are also derived. A more recent study in [25]
investigates the same problem in the presence of delay and
packet loss, shedding light on the structure of the optimal
policies and the role of implicit information. However, the
findings of these past works cannot be generalized to finite-
state Markov processes. In [26], the authors introduce the
channel noise and design an encoding policy for monitoring a



two-state Markov chain, taking into account the importance of
each state in terms of the actions to be taken by the agent. The
same framework is extended to N -state Markov chains in [27],
which investigates the optimal configuration for a sampling
and communication policy to minimize the reconstruction error
under different constraints. Other works [28]–[30] propose
solutions for single-agent Markov processes in which an agent
needs to pay a fixed price to either observe the current or
the next state. This model suits pull-based settings, where
a receiver must request state updates from a sensor over a
resource-constrained channel.

Finally, several works have proposed learning-based prag-
matic communication solutions for remote control [31], show-
ing that a significant performance improvement is obtained by
the joint training of sensors and agents (i.e., encoders and
decoders) [32], [33]. These works usually exploit the multi-
agent reinforcement learning (MARL) paradigm, modeling the
channel as an information bottleneck [34] and considering the
mutual information between agent beliefs [35] as part of the
system state. However, MARL solutions provide no theoretical
guarantees hard to adapt to scenarios different from those in
which they were initially trained.

Indeed, there is a significant gap between the theoretical
results on remote estimation and learning-based pragmatic
communication schemes: while the former mostly give the
optimal encoding in specific scenarios, the latter are often
presented without any optimality guarantees, limiting their gen-
erality and trustworthiness. Our work contributes to filling this
gap by providing formal theoretical results for the general case
of finite-state Markov processes with two agents, which can
exchange data across a costly communication channel with the
objective of either monitoring or controlling the process. With
respect to the state of the art, our study unifies recent results
about the performance of pull-based and push-based pragmatic
communication approaches, extending previous analyses by
deriving computational complexity and optimality bounds.

III. PROBLEM FORMULATION AND MODELING

Let us consider a CPS model with two agents: an encoder
and a decoder. At each time step, the encoder observes the
state of a discrete-time Markov process and should transmit
this information to the decoder, whose task is to control
the behavior of the process. Our objective is to design the
encoder’s and the decoder’s strategies in order to optimize
the trade-off between the control performance (i.e., reward)
and the communication cost (i.e., channel use) over an infinite
time horizon. This problem can be expressed mathematically
as a two-agent Dec-POMDP [36] characterized by the tuple
M = ⟨S,O,A, C,P, o, r, γ⟩2, where

• S is the discrete and finite set of states of the underlying
Markov chain; the state at time t is denoted by st;

2In this work, we consider an infinite-horizon discounted formulation, but
the theoretical and practical considerations can be adapted to related problems
which aim at maximizing the average reward over a finite or infinite horizon.

• O = S ∪ {χ} is the discrete and finite set of possible
observations of the decoder, where the symbol χ rep-
resents the absence of transmission; the observation of
the decoder at time t is denoted by ot. Note that the
observation set of the encoder is S, as the encoder can
directly observe the system state at each time;

• A is the discrete and finite set of possible actions of the
decoder; the control action at time t is denoted by at;

• C = {0, 1} is the set of possible encoder actions (actions
0 and 1 correspond to no transmission and transmission
of the current state, respectively), and the communication
action at time t is denoted by ct;

• P ∈ [0, 1]|S|×|A|×|S| is the transition matrix, whose entry
(s, a, s′) represents the probability of moving to state s′

when performing action a ∈ A in state s;
• o : S × C 7→ O is the decoder observation function3

ot = o(st, ct) =

{
st, if ct = 1,

χ, if ct = 0;
(1)

• r : S×A×S 7→ R is the reward function, and the reward
at time t is given by rt = rst,st+1

(at);
• γ ∈ [0, 1) is the exponential discount factor.

At each time step, if the encoder transmits a status update, the
decoder will have perfect knowledge about the current state of
the process. Otherwise, the decoder will have imperfect knowl-
edge, and must rely on its own history of past observations and
actions to control the system.

We represent encoding and decoding policies by πe,t and
πd,t, respectively. These policies are causal, meaning that at
each time step they depend only on the knowledge of the
encoder and the decoder at that time step. To jointly optimize
performance under a communication constraint, one needs to
solve the following problem:

maximize E
[ ∞∑

t=0

γtrt

]
, subject to E

[ ∞∑
t=0

γtct

]
≤ C, (2)

where C is value specifying a constraint on the cumulative
channel use. The above problem is a constrained Dec-POMDP,
which may require stochastic policies. In this work, we refor-
mulate (2) as an unconstrained Dec-POMDP, allowing us to
safely restrict our attention to deterministic policies [37]:

maximize E
[ ∞∑

t=0

γt(rt − βct)

]
, (3)

where β ∈ R+ is a weighting coefficient. Note that β is
in fact the price that the system has to pay for the reliable
communication of a message from the encoder to the decoder.

Our first result is the following theorem, which dramatically
simplifies the structures of the encoding and decoding policies.

Theorem 1. Without any loss of optimality, at each time t, the
knowledge of the encoder can be described by ⟨st,∆t, st−∆t

⟩,
and that of the decoder by ⟨∆t, st−∆t⟩, where ∆t is the time
elapsed since the last transmission.

3In the Dec-POMDP literature, this commonly depends on the last control
action a as well. As a is irrelevant in our model, we drop it for brevity’s sake.



Proof: Note that the state of a Markov decision process
(MDP) is a sufficient statistic for the decision made by its un-
derlying agent. In our problem, for any fixed decoder policy, at
each time t, the encoder experiences a Markovian environment
whose state is ⟨st, o0:t−1⟩. Since this process is Markovian,
the state ⟨st, o0:t−1⟩ embodies all the information from the
past evolution of the process. Moreover, the observation ot at
the decoder depends on the encoder action ct that, in turn,
only depends on ⟨st, o0:t−1⟩. In addition, the current belief of
the decoder is only a function of its history of observations
and control actions since the last renewal instant, i.e., the
last successful transmission. Note that the encoder provides
either no explicit information to the decoder when ct = 0,
or the exact state st when ct = 1. Therefore, we deduce that
the tuple ⟨∆t, st−∆t

⟩ is a sufficient statistic for the decoder.
Finally, following the same logic, we also deduce that the tuple
⟨st,∆t, st−∆t

⟩ is a sufficient statistic for the encoder.
By Theorem 1, the decoder can then use ⟨∆t, st−∆t⟩ as a

Markovian state. Hence, the decoder selects an action at ∈
A according to a control policy πd : S × {0, . . . , Tmax} 7→
A (and also the following communication action ct+1 ∈ C
in a pull-based system), gaining an instantaneous reward of
rt = rst,st+1(at), whose long-term maximization represents
the system goal. To maintain a finite state space, we assume
that the system allows a maximum inter-transmission time of
Tmax, after which a new communication is always triggered.
In particular, we can set Tmax to a value large enough to make
the boundary approximation error arbitrarily small. We can also
avoid considering a boundary when shifting to a belief-based
problem formulation, as we will discuss later.

There can be two possible decision-making architectures for
the optimization problem in (3): pull-based and push-based
architectures. In the pull-based setting, the decoder is the only
decision maker and has to decide whether to request status
updates and to select control actions, reducing the system to
a single-agent problem. However, in the push-based setting,
the encoder and the decoder are two independent decision-
makers and must adapt to each other. Both settings have several
practical applications, and the choice between the two also
depends on architectural, energy, and cost considerations.

We highlight that our results can be easily extended to more
realistic communication channels with time delay and a fixed
packet loss rate, as long as the information structure is pre-
served, i.e., in these cases, the delay should be known to both
nodes so that the encoder can compute the decoder’s belief; an
acknowledgment mechanism should also be implemented, so
that the encoder knows the outcome of its transmissions.

A. Pull-Based Remote Control

The pull-based setting describes a restricted single-agent
problem in which the system is entirely controlled by the de-
coder, and can be mapped to a problem class known as action-
contingent noiselessly observable MDP (ACNO-MDP) [30], in
which the state st is available to the agent through a (costly)
sensing action corresponding to a communication request to

the encoder, which has perfect state information and can
transmit it on demand. If we fix the communication policy,
the resulting system is a standard POMDP and can be solved
near-optimally [38], [39].

Practically, each time step can be organized into two sub-
steps, i.e., a communication step followed by a control step.
During the first substep, the decoder must decide whether
to request a new update from the transmitter, according to
a policy τ : S × {0, . . . , Tmax} 7→ C. Following The-
orem 1, this is equivalent to computing the full a priori
belief distribution given the history of the last ∆t actions
at−∆t:t−1 = (at−∆t

, at−∆t+1, . . . , at−1), i.e.,

ω
at−∆t:t−1

⟨∆t,st−∆t ⟩
=

( t∏
ℓ=t−∆t

Paℓ

)⊺

ust−∆t
, (4)

where us is a one-hot column vector whose elements are all
0, except for the one corresponding to s, which is equal to
1, Pa is the transition matrix when taking action a, and (.)⊺

denotes the transpose operation. As the transmission process
relies only on the decoder’s estimations of the system state, the
a posteriori belief distribution is identical to the a priori one.
During the second substep, the decoder selects a control action
according to policy πd : S×{0, . . . , Tmax} 7→ A. Between the
two substeps, the decoder’s state will change from ⟨∆t, st−∆t

⟩
to ⟨0, st⟩ if an update is requested, i.e., ct = 1, resetting the
belief to a singleton, while ωt will be updated in a Bayesian
manner using the transition matrix P otherwise.

B. Push-Based Remote Control

The push-based setting corresponds to a two-agent problem,
in which the encoder acts first, and the knowledge of the
decoder is affected by the encoder’s update. Practically, at each
time step t, the encoder uses policy πe to decide whether to
send a status update, while the decoder only determines control
actions. Therefore, the communication action is determined
by the policy πe : S × {0, Tmax} × S 7→ C. This two-agent
problem is a fully cooperative Markov game with asymmetric
information, as the encoder knows everything about the system,
while the decoder does not. It is also an exact potential
game [40], as the reward of the two agents is exactly the same.

As the channel is zero-delay and lossless, the decoder knows
that the encoder has decided not to transmit in the last ∆t

states st−∆t+1, . . . , st. Accordingly, the a posteriori belief
distribution can be expressed recursively for ∆t ≥ 1 as:

ω
at−∆t:t−1,πe

⟨∆t,st−∆t ⟩
=

D(1−c(∆t, st−∆t
))(Pat−1)

⊺
ω

at−∆t:t−2,πe

⟨∆t−1,st−∆t ⟩

(1− c(∆t, st−∆t
)) (Pat−1)

⊺
ω

at−∆t:t−2,πe

⟨∆t−1,st−∆t ⟩
,

(5)
where function D(x) returns a diagonal matrix whose i-th diag-
onal entry is the i-th element of vector x, and c(∆t, st−∆t

) is
a row vector of length |S| whose s-th entry is πe(s,∆t, st−∆t).

While the belief update in (4) is naive, as it does not consider
the encoder’s policy, the push-based scenario presents higher
complexity because of the existence of implicit information. By
not transmitting, the encoder gives the decoder a single bit of



information, which may prove extremely useful for the decoder
strategy. Consequently, implicit information intertwines the
design of both the encoder and the decoder. Neglecting this
aspect a priori decouples the design problem, but at the cost
of a significant optimality gap (for more details, see [2]). The
pull-based setting also does not allow for the use of implicit
information, as it restricts the available information to the
knowledge of the decoder, making the problem easier to solve
but incurring the same performance cost.

C. Special Case: Remote Estimation

The proposed architectures can be applied to remote esti-
mation problems where the decoder’s task is not controlling
the physical process, but rather monitoring it, i.e., estimating
the correct state st at each step t. This is a special case
of the general Dec-POMDP problem, in which A = S and
Pa = Pa′ ∀ a, a′ ∈ A, and can be addressed for both the pull-
based and push-based architectures. Specifically, we model this
scenario by using the 0 − 1 reward function: rst,st+1

(at) =
δst,at

, where δm,n is the Kronecker delta function, which is
equal to 1 if the arguments are equal and 0 otherwise.

We observe that the results obtained for this settings hold for
any reward function that depends directly on the current state
and selected action, i.e., rst,st+1

(at) = f(st, at). Indeed, the
remote estimation problem can be seen as a remote contextual
bandit [41], and solutions to this problem reveal properties
uncovered by previous work on the subject [42], [43].

IV. PROPOSED ALGORITHMS

In the following, we propose three algorithms for optimizing
our CPS model and discuss the optimality properties of each
solution. We first focus on the pull-based setting, and extend
the classical policy iteration approach by taking into account
the a priori belief of the decoder. We propose two algorithms
for the push-based setting: the first alternately optimizes the
encoding and decoding policies, while the second is based on
an intricate transformation into a single-agent POMDP.

A. Pull-Based Modified Policy Iteration Scheme

To solve the ACNO-MDP optimally, we design an algorithm,
called MPI, which is a modified version of policy iteration
considering the belief of the decoder over the state space.
Note that, by Theorem 1, the knowledge of the decoder is
entirely described by the tuple ⟨∆t, st−∆t⟩, which can be
used as a modified state. Considering the division into phases
presented in Sec. III-A, we thus define the following policies
for the decoder:

• πd: the control policy, which maps each state
⟨∆t, st−∆t⟩ ∈ {0, . . . , Tmax} × S to a control action
πd(∆t, st−∆t

) ∈ A;
• τ : the communication policy, mapping state st−∆t

∈ S to
a delay τ(st−∆t

) ∈ {0, . . . , Tmax} until the next update.

Algorithm 1 Pull-Based Modified Policy Iteration (MPI)

Require: P, r, β
1: Initialize Vd(∆t, st−∆t )← 0, randomize πd(∆t, st−∆t ), τ
2: while true do
3: for (∆t, st−∆t ) ∈ S × {0, ..., Tmax} do
4: V ′

d (∆t, st−∆t )←Update using (6)
5: Vd ← V′

d ▷ Value update step
6: for ∆t ∈ {0, . . . , Tmax} do ▷ Iterative step
7: for st−∆t ∈ S do
8: π′

d(∆t, st−∆t )←Update using (7)
9: τ ′(s)←Update using (9)

10: if π′
d = πd ∧ τ ′ = τ then

11: return πd, τ ▷ Convergence
12: else
13: πd, τ ← π′

d, τ
′ ▷ Policy improvement step

The above model for the communication policy τ is more
compact than a mapping from ⟨∆t, st−∆t⟩ to a binary pull
decision, as the decoder will pull only after τ(st−∆t

) steps.

Since the state transitions until a pull decision are determin-
istic, i.e., the decoder’s state always goes from ⟨∆t, st−∆t

⟩ to
⟨∆t +1, st−∆t

⟩ unless it requests an update, the action vector
at−∆t:t−1(st−∆t |πd) ∈ A∆t can be determined in advance.
We can then compute the belief ω

at−∆t:t−1(st−∆t |πd)

⟨∆t,st−∆t ⟩
over the

state space using (5), and the value function Vd(∆t, st−∆t) of
the control policy πd using the Bellman equation:

Vd(∆t, st−∆t
) =

∑
st,st+1∈S

ω
at−∆t:t−1(st−∆t |πd)

⟨∆t,st−∆t ⟩
(st)P

πd(∆t,st−∆t )
st,st+1

×
[
rst,st+1

(πd(∆t, st−∆t
))+γδτ(st−∆t ),∆t+1Vd(1, st+1)

+ γ
(
1−δτ(st−∆t ),∆t+1

)
(Vd(∆t + 1, st−∆t

)−β)
]
. (6)

Since the belief depends on previous actions, we start from
∆t = 0 and iterate, using previously updated policy steps to
compute the value function for larger values of ∆t:

π′
d(∆t, st−∆t

) = argmax
a∈A

∑
st,st+1∈S

ω
at−∆t:t−1(st−∆t |π

′
d)

⟨∆t,st−∆t ⟩
(st)

× P a
st,st+1

[
r(st, a, st+1) + γδτ(st−∆t ),∆t+1Vd(0, st+1)

+ γ
(
1− δτ(st−∆t ),∆t+1

)
(Vd(∆t + 1, st−∆t

)− β)

]
. (7)

To perform the communication policy improvement step, we
modified the standard update rule to consider the evolution of
the Markov chain until the state is sampled again. Given a
state sequence st+1:t+m ∈ Sm, after observing state st−∆t ,
the belief ωπd

⟨∆t,st−∆t ⟩
(st+1:t+m) follows from (5):

ωπd
⟨∆t,st−∆t ⟩

(st+1:t+m) = ω
at−∆t:t(st−∆t |πd)

⟨∆t,st−∆t ⟩
(st+1)

×
m−1∏
ℓ=1

(1− δτ(st−∆t ),∆t+ℓ)P
πd(∆t+ℓ,st−∆t )
st+ℓ,st+ℓ+1 .

(8)

Using the whole sequence of intermediate steps in the up-
date equations is essential to take into account that each
state ⟨∆t, st−∆t

⟩, ∀∆t > 0 is non-Markovian, as the belief
distribution depends on the action sequence taken since the
last communication. Hence, the communication policy can be



Algorithm 2 Push-Based Alternating Policy Iteration (API)

Require: P, r, β,π
(0)
e

1: Initialize πe ← π
(0)
e , randomize πd

2: while true do
3: π′

d ←CONTROLPOLICYITERATION(P, r, β,πe)
4: π′

e ←COMMUNICATIONPOLICYITERATION(P, r, β,π′
d)

5: if π′
d = πd ∧ π′

e = πe then
6: return πd,πe ▷ Convergence
7: else
8: πd,πe ← π′

d,π
′
e ▷ Best response

updated as:

τ ′(st)=argmax
m∈{0,...,Tmax}

∑
st+1:t+m∈Sm

ωπd
⟨0,st⟩(st+1:t+m)

[
γmVd(0, st+m)

− γmβ + rst,st+1(πd(0, st))+

m−1∑
ℓ=1

γℓrst+ℓ,st+ℓ+1
(πd(ℓ, st))

]
.

(9)
Note that MPI provides an optimal solution for the pull-

based setting, which however represents a restricted version of
the general Dec-POMDP problem presented in this paper, as
we will discuss in Sec. V. The pseudocode for MPI is given
in Alg. 1.

B. Push-Based Alternating Policy Iteration Scheme

For the push-based setting, we first design a computationally
light iterative algorithm, called API. In this case, the training is
organized into subsequent rounds, each split into two phases.
During the first phase of each round, the encoding policy is
fixed, and the decoding policy is optimized, while during the
second phase, the decoding policy is fixed and the encoding
policy is optimized. The procedure is repeated until both
policies converge, i.e., each agent follows an optimal policy
with respect to the other one.

Note that, during each phase, one agent’s policy is static,
so that the other agent experiences a Markovian environment
and standard policy iteration can be applied. In particular, the
decoder computes the full belief in (5) to obtain the expected
reward for each tuple ⟨∆t, st−∆t⟩, while the problem on the
encoder side is a fully observable MDP. As we will show in
Sec. V, this algorithm always converges to a Nash equilibrium
(NE) in a finite number of steps. The pseudocode for API is
given in Alg. 2.

C. Push-Based Joint Policy Optimization Scheme

We now design a more complex algorithm, called JPO. In
this case, we transform the original problem into a single-agent
POMDP, where the decision maker has full knowledge of the
decoder’s status and its decisions represent the actions taken
by the encoder and the decoder in succession. This POMDP
can be solved numerically and near-optimally using a point-
based POMDP solver, such as successive approximations of the
reachable space under optimal policies (SARSOP) [44], which
is used in this paper. We are then able to exploit the piecewise
linear convex structure of the value function, which allows us

Algorithm 3 Push-Based Joint Policy Optimization (JPO)

Require: ⟨S,O, Â, P̂, Ô, r̂, γ⟩,Ω0, ϵ ▷ Ω0 is the set of possible initial
decoder beliefs, given the initial state distribution

1: Initialize Γ, V using Blind Lower Bound [45] ▷ Γ is the α-vector
representation of the lower bound

2: Initialize V using Fast Informed Bound [46]
3: while V (ω0) + ε < V (ω0), for any ω0 ∈ Ω do
4: Insert w0 ∈ Ω0, s.t. V (ω0) + ε < V (ω0) as the root of tree TR.
5: SAMPLE(TR,Γ)
6: For a subset of beliefs ω from TR,
7: BACKUP(TR,Γ, ω)
8: PRUNE(TR,Γ)
9: πe,0 ← Update using (13)

to have an anytime bound on the optimality of the result. As we
will show in Sec. V, this algorithm finds an optimal solution
for the general Dec-POMDP problem presented in this paper,
but requires an exponentially increasing computation time. The
pseudocode for JPO is given in Alg. 3.

More specifically, we define the single-agent POMDP M̂ =
⟨S,O, Â, P̂, Ô, r̂, γ⟩, where S is the same state space as in
the underlying MDP; O = S ∪ {χ} is the observation set;
Â = A × C|S| is a modified action space, where each action
is represented by a tuple ⟨a, c⟩, where a ∈ A represents the
decoder’s action and c is a vector with |S| elements, each of
which represents the encoder’s action for each possible state;
P̂ = {P̂ â|â ∈ Â} is the set of transition matrices P̂ â

s,s′ =
Pr(st+1 = s′|st = s, ât = â = ⟨a, c⟩) = P a

st,st+1
; r̂ : S ×

Â 7→ R is the reward function defined as
r̂(s, ⟨a, c⟩) =

∑
s′∈S

P a
s,s′ (r(s, a, s

′)− γβcs) ; (10)

and ô : S × C|S| 7→ O is the observation function mapping
communication actions and states to decoder observations

ôt = ô(st, ct) =

{
χ, ct,st = 0,

st, ct,st = 1.
(11)

Note that we can consider the optimal policy as a function
of decoder’s belief, instead of the observation history. The
algorithm then identifies the optimal policy as

π̂∗
joint = argmax

π̂:Ω7→Â

∞∑
t=0

γtEω0,π̂ [r̂(st, π̂(ωt))] , (12)

where Ω is the probability simplex over S, i.e., the set of
possible belief distributions, and ω0 is the decoder’s ini-
tial belief. The joint policy can then be split into policies
π∗

d,t(ωt) = at and π∗
e,t(ωt−1, st) = ct, which represent

deterministic mappings to actions that can be implemented in
a distributed fashion. We can represent the optimal encoding
policy as a function of the current state, the last transmitted
state, and number of time steps since the last transmission,
and the optimal control policy as function of the last two. In
addition, the encoder policy in the first step, πe,0 : S 7→ C, is
computed separately as

π∗
e,0 = argmax

π0:S7→C

∑
s0∈S

P0(s) [V (ω0(P0, π0(s0)))− βπ0(s0)] ,

(13)
where P0 is the initial state distribution and V is the lower



bound of the value function given after using the numerical
algorithm to solve (12).

V. THEORETICAL RESULTS AND COMPUTATIONAL LIMITS

In this section, we discuss the advantages and drawbacks
of the proposed algorithms from a theoretical point of view.
Specifically, we first compare the pull-based and push-based
architectures, showing that the optimal push-based solution
is always better than the optimal pull-based one. Then, we
analyze the MPI and API schemes. Finally, we consider the
JPO scheme, proving that it can reach an ε-optimal solution,
although with a higher computational cost.

A. Optimality Analysis

Let π = ⟨τ ,πd⟩ be a joint policy in the pull-based
setting and Jπ(s) = E [

∑∞
t=0 γ

trt | s0 = s,π] be the long-
term reward (without considering the communication cost)
starting from state s. We can give a compact definition of the
performance of the joint policy π = ⟨τ ,πd⟩:

Rπ
β =

∑
s∈S

ξ(s)

(
Jπ(s)− E

[ ∞∑
n=0

βγnτ(s′)P (s′|s, τ )
])

, (14)

where ξ(s) is the initial state distribution. As a benchmark
approach, we consider a periodic policy, in which the encoder
communicates at regular intervals. This solution, which is com-
mon in CPSs, sets a fixed update period τ ∈ {0, . . . , Tmax},
which is the same for each state in the system:

π∗
per(β) = argmax

τ∈{0,...,Tmax},
πd:{0,...,Tmax}×S7→A

Rτ,πd
β . (15)

To improve the performance, we can consider an adaptive pull-
based policy, where each communicated message is associated
with a different inter-transmission period, with a strategy τ ∈
{0, . . . , Tmax}|S|. The optimization problem hence becomes

π∗
pull(β) = argmax

τ∈{0,...,Tmax}|S|,
πd:{0,...,Tmax}×S7→A

Rτ ,πd
β . (16)

To solve (16), we can exploit the policy iteration strategy
presented in Sec. III-A, which can reach the optimal solution
is polynomial time, as expressed by Lemma 2.1.

To further improve the performance we can consider the
push-based architecture, where the communication policy
πe(st,∆t, st−∆t

) depends on the current state st as well as the
last state update st−∆t

and the elapsed time ∆t. The optimal
communication policy maximizes the value function
Ve(st,∆t, st−∆t) = πe(st,∆t, st−k)(Ve(st, 0, st)− β)

+ (1− πe(st,∆t, st−∆t
))
∑

st+1∈S
γP

πd(∆t,st−∆t )
stst+1

×
[
rst,st+1

(πd(∆t, st−∆t
))

γ
+ Ve(st+1,∆t+1, st−∆t

)

]
. (17)

In particular, the superiority of the push-based approach over
the pull-based one is proved by Theorem 2, where we write
π ⪰β π′ to denote that the joint policy π outperforms the joint
policy π′, i.e., that Rπ

β ≥ Rπ′

β .

Lemma 2.1. The MPI scheme in Alg. 1 returns the optimal
pull-based joint policy in polynomial time over |A| and |S|.

Proof: The modified value function in (6) returns the
pull-based policy’s state value when considering the decoder’s
belief. Applying PI over the problem then preserves its opti-
mality properties [47]. The proof that PI is strongly polynomial
was first given in [48, Th. 4.2]. Each iteration, even with the
modified value and update function, requires |A||S|2 steps,
resulting in a complexity increase by a factor |S|, which
preserves the strongly polynomial nature.

Theorem 2. The optimal joint policy in the push-based setting
always outperforms the optimal joint policy in the pull-based
setting, which outperforms any periodic policy:
π∗

push(β) ⪰β π∗
pull(β) ⪰β π∗

per(β), ∀ ⟨S,A,P, r, γ, β⟩. (18)

Proof: We can first prove that the optimal pull-based pol-
icy outperforms any periodic policy by reductio ad absurdum:
we consider a hypothetical optimal interval π∗

per(β), which
performs better than the pull-based policy for a given value
of β. In this case, π∗

pull(β) cannot be optimal, as the vector in
which all elements are equal to π∗

per(β) is one of the possible
choices for pull-based. Then, we prove that the optimal push-
based policy outperforms any pull-based policy in the same
way: as the encoder can act with full knowledge of the state,
the pull-based optimal policy is a possible solution to the push-
based problem, and often better push-based policies exist due
to an extended information structure.

B. Computational and Performance Limitations

The API scheme presented in Sec. IV-B tries to estimate
the optimal value function Ve given in (17) by modeling the
CPS system as a Markov potential game [49]. In particular, the
encoder and the decoder act as players in a game, where the
moves are the possible policies, and the payoff for each player
is the expected reward in the initial state.

Lemma 3.1. The API scheme leads to an ε-NE policy in the
push-based problem in polynomial time over |A| and |S|.

Proof: Firstly, we can trivially prove that the considered
Markov game is an exact potential game [40]: as the reward
for the two agents is the same, the expected long-term reward
is a potential function for the game. We then consider the
API scheme: each round of the iterated algorithm leads to
the optimal policy when the policy of the other agent is
given, due to the optimality of standard policy iteration (PI).
The API scheme is then an iterated best response (IBR)
scheme for the game, which leads to an NE in a finite
number of steps in all finite potential games due to the finite
improvement path property [50]. Unfortunately, reaching an
NE in an exact potential game may require an exponential
number of rounds [51], as exact potential games belong to the
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Fig. 1. A Markov model with 5 states and 2 actions in which the API scheme
may reach suboptimal solutions.

polynomial local search (PLS) class4, for which no polynomial-
time algorithms are currently known [52]. However, IBR has
been shown to converge to an ε-NE in O

(
1
ε

)
iterations [53].

As each iteration requires |A||S|2 steps, the API scheme is
still strongly polynomial, as long as we accept approximate
convergence.

Lemma 3.2. The solution obtained by the API scheme,
πAPI

push(β|π0
e ) does not always outperform the periodic policy:

∃⟨S,A,P, r, γ, β⟩,π0
e : πAPI

push(β|π0
e ) ⪰̸β π∗

per(β). (19)

Proof: We can prove the theorem by considering a simple
counterexample, represented by an MDP with 5 states and
2 actions, whose evolution is depicted in Fig. 1. The two
transition matrices corresponding to a1 and a2 are:

Pa1 =


0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
1 0 0 0 0
0 0 0 0 1

,Pa2 =


0 0.5 0 0 0.5
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
1 0 0 0 0

. (20)

The reward is then always 0, except for when the environment
transits to state 0, i.e., we have ras,0 = 1 and ras,s′ = 0 ∀s′ ̸= 0.

We can easily see that taking action a1 in state 0 leads to a
loop with 4 states, while taking action a2 may lead to a shorter
path back to the reward-giving state. We consider an encoder
policy τper that transmits in each odd step, ensuring that the
decoder always knows if it lands in state 1 or state 4 after
taking action a2. Its expected long-term reward is

R
πper

β =
2− (2γ + γ3)β

2(1− γ2 − γ4)
. (21)

Considering a push-based approach and applying the API
scheme, the final results depend on the initial policy of the
encoder. If the process starts from a policy that communicates
often, e.g., one that always communicates the state, the algo-
rithm will converge to the optimal joint policy, which only
communicates if it deviates from the short cycle (i.e., if the
system ends up in state 1). The expected reward is

R
πAPI

push(β|π
1
e )

β =
2− γβ

2(1− γ2 − γ4)
, (22)

4The PLS class includes local optimization problem for which the cost of
a solution can be computed in polynomial time and its neighborhood can be
searched in polynomial time. Several NE computation problems are in this
complexity class.

which is better than the periodic policy for any value of β ∈
R+ and γ ∈ (0, 1). On the other hand, if the API scheme
starts from a policy that never communicates, the decoder will
take the conservative choice, and always take action a1. This
is another NE, as the encoder should never communicate if
the decoder’s policy is independent of the state. The expected
reward is

R
πAPI

push(β|π
0
e )

β = (1− γ4)−1. (23)

In this case, the solution provided by the API scheme is not
Pareto optimal, as it performs worse than a simple periodic
policy if

β < 2(2 + γ2)−1(1− γ4)−1. (24)

We can also easily construct a parallel MDP for which starting
from always communicating is a suboptimal solution.

We now prove that the JPO algorithm presented in Sec. IV-C
reaches an ε-optimal solution for the original push-based
pragmatic communication problem M.

Theorem 3. The push-based pragmatic communication prob-
lem M in (3), is equivalent to the single-agent POMDP M̂,
whose optimal policy is given by (12).

Proof: Theorem 1 shows that the optimal encoder policy at
time t can be written in the form πe,t ∈ S×Ot 7→ C. Similarly,
the information available to the decoder is ⟨o0:t, a0,t−1⟩, the
history of messages and the decoder actions, and the optimal
decoder policy at time t is πd,t ∈ Ot+1 7→ A, as we use de-
terministic policies and the action history can be reconstructed
from the observations. Note that the optimal communication
action at time t = 0 is given by (13). For the rest of the
terms including the rewards and the communications costs, the
optimization problem can be written, using the notation from
POMDP M̂ and the joint policy π̂t ∈ Ot+1 7→ C|S| ×A, as

max
π

∞∑
t=0

γtEω0,π[rst,st+1
(at)− γβct+1] = max

π

∞∑
t=0

γt

×
∑

⟨st,o0:t⟩∈S×Ot+1

Pr(st, o0:t|ω0,π)
∑
at∈A

πd,t(at|o0:t)
∑

st+1∈S
P at
st,st+1

×
∑

ct+1∈C
πe,t+1(ct+1|⟨st+1, o0:t⟩)[r(st, at, st+1)− γβct+1]

= max
π̂

∞∑
t=0

γtEω0,π̂

[ ∑
ât∈Â

π̂t(ât|o0:t)r̂(st, ât)
]
. (25)

We can then see that M̂ is equivalent to the original problem.
This does not restrict the set of achievable policies, as all
deterministic policies are separable. It is well-known that
infinite horizon discounted POMDPs can be solved optimally
by a stationary deterministic policy, which is a function of the
belief. As a result, the initial belief ω0 does not affect the
optimal policy π̂∗.

Finding the optimal solution requires learning a continuous
function. Numerical algorithms in the literature [54] achieve
an ε-optimal lower bound solution for a specified initial belief
ω0, i.e. they find a policy π such that V π(ω0) ≤ V ∗(ω0) ≤



V π(ω0) + ε. The set of all possible initial beliefs ω0 for all
initial encoder policies and initial state realizations is Ω0. Thus,
ensuring that our policy is ε-optimal lower bounded ∀ω0 ∈ Ω0

is a sufficient condition for an ε-optimal final policy including
the initial encoder policy, as can be trivially shown.

Lemma 4.1. The computational complexity of the JPO algo-
rithm is at least exponential over |S|.

Proof: The action space Â = A × C|S| of the modified
single-agent POMDP M̂ grows exponentially with |S|. As the
modified problem’s state space Ω is larger than S, solving
the modified problem in polynomial time is impossible, as it
would require an O(log(|A|)) solution to a linear optimization
problem.

Theorem 4. Finding the optimal push-based policy π∗
push is

not possible in polynomial time over |S| and |A|.

Proof: The complexity of Dec-POMDPs has been studied
in [18], [36]. We can easily show that the remote POMDP does
not have independent observations [18, Def. 2], as the observa-
tion of the encoder depends on the decoder’s action. According
to [18, Cor. 3], a jointly fully observable Dec-POMDP is
NEXP-complete5 unless it has the independent observation
property, along with other properties. As NEXP ̸=P [55], there
is no polynomial-time algorithm that can yield the solution to
our problem. This is consistent with results in game theory that
show that enumerating NEs is a difficult problem [56].

C. The Remote Estimation Problem

The remote estimation problem is conceptually simpler than
the remote control problem, as the decoder’s actions do not
affect the evolution of the system state. In the pull-based
regime, the problem reduces to finding the policy τ ∗, as the
optimal decoder action is to guess the highest-probability state
based on the belief function in (4). This also simplifies the
decoder’s best response computation in the API scheme: as
the decoder’s actions do not affect the evolution of the system,
the optimal policy is the one that maximizes the immediate
reward. Given the binary definition of the reward function, the
decoder’s best response is then simply

π∗
d (o0:t,πe) = argmax

(
ωπe

⟨∆t,st−∆t ⟩

)
. (26)

However, Theorem 4 still holds: due to the interactions between
the agents’ observations, i.e., to the existence of implicit
information, even this special case belongs to the NEXP-
complete complexity class [18, Lemma 3].

There are some restrictions of the problem for which a global
optimum can be found in polynomial time even in the push-
based setting. One such case is the rate of communication
minimization problem with the constraint of perfect estima-
tion. This requires the decoder to be certain of the current
state at any time: its belief over the underlying state should

5The NEXP class represents the set of problems that can be solved by non-
deterministic Turing machines in time exp

(
NO(1)

)
, where N is the size of

the problem.

belong to the set of natural basis vectors of length |S|, i.e.,
ωt ∈ {e1, e2, . . . , e|S|}.

Theorem 5. The policy that minimizes the communication
cost while guaranteeing perfect state estimation at the decoder
sends a message if and only if the current state realization does
not correspond to the pre-communication maximum belief.

Proof: When a message is transmitted, the constraint is
always met. On the other hand, the decoder may still be
certain of the state even without a transmission if it uses
implicit information, i.e., its knowledge of the communication
policy, to rule out the states that would have resulted in a
transmission according to (5). If the decoder belief at time
t− 1 is ωt−1 = est−1 , the pre-transmission belief at time t is
ω′

t = P ⊺est−1 , while the post-transmission belief follows (5).
Thus, either transmitting in all states or all but one state are
the only ways to obtain a belief vector that is a natural basis
vector. Any of these choices results in perfect estimation and
are equivalent in terms of the evolution of the system, thus the
optimal choice is to minimize the immediate transmission cost,
i.e., not to transmit in the likeliest state.

Corollary 5.1. If β < 1, there are at least |S| local optima in
the push-based remote estimation problem, even after relaxing
the perfect estimation constraint.

Proof: Let us consider the following solution: the encoder
sends an update for all the states, except state s, while the
decoder estimates the received state if ∆t = 0 and s if ∆t > 0.
If β < 1, this solution is an NE: the decoder has no incentive to
change, as it always estimates the correct state. If the encoder
switches to not transmitting in another state s′, its total reward
is 1 − β > 0. Transmitting in state s would mean losing the
benefit of implicit information, and having a total reward β.
As the two policies are mutual best responses, the solution is
an NE for any s, i.e., there are at least |S| NEs.

VI. NUMERICAL RESULTS

In this section, we perform numerical simulations to val-
idate the correctness of our theoretical results. We observe
that, because of the general formulation of MDPs, providing
a comprehensive performance evaluation is not trivial. An
MDP could be obtained by randomly generating rewards and
transition matrices, but results would be hard to compare and
interpret. In order to provide a meaningful comparison, we
hence consider a family of MDPs generated by varying the
number of non-zero elements in the transition matrices.

Specifically, we start from a randomly generated MDP with
deterministic transitions for each state and action and then
obtain different MDPs by splitting the transition probability
among neighboring states. The resulting MDPs have transition
matrices with different densities d, where the density is defined
as the number of non-zero elements divided by the total number
of entries of the matrix. In the case of the deterministic
transition matrix, the density is simply |S|−1. If the initial
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Fig. 2. Results for the remote control task in an MDP with 30 states.

deterministic transition matrix Pa has a transition from s to
s′, i.e., P a

s,s′ = 1, the distribution at density d is:

P a
s,s′′ =

(5+δs′,s′′ )m

5 − 2|s′ − s′′|
(m−1)2

2 + 6m
5

, ∀s′′ s.t. |s′ − s′′| < d|S|
2

,

(27)
where m = d|S| is the number of non-zero elements, and the
index distance is over the Galois field of size |S|. According to
this approach, the probability of transitioning to neighboring
states decreases linearly with the distance from the original
transition state. Higher-density MDPs are then simply less
predictable versions of the same initial model.

In the remote control problem, we consider a two-peak
model for the reward: there is a target state that gives a
high reward, but also a lower-value state where the agent
gets a smaller reward for reaching the state or its immediate
neighborhood. In the remote estimation special case, the reward
function follows the binary model given in Sec. III-C. All the
code used in this work is available online6.

A. General Case: Remote Control

For the remote control problem, we consider MDPs with 30
states, evaluating the system performance as a function of the
density d of the transition matrix and the communication cost
β. Fig. 2 shows the results for the MPI and API schemes. In
particular, we can compare the performance of the MPI scheme
in Fig. 2a-c with the that of the API scheme in Fig. 2d-g.

6https://github.com/pietro-talli/EffCom

In the pull-based setting, the system tends to transmit more
often, obtaining a similar or lower reward: as expected, this is
because the decoder has no additional information to decide
when to request new updates other than the last transmitted
state. This is also evident in the peak AoI (PAoI), which
is a deterministic function of the last observed state in the
pull-based setting. While the channel use is monotonically
decreasing in β, the trade-off between the reward and the
channel use is more complex when we consider it as a function
of the density d.

In the push-based setting, we considered two different start-
ing points for the API scheme, π0

e and π1
e , which correspond

to the two extreme policies of never and always transmitting,
respectively. Fig. 2d shows that the two starting points often
reach the same solution (within a margin of ε = 10−3) if
the communication cost is high, and reach different equilibria
otherwise. Fig. 2h also shows the potential gap between the
two NEs, which is generally small, except for a few cases.

B. Special Case: Remote Estimation

We perform the same analysis for the remote estimation
problem. In this case, the transition matrix is fixed and does
not depend on the decoder’s actions. Fig. 3 shows the results
in a structure analogous to that of Fig. 2. A significant
difference with respect to the remote control problem is that,
in the remote estimation case, we begin to see a trade-off
between the estimation error and the channel use only at higher
communication costs.

https://github.com/pietro-talli/EffCom
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Fig. 3. Results for the remote estimation task in an MDP with 30 states.

Another difference is that, at lower values of d, the system
is able to take advantage of the more predictable transitions;
and thus, can reduce the channel use even at lower values of
β. This is in sharp contrast with the control case, as there
is no monotonic relationship between d and the channel use
in that case: this is because the decoder is able to affect the
state transitions, and thus the probability of future communi-
cations, by changing its policy, leading to a more complicated
interaction between the control and communication policies.
On the other hand, the channel use becomes a monotonically
increasing function of d as well as a decreasing function of β in
the estimation case, as the decoder can only estimate the state
but not affect its evolution. This also leads solution reached by
the API scheme, under both starting points, to be extremely
close to the solution of the pull-based MPI scheme.

C. Optimality Gap

In the following, we compare the MPI and the API schemes
with the JPO scheme in the two cases. Due to computational
issues, we consider a single, smaller MDP, with |S| = 10,
plotting the trade-off curves between the average reward and
the channel use. Each point in Figs. 4 and 5 corresponds to a
different value of β. However, a different value of β does not
necessarily result in a different solution7.

7Deterministic policies can be combined with time-sharing, i.e., every time
we reach a certain belief, we proceed with one of the policies with a certain
probability and with the other with another probability. This allows us to obtain
any convex combination of the performance of any two policies obtained using
a specific algorithm, and thus the Pareto region is convex.
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Fig. 4. The trade-off curves between the average reward and the average
channel use in the control task with 10 states. The density of the transition
matrix is d = 0.9.

We compare the Pareto frontiers between the reward and the
channel use for the three proposed algorithms in Fig. 4. For
all the algorithms, the performance is trivially similar when
β is high and the encoder almost never communicates. As
the communication cost increases, the JPO and API schemes
with π0

e initialization achieve similar performances, showing
that the API scheme converges almost to the Pareto-efficient
NE. When it is initialized with π1

e , the API scheme achieves
a lower reward, converging to a worse NE. However, the
performance in the latter case still Pareto dominates the MPI
scheme, showing that the performance cost of restricting the
problem to the pull-based case is significant. The results in
Fig. 4 are also consistent with Fig. 2d, as the π0

e initialization
seems to be a better starting point for the API scheme than π1

e
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Fig. 5. The trade-off curves between the average correct estimation rate and
the average channel use in the estimation task with 10 states. The density of
the transition matrix is d = 0.19 and the matrix was built ad hoc.

in the larger MDP.
Conversely, for the remote estimation problem, we can see

that the API scheme is far from the optimum. Fig. 5 shows
the JPO scheme obtaining a very good trade-off between the
reward and the channel use. However, both API initializations
have a very poor performance, and that the iterative procedure
terminates in a relatively bad NE in both cases. The working
points obtained in this scenario are similar to the pull-based
strategy, which we have proved to be a sub-optimal solution to
the remote estimation problem. A possible explanation of this
behavior is that a high level of cooperation through implicit
information is more difficult to obtain, as the decoder has
fewer ways to influence the trajectory across the state space.
Other approaches might mitigate this issue by using different
initializations, but the remote estimation problem seems to be
generally harder for iterative policies.

Finally, we can confirm the asymptotic running time of the
algorithms: Fig. 6 represents the running time, averaged over
10 random MDPs, of the three algorithms, over the same
hardware. While the implementation of the JPO scheme is
more efficient due to the use of Python libraries that exploit
parallel computation, its running time grows exponentially,
taking hours even for relatively small MDP. On the other
hand, the MPI and API schemes show a polynomial growth,
corresponding to a sub-linear increase over the logarithmic
plot, even though the specific implementation is relatively
inefficient.

VII. CONCLUSIONS

In this paper, we have developed a theoretical framework
that provides general results and theoretical limits for the
efficiency of pragmatic communication. Our model considers
the estimation and control of finite-state Markov processes
over costly zero-delay communication channels, and includes
two decision-making architectures, in which communication is
either pull-based or push-based. We proposed three algorithms
to optimize our system, discussed different optimality solution
concepts associated with these algorithms, and shed light on
their computational complexity and fundamental limits. We
showed that while the optimal solution can be reached in
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Fig. 6. Running time of the proposed algorithms as a function of the size of
the MDP.

polynomial time in the pull-based case, which represents a
restricted version of the problem with a significant performance
gap, the push-based case poses a trade-off between global
optimality and computational complexity.

We should highlight that the trade-off between communi-
cation cost and application performance becomes even more
important for safety-critical, high-throughput systems such as
autonomous vehicles, proving the need for pragmatic commu-
nication. The framework developed in this paper is flexible
enough to allow for several future extensions. These might
include more complex scenarios involving communication im-
pairments such as time delay, packet loss, and channel noise.
Another interesting extension would be to consider multiple
nodes, which may have different information about the system
state, requiring them to reason about each other’s beliefs to
coordinate their actions and transmissions over the shared
channel.
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