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SUMMARY

Thia thesis is concerned with the application of modern 
concepts in instrumentation,and particularly signal 
processing,to systems for intelligent industrial 
automation. Its chief objective is to provide a signal 
processing methodology for defect detection in automated 
visual inspection.

in the field is
the properties 

depend critically on 
devices used for 

first consideration.

Previous achievement 
introduction. Since 
surface inspection 
opto-electronic scanning 
acquisition,these receive 
from concepts r ‘ ' 
in radar and sonar,a canonic form is 
detection process, 
stages ,contrast 
association, 
three stages 
using statistical concepts. Computational experiment,in 
which the processing methods are implemented as computer 
programs operating on stored data,is then used,to confirm 

of the methods,and to compare 
is made between local and 
discussed for detecting 

Alternative methods of combining the various 
described and compared. Finally,a 

detection of 
rolled steel 

the simulation 
the suggested 

systems whose

surveyed in the 
of signals used in 

the 
signal 
Then, 

generated originally for target detection 
------- ------ developed for the 

This comprises the three consecutive 
enhancement, 

Alternative forms 
are proposed,and analysed 

concepts.
g methods are implemented as

decision,and trigger 
of processing for the 

theoretically

the practical effectiveness 
alternatives. A distinction 
global defects,and methods are 
both kinds, r ' 
methods together are 
complete system is proposed, for the 
visually perceivable defects on cold 
strip,which is the material used during 
experiments. It is concluded that 
processing will yield inspection 
performance meets or exceeds operational requirements,and 
is consistently superior to that of a human operative in 
speed of operation,consistency,objectivity, and in
ability to detect defects of poor contrast.



CHAP.1 INTRODUCTION

1 .1 Automation of Visual Decision Making Purpose of this 

Thesis

The objective of this thesis is the development and 

validation of a methodology for the detection of defects 

in automated visual inspection. This involves 3tudy of 

sensors for obtaining an electronic signal characteristic 

of the optical properties of a rough surface which may 

move rapidly,but is concerned principally with the 

provision of signal processing methods capable of 

distinguishing the message signals generated by the 

defects from noise generated by surface roughness. The 

aim i3 to provide an optimal processing strategy 

considered to have general applicability. The validity 

of the processing methods is established by applying them 

in computer simulation to a real inspection problem which 

is demanding and significant. This is the detection of 

surface defects on cold rolled 3teel strip.

Conventionally, the decision process inevitable in 

visual inspection is performed by the human brain,using 

information extracted by the eye-brain visual processing
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system. Visual inspection by human operatives £□

unfortunately slow,subjective and prone to

error,fatiguing to perform and expensive, and is

consequently used only because nothing better is

available. It is highly desirable therefore that it be

replaced by automatic instrumentation involving 

electronic signal processing. The viewpoint taken is 

that since human vision is capable of detecting (and,if 

trained,of identifying) all classes of surface defect 

provided they are presented slowly enough,then it must,at 

least in principle, be possiible to devise electronic 

processing methods having the same capability,and to 

implement these as programs on a man-made computer. The 

human brain is simply an alternative form of 

computer,different from electronic computers made by 

human engineers in its method of storing and transmitting 

information and in its organisation,but not necessarily 

superior in its ultimate capability.

The nature of the processing whereby a defect i3 

perceived and selectively identified by a human observer 

is not properly understood. Defect detection certainly 

involves a statistical decision process, (performed 

subjectively and unconciously by the human observer)
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which operates upon noisy data. To automate the 

process,this must ba imitated electronically, using 

instrumentation. Since the contrast of the signals 

representative of the defects is often poor relative to 

the accompanying noise, errors are unavoidable. It is 

necessary to give careful attention to the camera device 

which tranduces the optical description of the inspected 

sample to an electronic signal,but the critical problem 

is the provision of adequate methods for the signal 

processing. Fortunately,there exists a substantial body 

of work on the related problem of detecting targets in 

radar and sonar against a background of noise at low 

contrast. This is exploited in the thesis as a starting 

point,from which methods applicable to automated defect 

detection are developed.

It is,further,essential that any methodology

proposed be clearly shown to be effective This is

achieved using a simulation investigation for a

particular task (namely,the detection of surface defects

on cold rolled steel 3trip). In the work to be

described,signal processing methods are implemented as

computer programs,and applied to stored data,with

satisfying results. It is demonstrated that automated 
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systems are possible whose performance is significantly 

hotter than the human operatives they replace.

The possibility that machines might someday take 

over from human operatives many of the more trivial and 

uncongenial activities required in human civilisation has 

long fascinated philosophers. As a source of motive 

power,machines have replaced muscle for perhaps 150 

years. Mechanisation of activities involving thought, 

particularly those in which the human eye-brain system 

makes a critical contribution,is however much more 

difficult.

Recently,however,electronic hardware has become 

available which provides information processing which is

cheap,reliable,versatile (programmable and adaptive),and

compact. Whilst integrated electronic

circuits,particularly microprocessors and cheap

semiconductor memory, have been the most important

innovations,opto-electronic devices such as laser 

scanners and CCD array cameras have also been 

significant. There has simultaneously been an explosion 

in theoretical understanding of the nature of 

information, and of its application in 
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control,sensing,detection and identification, the sorting 

and coding of data,communication between man and 

machine,and so on.

The result is that replacement of human activity in 

many of the routine aspects of industrial production has 

now become practicable. Application of the sophisticated 

processing termed artificial intelligence to mechanise 

activities hitherto restricted to the human eye-brain 

system produces robot instrumentation systems. These are 

generally faster,more objective and consistant,less 

expensive and more tractable than the human operatives 

they replace. The result is improved industrial 

efficiency.

Robots are of two types; PASSIVE robots,which may 

see,hear and take decisions, and ACTIVE devices which can 

in addition move,to pick and assemble for example, and 

must hence cope with a much less constrained environment. 

The latter thus require a substantially higher degree of 

intelligence, i.e.,information processing which i3 faster 

and much more complex. The distinction between passive 

and active robots is hence almost one between plants and 

animals. In this work,we shall consider only the 
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simpler,passive kind of robot,whose vision is used for

the automatic examination

of material produced by an industrial manufacturing

process, to establish that the quality of the material

meets a specification. It may be argued that in

comparison with more sophisticated 'animal' robots which

may interact with their environment and adapt their

behavior and form plans,this form is insignificant. It

is known,however,that automatic surface inspection

comprises a problem of real economic importance in

industry. Further,unlike most problems in active

robotics,widespread application of passive robots to real

industrial problems is much closer to realisation. All

that is required is for powerful methods of signal

processing theory,developed for use in other fields to a

high degree of sophistication,to be brought to bear,with

extension and development where necessary. Since many

other aspects such as the physics of the interaction

between radiation and material,and the performance of

human beings under stress,and operation to a

specification suitable as a basis for commercial 

negotiation,must be taken into account,this is a true 

systems problem.
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The social and economic consequences of robotics,in 

terms uf what shall be done with the operatives it 

displaces or the extra wealth it creates, is the concern 

of politics not engineering,and will not be further 

considered here. In fact,we shall hereafter concern 

ourselves not with robots but with INSTRUMENTATION and 30 

eliminate an emotional subjectivity which might be 

disturbing and controversial.

In this thesis we study in detail one particular 

robot activity which involves mechanised 

vision,namely,inspection for visually perceivable 

defects. This requires the development of a methodology 

for the detection of irregularities on surfaces which are 

moving rapidly. The latter are generally noisy in 

producing additional information which is unwanted,and 

which tends to conceal the defects. This involves the 

development of a statistically-based theory applicable to 

the analysis of electronic signals.The validity of this 

theory is then established by applying it to a specific 

real life inspection problem (in simulation),using a 

general purpose computer processing stored data.The 

problem is the detection of surface defects on cold 

rolled steel strip. However,the applicability of the 

7



methodology is quite general, though modification may be 

necessary to accomodate variation in properties between 

different materials.

A principal motivation for the introduction of 

automated visual inspection lies in the increased speeds 

possible in lines manufacturing strip material such as 

sheet steel,as a result of the incorporation of automated 

control in which a computer is used to optimise operating 

parameters in real time. The inspection which is an 

indispensible final stage in the manufacturing process 

cannot however be speeded up accordingly, without use of 

automated vision of the type to be described.

We define a DEFECT as being some property of an 

article which is not normally present (i.e.,which 

represents a departure from the 'design specification') 

and which further is unwanted or undesirable,in making 

the article less acceptable to a purchaser or user. One 

requirement in industrial inspection for quality control 

is an ability to detect defects,i.e.to generate an 

indication that a defect is present,so that the defective 

material may be repaired,direc ted to a less demanding 

application,or so that a fault condition in a 

3



manufacturing process may be identified and corrected.

In practice, detection instrumentation is never 

perfect,thus some defects will be missed. Also,'false 

alarm' indications will be generated,in which a good 

product is designated as being defective. Generally a 

trade-off is involved between the two types of 

error,decided in the end by their consequences ,for 

example,in goodwill lost from a customer sold a poor 

product,or of damage caused to a machine in a subsequent 

process,or, alternatively,of wasted good material. 

Particularly with the current imperfect state of the art 

of automated visual inspection,it is often useful to 

follow an initial machine inspection stage by a second 

stage of inspection by a human operative. In this 

hierarchical approach,the machine first takes the easy 

decisions,cheaply and quickly. The more difficult 

decisions remaining are then taken by the human. His 

workload is consequently much reduced,leading to 

decreased strain and fatigue. The decisions taken 

automatically are generally boring and trivial, requiring 

little exercise of judgement. Those remaining are more 

challenging and hence interesting. The operative's 

efficiency and happiness,and the cost effectiveness of 

9



the overall system,are increased in consequence.

There may be a further requirement for the location 

and extent of defects to be specified,or their 

severity,or even,ultimately,for them to be identified as 

being of some particular kind,so that appropriate 

corrective action may be taken,or so that the article or

material may be directed to the particular use or

customer who can tolerate whatever defects are present,

but possibly none more severe.

The theory for the detection of useful message 

information buried in competing noise information is well 

developed,because of its applicability in the well funded 

defence activities of radar and sonar. However,most of 

the basic ideas were developed originally for use in 

industrial quality control,and were then adopted for use 

in electronic warfare,around the end of the second world 

war. The standard theory of target detection in more or 

less its current state of development has been well 

summarised by Root(1970).Though there have subsequently 

been further developments,notably in treating the problem 

as one of time sequence analysis,their advance is chiefly 

in ease of implementation in digital hardware. There has 

10



also been some progress in development of ability to 

adapt to changing conditions,and to estimate parameters 

which are unknown to optimise performance. However,the 

characteristics of the signals found in surface 

inspection differ sufficiently from those in radar and 

sonar (notably in being multi-component vectors 

describing a two-dimensional phenomenon) that some 

extension of the general theory is possible. Unlike 

those in radar and sonar,the messages in surface 

inspection are made by God rather than by man. They 

cannot be designed; their form is ’a priori’ unknown,and 

is generally highly variable.

The first 3tage in any system for automated visual 

inspection is a camera for transducing the optical 

description of a surface,(which is sensed visually by a 

human) into an electrical signal for processing 

electronically. Thus,this thesis starts by analysing 

suitable cameras,and defines parameters which enable 

alternative cameras to be compared. Then,the properties 

of the noise and message(defect) signals as predicted by 

theory are discussed,and are compared with the results of 

experimental measurement. A model is proposed to account 

for the properties of the noise. The theory of the 

11



detection of message signals in noise is then discussed 

in detail, since this is crucial to our problem. Arising 

from this,we develop a canonic form to describe detection 

systems (several alternatives are possible),and subject 

this to theoretical analysis followed by verification 

using computer simulation. Considerable improvement in 

performance over the capability of naive processing will 

be demonstrated, to the point where further improvement 

becomes pointless. This occurs when there are present on 

the surface innocuous marks of higher contrast than the 

defects of interest,and a completely different philosophy 

must be adopted to improve detection performance. This 

involves classification of the surface marks,rather than 

merely sensing their existance.

The simulation confirms the importance of selecting 

the best possible camera device for signal 

acquisition,since this determines the contrast of the 

defects. However powerful the signal processing may be, 

it can use only the information provided in the camera 

output. It i3 further necessary to establish that the 

processing methods investigated can be integrated into a 

system capable of operating economically, in a 

manufacturing plant,given knowledge of the properties of

12



message signals which is inevitably incomplete and may 
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be processed makes hardware implementation particularly 

challenging.

Finally,conclusions are presented,regarding 

procesing methods.systems,hardware, scanning 

devices,shortcomings in the state-of the -art,and 

directions for further investigation.

1*2 Nature and Specification of the Inspection

Requirement

The objective of automated visual inspection i3 to 

determine whether the quality of a product meets its 

specification, using visual information only. In surface 

inspection,quality is determined by the 

number,location,type,extent and severity of defects 

visible on the surface. Although (Norton-Wayne,Hill and 

Watts,1930) it is really desirable that defects be 

identified by type.detection of their presence 

constitutes a useful first 3tep. The parameter defining 

surface quality is then the proportion of surface which 

is contaminated.
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Conventional surface inspection is performed 

visually by a human operative and is hence subjective. 

However,although a human inspector is inconsistant and 

unreliable (Moraal,1972,1974),he can exercise judgement 

and interpret what he sees with some flexibility. 

Quality designations can thus be varied to accomodate for 

example variation in supply and demand for a product.

Instrumentation is in contrast objective and inflexible.

A series of measurements 

made,from which a quality 

algorithm. This must be

(rather than estimates) is 

designation is obtained by 

consistant with the quality

designation produced by a human visual assessment.

The area and contrast of defects may easily be

measured instrumentally. Further quantitative 

information is available from the shape of the defect 

signal,and from its effect on consecutive scans. From 

measures of this kind,a quality designation may be 

obtained.

For example,calling the measured properties

v (1),v(2v(i) ,v(N) we can form a 'quality'

parameter Q as a weighted linear sum of the N measures

v(i),i,e.

14
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Here the weights w(i) are chosen to make Q compatible 

with the quality designation desired,e.g. that produced 

by a human inspector.

Most of the simulation work to be described was 

performed in collaboration with the British Steel 

Corporation (BSC),whose quality requirement for the 

surface of strip products was in terms of the area of 

strip contaminated by defects. The presence,position and 

type of the defects was of more interest than their size 

or severity. To enable the inspection instrumentation to 

provide an indication as to quality consistant with the 

BSC requirement and current inspection methods, the 

following specification has thus been adopted for surface 

quality,in the simulation work. It accords with 

commercial practice and is compatible with the 

designation produced by a human inspector.

The steel strip is assumed divided (fig.1.1) into 

bands 12.5 cm.long in the rolling direction,which extend 

the full width of the strip. The material within a band

15



equal bands

FIG 1.1 STRIP DIVIDED INTO INSPECTION BANDS



is considered defective if one or more defects are 

indicated inside it. Tn<=» defect may be no more than 1 

square millimetre in area,but provided that at least part 

of the defect within a band generates an 

indication,detection is considered successful. It is 

required that 95 percent of bands containing a defect of 

any kind be indicated.

Detection instruments sometimes generate ’false 

alarm’ indications,in which defect free bands are 

designated as containing defects. The result is waste of 

good material.The inspection requirement insists that no 

more than 2 in every 1000 clean bands be thus incorrectly 

designated. For a strip 1 metre wide,with scans at 1 mm. 

intervals and samples spaced by 0.4 mm. along each 

scan,the probability of false alarm ^P(fa)| per sample 

cannot exceed 6.4 x 10**-9 if this requirement is to be 

met. This specification of the detection requirement is 

used in chapters 4 and 5 to provide quantitative 

parameters for the signal processing. Most of the 

systems described in the review of previous work provided 

in the next section (1.3) use alternative (or unstated) 

definitions for the inspection requirement, making 

performance figures hard to compare.
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1.? Previous Work on Instrumentation for Surface Defect 

Detection

We consider here previous work on the automated 

detection of visually perceivable defects present on the 

surface of a moving strip of material,and in particular 

on detection of defects on metal surfaces,where defects 

must be sensed in the presence of a high noise 

background.

The earliest instrumentation for automated 

inspection for visually perceivable defects on moving 

strip material appears to have been used for paper 

inspection (Stapely 1965,Brook 1971b),but this 

application is relatively undemanding, since the defects 

normally extend right through the material which can thus 

be illuminated from behind,so that defect contrast is 

very high.

The earliest reported attempt to apply 

instrumentation to facilitate the inspection of moving 

surfaces (rather than translucent material) for visually 

perceivable defects started around 1960. A survey of 
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quality control methods for sheet steel products 

narformftd. by Thomas (i 961 ) contains no mention of 

automated visual inspection. The first known 

publications which touch the subject,by Sykes and Burns 

(1963) describe instrumentation using vidicon TV cameras 

as scanners on sheet tinplate. The investigators made a 

careful examination of the way in which defects interact 

with incident light,and concluded that viewing slightly 

off-specular giving a bright defect on a dark field gave 

best results. Drums of mirrors were used to freeze the 

motion of the surface. The actual decision as to whether 

or not a defect was present was made by a human 

inspector, thu3 the system was really only an operator 

aid. It was evaluated on-line for five months,but does 

not seem to have been adopted.

The first system in which the detection decision 

was completely automatic was reported by Stapely (1965). 

This had been developed from a system designed for use on 

a paper mill. It used flying field scanners each 

covering a width of 50 cm to examine a total width of 150 

cm. The area element size was 12 mm in the rolling 

direction by 6mm in the scanning direction ;thus,al though 

the system was tuned to respond preferentially to 
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longitudinal defects and achieved 100^ coverage of the

y
K.r ''ll' ‘-'J U

The scanner could however accomodate strip flutter of

plus or minus 6mm.

Stapely’s paper does not provide a detailed

description of the signal processing U3ed,but it may be

inferred that his system was sensitive to changes in

signal level rather than to the level itself,(i.e.that

the signal was differentiated before being

thresholded).and that the system was thus adaptive to

variation in surface reflectivity but insensitive to

large area defects of low contrast. A special detector

was also available optionally for defects whose contrast

change was transverse to the scan direction

The most noteworthy feature of Stapely’3 work is 

the thoroughness with which its performance was 

evaluated. The first evaluation involved 302 samples of 

defects in tinplate (86^ detected successfully),198 

defects for cold rolled steel strip (78^ successful),and 

126 for stainless steel (61^ successful). For the cold 

rolled strip,stickers.edge strain and chatter marks 

(amongst others) were found difficult to detect. The
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significance of the other defects mentioned as being
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name are not reported in steel manufacture in the U.K.

The performance overall was much below the 95^ required 

by BSC,so it is not surprising that at the time of 

publication,no system had been installed in a steelworks.

The paper contains little discussion or detailed 

explanation of the signal processing methods used. Most 

important,there is no definition as to exactly what is 

meant by detection.

A little later,around 197O,Allnutt and Brook at the

SIRA Institute (Brook 1971a) were performing laboratory 

investigations on defect detection systems.They used

flying field scanners developed originally for inspecting

paper. The work resulted eventually in a

line' in a tinplate works (Brook et al

most significant for its origination

methodologies much used in subsequent

important,the need for improved

realised,leading to the SIRA laser

system used ' on

1979),but is

of concepts and

research. Most

scanners was

ners,which have

much increased speed and less noise.
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Bowers(l 970) and Hill(l972) ,also Webber (1970) and 

Donnelly (i971),attempted to apply theoretical analysis 

to the signals generated by SIRA scanners in the hope of 

improving performance. All failed since they did not 

appreciate the nature of the detection process,as a 

statistical hypothesis test for determining the presence 

of an essentially LOCAL message buried in noise. 

However,both used stored digitised data,processed 

off-line in a general purpose digital computer,using 

programs written in high level language. This was a 

major fundamental advance in the methodology of research 

in surface defect detection,and was important in 

establishing the proceedure used invariably in later more 

successful work. The advantages of working with stored 

data in simulation cannot easily be oversold; the 

ability to evaluate many methods in succession over the 

same data to obtain quantitative comparison,the 

availability of graphic output (particularly on 

microfilm) to provide irrefutable specification of 

detector efficiency,the facility thereby to compare 

sample material with the results of the processing (on 

line, the sample material is evanescent,and correlation 

of indications with samples is almost impossible),and the 

utility of the computer for keeping quantitative and 
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reliable records of its own findings are indispensible.

original data *4 ■*'AOOVrX. 1. UXLi*

surfaces does not deteriorate with time providing

reasonable precautions are taken The ease with which

complex processing methods may be implemented is

remarkable,particularly when library subroutines are

used

In 1974 workers at Glasgow University (Logan and 

McLeod,1974,Logan,1974) published results of an 

investigation on surface inspection using data acquired 

by a SIRA flying spot scanner. They had seen the initial 

stages of the work reported herein two years 

previously.Their work concentrated on identifying defects 

by type,and the detection problem was not 

realised,chiefly because their data base was 

unrepresentative. Their work has nevertheless introduced 

many useful concepts and methodologies for defect 

identification.

By 1972 laser scanners were becoming available for 

surface inspection applications, promising much increased 

operating speed and sensitivity. The noise component of 

the output of these scanners is dominated by the 
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roughness of the scanned surface rather than by self 

noise generated within the scanner.

The first laser-based inspection system for cold 

rolled strip to be described in the open literature was 

developed at the Axel Johnsson Research Institute in 

Sweden (Sjolin,1972,Nordquist and Millgard,1974). Its 

operation is based on advanced principles.

The property is exploited that the far-field 

scatter pattern of light returned from the surface is the 

Fourier transform of the complex reflectivity of the 3pot 

of surface instantaneously illuminated,and that when 

brought to a focus,the position in space of the 

distribution of energy is independent of the location of 

the illuminating spot within the field of view. 

Nordquist and Millgard had recognised that poor contrast 

was the reason for poor detection performance in many 

cases,and they used masks applied to the scattered 

radiation to increase the contrast. This is a form of 

two-dimensional spatial filtering,implemented optically 

rather than electronically. One can assume,for 

example,that for isotropically rough sheet,the 

distribution of energy in the transform plane will have 

23



cylindrical symmetry about the origin,and will decay in 

intensity radially with distance from the origin. The 

rougher the surface,the gentler will be the decay. If 

however a scratch is present along the *y‘ direction,then 

in the Fourier plane a corresponding bright line will 

appear in the ' x' direction. If a disc shaped diaphragm 

is placed in the Fourier plane to reject light energy 

distant less than a threshold R from the origin,then the 

contrast,i.e.the change in received light energy due to 

the presence of a defect,will be enhanced considerably. 

The optimal form for the diaphragm will depend on the 

shape of the defect; by using a 31it open in the ’y‘ 

direction (and with the center portion blocked),high 

sensitivity can be achieved to scratches in the 'x' 

direction,and so on.

As Nordquist and Millgard (N and M) point out,the 

resulting system can thus be tuned to respond 

preferentially to defects of interest,but to ignore other 

kinds,and hence to provide information regarding defect 

type.

The N and M system covers the strip completely 

using a line of heads each of which scans a width of 

24



25cm. Six such heads will thus be required to cover the 

1.5 metro strip width usual in the steel industry. It is 

claimed in the laboratory to detect reliably on cold 

rolled strip scratches 20 microns wide and 2 microns 

deep, and dark spots with a diameter of 400 microns. The 

system when evaluated ’on line’ in a steel works is 

claimed to detect 93$ of occurances of defects from 13 

(unspecified) groups. Presumably these cover all types 

occuring on cold rolled strip. This falls only slightly 

short of the exacting performance requirement set by 

BSC,though the 3trip speed is much lower.

Further,the importance of achieving compatibility 

between the assignments as to quality made for a 

particular material by man and by machine was appreciated 

fully. The performance of the automated inspection was 

measured to be more consistant than different human 

inspectors,and the surface was divided into regions 

(1 cm.squares) with grade assigned according to the count 

of defects within the square. The system is claimed to 

be operable at line speeds up to 20 metres/second.

However,the masks would seem to be optimal for one 

kind of defect only,and it is hard to see how several 

25



kinds of defect having different forms (lines parallel to 

rolling direction.1ines perpendIcul ar, spots .etc) can be 

accomodated with one set of scanning heads,since 

light,unlike an electronic signal,cannot easily be 

amplified to permit the same information to be examined 

simultaneously by several Fourier plane processors. How 

the system deals with area defects like chatter marks,or 

whether it can detect sticker wrench,are unknown. Most 

important,many defects merely absorb incident light,and 

could not be detected with a masked Fourier plane 

detector,which blanks out the centre spot in the 

intensity distribution in the transform.

Thus,although the performance claimed for the 

system is impressive,its significance is hard to assess. 

Its high technical sophistication is beyond dispute,but 

it must be extremely expensive.

The Japanese worker Akutsu and his collaborators 

(1976) have described a system based on a flying spot 

scanner which used white light. Again a battery of 

scanners was required to inspect the full width of the 

strip. Each covered a width of 192 mm with a rectangular 

spot 2mm in the scan direction by 30 mm in the rolling
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direction. A signal/noise ratio of 3 for a 0.1mm black

strip was claimed.

However,the maximum line speed acceptable was only 2.5

metres/second (only 10^ of that required by

BSC),presumably because of the difficulty of obtaining a 

sufficiently intense white spot. The paper goes on to 

suggest that the scanner should be developed to 

incorporate a laser,presumably to give a more intense 

spot,and a high speed mirror drum to give faster 

scanning. Why the mirror drum cannot be used with the 

white light source is not explained.

The Akutsu scanner also has a separate detector for 

flaws in the cross-rolling direction such as coil break.

The details of the signal processing used are again 

not explained. However,this seems to be simple,probably 

consisting only of thesholding the high pass filtered 

signals.Hence the insensitivity to cross-roll defects. 

The processing is noteworthy for including a periodicity 

detector which responds to defects separated along the 

atrip by the circumference of the roller. Also,the width 

and depth of the flaw signals,and the number of flaws in 

an 'inspection area',(6cm. by 100 cm.) were 
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recorded,for quality designation.

The system in it3 hardware implementation was 

evaluated on-line by comparison with a human inspector 

working slowly,and by repeated examination of the same 

strip. Performance consistently above 97 percent was 

reported, compared with a human operator working at the 

normal linespeed of 1.7 metres/sec. It is not surprising 

therefore to read that 2 systems of the type described 

were aleady working on a tinplate line,and that 5 units 

working at the faster speed of 6 metres/second were to be 

operational on cold strip lines by May,1976.

On the other hand,the types of defect on which the 

system was evaluated are not specified; it is doubtful 

whether the system described could detect sticker 

wrench,seams or chatter marks and its speed is quite 

inadequate.

The appearance of laser scanners in the early 1970s 

marks a major advance in the development of surface 

inspection technique. A typical example is the SIRA type 

1500 laser scanner shown in figure 2.5. This can cover a 

•■i.p 1.5 metres wide with a 1mm spot in 200 
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microseconds. The rapid coverage is achieved using a 

mirror drum having 12 facets,driven at 24,000 rpm using 

an air-bearing motor.The most sensitive transducer 

available ,a photomultiplier,is used as sensor,with the 

additional advantage of sensing over a 5 inch diameter 

disc to ease the design.

The SIRA scanner provides complete coverage of 

sheet moving at 15 m/s with the 1.0 mm. diameter spot. 

To achieve the maximum web speed of 25 m( ,the 

spot has to be elongated in the direction of sheet 

movement. Although this produces a slight loss of 

resolution,it renders the system sensitive preferentially 

to defects oriented along the direction of sheet 

movement,which is desirable. The angles of viewing and 

illumination remain virtually unaltered over the whole 

width of the scan. Most important,the SIRA scanner has 

several sensors accepting information simultaneously from 

the same area of strip,but from different viewpoints. 

Thus,it generates a vector signal. This provides more 

information than a single sensor,permitting more complex 

kinds of signal processing to be attempted,and offering 

the opportunity for increased sensitivity in detection.
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Subsequently,other laser scanners have been 

constructed. Whereas the SIRA scanner uses lenses ( for 

scanning widths of up to 50 cm ) and mirrors (for widths 

greater then 50 cm) to gather the returned light,scanners 

by the Erwin Sick company and Bendix Corporation use 

perspex rods which direct the light to a sensor at one 

end using total internal reflection. Attempts have been 

made to incorporate multiple scanners in this kind of 

sensor,but have not been completely successful. Ferranti 

(Clarke and Bedford 1977) have produced a particularly 

simple scanner which gathers the returned light in a 

simple light box (the Feldmuhle Company makes a similar 

device),which is cheaper but has inferior performance. 

The VDEH Institute in Dusseldorf has compared the three 

basic designs of laser scanner for tinplate inspection 

(Gries and Hoerster 1977),and has found the SIRA design 

to give best performance.

Finally,Chittineni (1930,1982) has described a 

surface inspection instrument which it is claimed can 

detect surface defects on magnetic tape and sandpaper and 

identify them as being as one of four possible types. In 

his system,signals from successive scans of a laser 

scanner are passed through a bank of matched filters, 
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whose outputs constitute a feature set. These are 

identified in a linear classifier- Combining tentative 

identifications from consecutive scans in sequence is 

claimed to improve the fraction of defects detected from 

32% to 91%,and to reduce the probability of false alarm 

from 17% to 3%. No results are available concerning the 

performance of his system for sheet metals.

Developments in solid state electronics had 

meanwhile provided yet another kind of optical 

sensor,based on arrays of solid state photodiodes. This 

provides low-noise scanners which have no mechanical 

moving parts,vacuua,filaments or high voltages. 

Moreover,non-coherent illumination may be used. A solid 

state scanner whose performance is roughly equivalent to 

the SIRA 1500 costs only one-quarter the price. Barker 

and Brook (1978) have cast doubt as to whether solid 

state scanners can compete with laser scanners at the 

highest operating speeds because of the difficulty of 

providing adequate illumination. This controversial 

problem is explored in detail in chapter 2,section 2.

Modern solid state scanners use line arrays of 

photosensitive sites diffused in a single silicon 
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chip,but application of solid state scanners to steel 

surface inspection b^gan before these became available. 

A scanner containing 10 arrays each having 100 discrete 

sensors was produced at great expense (£900,090) by the 

Dutch steelmaker Hooghovens (Alderink and DeJonge,1976, 

DeJonge 1979),which could operate at a linespeed of 28 

metres/second.

Laboratory experiments by the Hooghovens workers 

showed a resolution spot 2mm in diameter to be optimal 

for spots,and another 2mm by 20 mm (elongated in the 

direction of line movement) to be best for line defects. 

A third 10 by 20 mm was found best for stains. A lower 

level of contrast was felt to be desirable for lines than 

for stains,and the processing of data from the line 

windows had to be configured so as not to be disturbed by 

stains. Specular observation was used,with diffuse 

illumination obtained from tungsten filament lamps.These 

consumed 7.2 kw of input power, and had to be cooled by 

air blast.

The scanner was housed with the processing 

electronics in a protective metal housing; it dissipated 

1kW and was so large and heavy that it had to be moved by 

32



a special crane. High speed operation (and tolerance of 

variations between individual diodes,which would 

otherwise mask faint defects)was achieved ingeniously but 

expensively by operating in parallel. This involved 

providing a large number of processors,one for each diode 

or array of diodes,depending on the viewing window size 

desired. The rather complex processing used is well 

described in the report by DeJonge . With a minimum 

window width of 2mm and a maximum linespeed of 28 m/sec, 

the bandwidth required per channel was only about 

15kl .,compared with say 15M z for a serial scanning 

system. The processing for defect detection was 

completely hardwired. Nothing was programmable since 

there wa3 no computer for signal processing.

Construction of this system was effectively 

complete by autumn 1975, and a thorough assessment was 

undertaken during the following year. It is difficult to 

compare the results of this as described by DeJonge 

(1979) with those for other systems,since,though the 

performance of the machine was compared directly with 

that of a human inspector operating slowly over the same 

material,the criterion used was quality of the coil 

overall rather than whether specific defects had been
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detected. A reliability of 84^ (perhaps consistency 

would be a better term) was reported,but the system 

definitely could not detect sticker wrench.Further,there 

were difficulties with non-fatal contamination which 

could not be distinguished from significant defects.

The Hooghovens system 

It could not easily be 

improvements in processing 

scalar signal acquired at

was expensive and inflexible, 

modified to incorporate 

methodology,and used only a 

the specular angle. The

theoretical aspects of its operation were investigated 

with increasing thoroughness as shortcomings became 

apparent,but the Hooghovens team lacked computing 

facilities powerful enough to investigate their ideas 

properly in simulation,thus their pioneering efforts with 

two-dimensional matched filters were sterile.

The Hooghovens system has consequently not been 

adopted by the plant,and a new system is being prepared.

Subsequently Edy (1977) and Yaxley (1979) have 

experimented at the City University with solid state 

cameras for cold strip inspection,with encouraging 

results. These used as sensors line arrays of CCD 
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photodiodes containing 1728 elements on one chip in the 

focal plane of a high quality camera lens. Illumination 

was provided by a 1000 watt tungsten filament 

floodlamp,but the light was not concentrated into a slit. 

Using transverse illumination and vertical 

sensing,sticker wrench was detected successfully using a 

scalar signal. The full capabilities of solid state 

cameras for surface defect detection have so far as we 

know not yet been investigated thoroughly.

TV cameras are still worth considering in some 

applications. A Hooghovens report (DeJonge 1979) 

mentions a Philco-Ford Tv scanner based system seen in 

operation in Dearborn in 1971,but we can find no 

published description of the device.

Saridis and Brandin (1976,1979) have described a 

system for defect detection and identification researched 

using simulation techniques,using photographs of defects 

as input data. The intention was to use TV cameras or 

CCD array scanners as input devices in an eventual 

hardware implementation,viewing the surface vertically. 

Their work consists largely of a detailed analysis of 

processing for defect identification ,with the systems 
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aspect largely ignored. Detection seems to have been 

taken for granted* Only aiuhr k^nds o^" defect were 

considered for cold rolled strip . Defects known to be 

difficult such as sticker wrench ahd chatter marks were 

not included.

One attempt to use TV cameras for defect detection 

described by Lacroix,Pons and Pinard (1979) has however 

been notably successful. Although intended for hot strip 

rather than cold,the principles are the same. Their 

system used an Isochon camera as sensor,after early 

attempts using a Nuvicon (a superior form of vidicon) had 

been unsuccessful. The Isochon is designed for low light 

level viewing,and works on the Orthicon 

principle.(VanDaele,1977) Strip motion was frozen using a 

shutter having an aperture time of 100 microseconds.High 

intensity,constant illumination was used. The blurring 

was only 1.5mm (equal to the size of resolution cell 

used) at a linespeed of 17 metres/second. The angle of 

view was specular.

In preliminary experiments,defects of area greater 

than 10 r were reliably detected. Difficulty was 

experienced only with long,low contrast lines less than 
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0.5nnn wide,and with flaws having a minimum dimension 6mm 

by 3mm. The ‘Add,Dump and Threshold’ binary filter 

described in section 5.4 was therefore incorporated. 

This permitted a detection threshold to be used on the 

original analog signal which was close to the noise since 

it disposed very effectively of the large number of false 

alarms. The system is of course sensitive preferentially 

to lines along the rolling direction,which i3 consistant 

with the properties of a rolled product.

The equipment classified the defects into four 

kinds based on length and intensity.

1 *4 Previous Work on Signal Processing for Automated 

Detection

A mathematical theory for handling ordered 

sequences of random quantities (i.e.stochastic processes) 

has been evolving since a publication by Pascal in 1654 

opened up the theory of probability. The motivation 

originally was to provide a theory for gambling. The 

fundamental idea of inverse probability was introduced by 

Bayes in 1763,inspired presumably by lectures Bayes had 

attended given by Demoivre. Following contributions by 
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Laplace in 1812,the theory of probability was almost 

completely formulated.

The growth of Natural Science around the beginning 

of the 19th century provided applications for probability 

theory less frivolous than gambling. In particular,the 

related science of statistics developed, which deduces 

the properties of whole populations from measurements on 

small but representative samples. In natural

science,this was applied first to astronomy (hence the 

contributions of Gauss),then in statistical mechanics, 

anthropomorphics and finally even to engineering. In 

1875 Schols introduced the concept of mutual correlation 

between variables,from consideration of the impact of 

projectiles on a target.He was able to decorrelate 

variables using a geometrical approach,which worked 

provided the distributions were Gaussian. These concepts 

were re-discovered by Galton and Pearson in applications 

in biology. Schuster (1898) used Fourier analysis to 

look for periodicities in apparently random sequences. 

The various concepts were eventually integrated into a 

sound theory for signal description by Wiener (1930).

Efficient methods for computational analysis of 
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stochastic processes based on the fast algorithm (FFT) 

for computing the discrete Fourier transform of a data 

sequence were originated by Cooley and Tukey in 1965,and 

have been developed since notably by 

Gold,Oppenheim,Rabiner and Schafer. Their work 

fortunately coincided with digital computers becoming 

widely available,so that the methods could be used 

easily. Blackman (1953) and Bartlett (1 955) have 

provided methods for estimating the statistical 

properties of time sequences efficiently and reliably.

Analyses in which decisions are made between two 

alternative hypotheses from sequences of observations 

originated from the application of statistics to quality 

control in industry around 1926. This led to measures 

such as Operating Characteric (OC) which enable the 

decision efficiencies of alternative sampling schemes to 

be compared quantitatively. The methodolgy was adapted

for analysis of target detection in radar and sonar

between 1940 and 1945 leading to the use by Marcum and

Swerling of Receiver Operating Characteristic

('ROC') for comparing different schemes for

detection,accepting the inevitability that some decisions 

will be made incorrectly,but minimising the consequences 
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of these incorrect decisions in the Maximum Likelihood 

Detector.

D.O.North had in 1938 described the matched filter 

which maximises the contrast of a message of known form 

immersed in white noise. His analysis based on 

Lagrangian multipliers has since been superseded.

In 1943 Wald described (in a memo confidential 

because of the war) his concept of sequential 

detection,which had once again been devised to facilitate 

quality control by sample analysis. This was eventually 

published (Wald,1947), and applied to the detection of 

targets immersed in noise by Bussgang (1955).

In 1970 a special issue of IEEE Proceedings 

appeared (IEEE 1970) devoted to presenting an overall 

picture of the contemporary state of the art in signal

processing for detecting message signals immersed in

noise. Applications in radar,sonar and geophysics were

considered, but not as yet in automated visual

inspection Subsequent progress in the fundamentals of

the subject has largely involved development of digital

methods (forms of time series analysis),to exploit the
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explosive growth in digital signal processing.

Although the detection of surface defects i3 a 

problem somewhat different from that of detecting radar 

targets,particularly in that in defect detection the 

messages signals cannot be 'designed' to have desirable 

and known characteristics,that the noise in inspection 

problems is rarely Gausssian,and that the signal obtained 

from a surface is a vector function of two spatial 

variables,the key to successful signal processing in 

automated visual inspection is to recognise the analogy 

with target detection.Bowers (1970) and Hill(l972) did 

not recognise this analogy,De Jonge (1973) did recognise 

it,but failed to carry his analysis very far,partially

because he lacked the necessary 

facilities.

support and computational

Published works dealing with signal processing

directed specifically towards the detection of surface

defects are hard to find. Dainty (1971) has analysed the 

detection of messages with a laser scanner when the 

dominant cause of noise is laser speckle. He shows that 

since in this case the noise is not additive to the 

message,then adjusting the spot size to maximise 
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message/noise ratio doea not yield optimal 

performance,and further that uniform illumination within 

the laaer apot gives significantly better performance 

than the radial Gaussian distribution possessed by 

existing scanners.

Sawatari (1972) shows that the defect contrast for 

a coherent system using a central diaphragm to increase 

contrast (i.e.,a system similar to the Axel Johnson 

system referred to earlier) may be maximised by selection 

of an appropriate angle of incidence.

Attempts by Bowers and by Hill already referred to 

to apply statistical concepts to defect detection did not 

appreciate that defects are (almost invariably) LOCAL 

phenomena,in which the properties of the surface must be 

considered within small areas only ,otherwise the 

variations indicating the existance of defects will be 

swamped.In a report by Norton-Wayne (1972) suggestions 

were made for improving the performance of surface 

inspection instruments by using banks of filters to 

improve defect contrast,but it was assumed that 

identification rather than detection was the dominant c

problem.
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Obray (l973a,b) investigated for defect detection a 

number of time series analysis approaches ,including that 

developed by Box and Jenkins. He concluded that this 

form of analysis was not superior to the maximum 

likelihood detector with adaptive mean (the SIRA 

detector) currently being used. However, his conclusions 

were based on analysis of a very limited selection of 

data.

The inability of the Hooghovens system to detect 

sticker wrench provoked the first attempt to analyse the 

surface defect detection problem as a two-dimensional 

(though scalar) process. De Jonge(1973Suggested adding 

samples of signal before thresholding to increase 

contrast,but his method was too cumbersome to be applied 

practically.

The trigger association suggested by investigators 

at ORSID (Lacroix et al.,1977) was the first signal 

processing method for performance improvement to be both 

effective and implemented in hardware. It has been used 

on-line with impressive results,but was not investigated 

theoretically by its originators. It was left to 

Norton-Wayne (1980) to provide a theoretical analysis,to 
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propose and investigate other methods for trigger 

association advantageous in being economical in 

implementation and having less distortion,and to compare 

the methods using theory and computational simulation.

Finally Munday (1980) has devised ingenious 

processing whereby the component parts of the scanner 

output signal due to surface profile and to absorbtion 

may be separated. This unfortunately requires that the 

surface be scanned simultaneously with two beams.

1.5 Cold Rolled Strip Inspection

®y 1973 early experience with laser scanners had 

generated the belief that the detection problem for 

defects on rough surfaces was effectively solved,and that

consequently research on automated visual inspection

should concentrate on the more difficult task of

identifying defects by type Work by Hill (1977) on

tinplate inspection in particular had shown that there

remained shortcomings in the detection aspects of visual

surface inspection,notably for large area defects of low 

contrast. However,only when in 1976 a determined attempt 

was made to solve the inspection problem for a specific 
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material (cold rolled steel atrip) in a thorough and 

systematic manner,were the shortcomings of the existing 

methodology properly appreciated. Cold rolled steel 

strip has a particularly rough surface giving poor defect 

contrast,and a high linespeed is required. Other 

materials such as textiles share this problem. 

Thus,signal processing methods more complex and powerful 

than those in common use were seen to be required for 

detection. Hence the present work,which aims to provide 

a general methodology.

Although the defect detection problem has been

investigated for many different materials in the

programme of work which has generated this thesis

k e.g.aluminium,tinplate pho tolithographic plate,textiles, 

timber etc.),generally there has been time to consider 

each of these only superficially. Thus,a concentrated 

effort has been mounted on one material,which has been 

investigated in great detail. The results are considered 

nevertheless to be of general validity and significance. 

The material selected was cold rolled steel strip,largely 

because it3 inspection currently presents a serious 

problem,in that progress in improving production 

linespeeds cannot be properly exploited because of the 
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low speed and erratic performance of existing visual 

insuection methods involving Human operatives*

Steel strip is produced by a rolling process at 

linespeeds up to 25 metres /second,with material up to 

1.5 metres wide. Defects such as ru3t spots, scratches 

and scale present on the strip surface may render it 

unsuitable for some purposes (e.g. the outsides of car 

bodies) but still usable for others such as oil drum 

manufacture. Currently,the strip has to be inspected 

visually to detect the defects. When the highest surface 

quality is required, the strip has to be uncoiled and 

re-inspected at low 3peed (1.5 metres/sec) ,which is 

costly and time consuming. Owing to 

boredom,fatigue,inconsistency, and a long training 

time,visual inspection by human inspectors i3 generally 

undesirable. Investigations by the psychologist Moraal 

(Moraal,1971,1974) have quantifed the inadequacy of human 

inspectors for moving strip. Consideration of the 

physical properties of the human eye-brain system 

(i.e.,that the eye can examine in detail a region only 2 

degrees wide,which at a working distance of 1 metre 

covers 3 centimetres,and has a response time of about 100 

millisecond) help explain this poor performance.
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To provide instrumentation for automating the 

inspection, a joint programme of researcn has bean 

persued,involving the Instrument Systems Centre at The 

City University,the Welsh divisional Laboratory of the 

British Steel Corporation at Port Talbot,and the SIRA 

Institute. This has developed steadily since 1971; 

early results of the investigation were disclosed by 

Norton-Wayne and Hill (1974),and by Norton-Wayne,Hill and 

Brook (1977). The City University contribution was to 

provide and evaluate signal processing methods,the SIRA 

Institute to provide scanners and an eventual hardware 

implementation,whilst the British Steel Corporation has 

provided samples and specifications,conducted on-line 

trials and co-ordinated the project overall 

(Norton-Wayne,Hill and Watts,1930). The objective has 

been to detect 95 percent and ultimately identify 85 

percent of defect occurances,at the maximum linespeed (25 

metres per second),without wasting more than 0.2 percent 

of good material. The first objective (of good 

detection) has of course to be achieved before 

significant progress can be made on the second.

Although more than 50 distinct kinds of surface 

defect occur on cold rolled strip,this investigation has 
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concentrated on 36 which are representative of the full 

tange. BSC have gathered 600 sheets of steel each about 

12 inches square (for ease of handling),and containing 

(nominally) defects of one kind only. To ensure

statistical validity,a minimum 

considered necessary for each

of 10 samples i3

defect type,taken from

different lines at different times. For defects

exhibiting wide variation in form,50 samples are

preferable. [1977a]) givesTable 1.1 (adapted from Watts
Whit, k.|

defect considered,and^the number of sample

sheets included in the data base for each

the types of

defect type.

The sheets were then scanned at the SIRA Institute

using a laser scanner containing a 3 milliwatt

helium-neon laser with a 1 millimeter diameter 3pot.The

beam intercepted the surface 15 degrees from the normal. 

The scanner had three photomultiplier sensors,each 

accepting light within a cone 2 degrees wide in the plane 

of incidence. The sensors viewed at the specular 

angle,and at 7 degrees and 30 degrees on the remote side 

of the specular angle. The signals from the three 

sensors were digitised to 3 bits and recorded on industry 

standard magnetic tape,together with identification and 

the output pulses from a moving average (SIRA) detector.
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Table 1.1 Defect Types Considered in the Simulation Work

Defect Rough Physical
Descript ion

Origin and
Cause

Disl ribut ion Thro’ Coil Size It mge Scatter
Absorb
or
Deflect

Distribut ion Local ion
across
Width

Frequency 
along 
Length

In
Rolling
Direction

Transverse 
to Roll 
Direct ion

1. Skin
Lamination

Elongated broken 
line or narrow 
band with inter-
mittent surface 
rupture

Steel defect.
Exposed Blowholes 
on slab fail to wold 
up in rolling or 
incompletely 
scarfed cracks in 
slab

Singh' or 
mult iple

Anywhere Random Any length 
from a few 
cm to 
whole 
length

Up to about 
3 cm.
Usually
2-0 mtn

A,D

2. Seams Longitudinal 
marks in rolling 
direct ion vary-
ing from series 
of dark and light 
1 ine 1 ines to 
wider band with 
peeling surface

Steel. Non- 
metallic inclusions. 
Exposed blow-
hole's or cracks in 
ingot, or 
mechanically 
induced at the slab 
stage

Single or 
mult iple

Anywhere Random Any length 
up to
sev era 1
met res

1- 2 cm

3, Slivers Elongated sliver 
oi steel which 
is fused Io the 
base metal and 
one end of 
which is norm-
ally detached 
(broken sliver)

Molten met.il 
splashed on ingot 
mould w:t 11 or due 
to surface discon-
tinuities on the 
ingot. Steel defect

Single or 
mu II iple

Anywhere Random Up Io 15cm. 
Typically 
about 7 cm

Up to about
25 mm. 
Typically 
10 15 mm

D
Broken 
pa rt

4. Fleck
Scale

Fine fleck 
pattern usually 
darker but some-
times lighter than 
background strip

Hot mill. Worn 
work roll surfaces. 
Pick-up secondary 
scale and impress 
this into strip 
surface

Mult iple 
spots in 
large 
patches 
JOO’s or 
JOOO’s per 
sq metre

Anywhere Random 
but cont inu- 
out once 
.started

1-4 mm 1-2 mm A

5. -Jet
Scale

Pattern of small 
dark patches in 
linear or arrow-
head formation

Hot Mill scale 
formed in reheat 
furnaces and 
between 
roughing stands 
and not removed 
by water sprays 
due to blocked jet 
or low pressure

Varies 1 rom 
a lew 
patches to 
dense 
coverage

Anywhere 
usually in 
a band

Random 
ustia 1 ly 
cont inuotis

Up Io 10 cm.
U str illy 0. 5-
3 cm

Up to 2 cm 
(bands can bi 
any width 
depending on 
which jets 
were faulty)

A

6. lloles Surface discon-
tinuities passing 
right through the 
strip

Any surface or 
internal defect 
which causes 
localised tearing 
of surface on 
rolling. Hot mill 
delect

Usually 
single 
isolated or 
a small 
group

Anywhere Random Nor mally 
less than
3 cm (Over 
about 10 cm 
Most likely 
would 
break strip

Less than 
3 cm . 
Usually 
about 1 cm 
x Jem

A

7. Hot Mill
and
Pickle Line
Scratches

(Hot Strip
Scratches)

Short broken 
dark lines in the 
rolling direction, 
which may take 
the form of small 
gouges with 'Lails'

Mechanical scoring 
due to steel 
fragments, seized 
rolls, etc. or by 
scraping Of folds 
in P. L. looping pit

Usually 
multiple 
(in local-
ised patches 
in case of
P. L. 
scratches)

Anywhere Random Usually 
less than 
about
20 cm

Up to 4 mm A, D, S

8. Scale Pits Pattern ot short 
scratches in 
rolling direction 
usually in a band 
several cm wide

Hot Mill defect.
Caused by small 
lumps of scale not 
washed off between 
Hol Mill stands

Irregular 
pattern of 
multiple 
spots or 
short 
scratches

Anywhere Random Few mm l’|) to 1
mm

A,D,S



9. Serrated
Edge

Break-up oi strip 
edge into ’ saw-
tooth’ pattern

Usually caused by 
faulty side 
trimming but can 
be due to wrong 
chemical compo- 
si! ion or poor 
rol I mg pruct !( <•

Mult iple 
serrations

Edges Continuous 
or 
intermittent

Up to about
4 mm

Up to about
4 mm

10. Steel Pits 
and Digs

Small clean 
depressions in 
sheet surlacc

l’andem Mill. 
Rolling in of 
small particles 
1 rom strip edges, 
surfaces and re-
circulated coolant

Usually 
single for 
pits and 
multiple in 
groups for 
digs

Anywhere 
>ul 

usually 
tear 

cent re

Random 
but digs 
normally 
occur at 
coil ends

Up to 3 or
4 mm

Up to 3 or 4
mm

1 '• Sct'JP
Marks

Relatively large 
and deep impres-
sion on the sheet 
surface which 
can lake 
irregular 
shapes *

Tandem Mill.
Rolling in of edge 
scrap or surface 
scrap

Usually 
single or 
sm.i 11 
cluster

Anywhere Random Up to 
about 1 cm

Up to
about 1 cm

12. Slicker
Wrench

Irregular arced 
lines transverse 
to rolling direc-
tion

Sticking of 
adjacent laps of 
coil during 
annealing which 
snatch apart when 
uncoiling

Multiple al 
irregular 
intervals 
ol a lew cm

Centra 1 
Part of 
st rip 
(docs not 
occur at 
edges)

Coni inuous
Otl 
m iddle 
part of 
coil (not 
usually 
1st or 
last 2- 3 
tonne)

Up to
4 mm

15-500 mm

13. Point
Wrench

Localised 
pattern ol lines 
in shape of con-
centric semi-
circles

Similar to sticker 
wrench, but more 
local ised

Localised 
single or 
small 
group of 
4 <>r 5

Anywhere Usually on 
middle 
part of 
coil

Up to a 
few mm

(Take form
semi-cirvk

Up to about
10 cm

if concentric
s)

14. Oxidised
Edges

Discolouration at 
edges. Some-
times with large 
’scollops’ extend-
ing further into 
strip, varying 
from light brown 
to dark blue

Annealing defect.
Oxidation of 
surface due to air 
coming into con-
tact with the metal 
at an elevated 
temperature

Continuous
Band

Strip 
edges

Usually 
affects 
whole coil

Full length 
or long 
intermittent 
patches

Usuallj’ up 
to about
25 cm

15. Sand Pits Irregular matte 
spots or indents 
often in patches. 
Lighter in 
colour than sheet 
before oiling, 
darker alter 
oiling

Sand entrapped 
between coil 
laps during 
annealing be-
coming rolled 
into surlacc on 
temper rolling

Multiple 
spot s, 
widespread 
over 
surface

Usually 
strip 
edges

Normally 
affects 
coil ends

Up to a few
mm

Up to a few 
m m

io. non ‘ 
Marks

Tandem Mill 
and Temper 
Mill

Mark left in 
light, relief due 
to delect on work 
roll surface. 
Recur at regular 
intervals depend-
ing on roll dia. 
and subsequent 
ext.

Tail or corner of 
strip, detached 
slivers, scabs or 
pieces ol scrap, 
bruising work roll 
which causes im-
print on strip

Usually 
single or 
small 
cluster 
depending 
on which 
tyix:

Anywhere Repeating 
at fixed 
intern al, 
which is 
different 
for Tandem 
Mill and 
Temper 
Mill

(See details 
on 1 mat 
page)



Ty l>v Cause Description and/or Diagram Size Range S, A or D

IGA Tail mark and corner mark Bad tail end of coil passing through mill - 
sometimes occurring on break caused by 
bad edges or welds etc.

\/c

'I ail mark - 
any length 
Corner mark - 
several cm

A

16B Draw- out Strip squeezing out ol rolls al lai) end, 
with rolls fiard down - (sometimes 
nips the T/end)

I'p to lull 
whll h

A

------

16C Bruise Ih-oud inclusion in or on strip contacting 
roll

Very light 
shiny area

2-4 cm A, S

1GD High Spot Indentation in roll due to edge scrap Small spots in .
relief on ((/
strip surface

2-3 mm D

1GE Pinch Mark Extra thickness of strip due to 
crimping or doubling on passing through 
rolls leaves corresponding mark on the 
roll

Any length 
usually in 20- 
40 cm range.
1-2 cm wide

A

IGF Drag Mark Caused by rolls making contact with 5 mm x 20 cm

each other during a roll approx.

16G Fracture Mark i. Firecrack Crazing of roll due to stresses in the 
roll

Thin marks 
proud of 
strip surface

Up to several 
cm normally 
but can be 
larger

5
6
D

1GH Bite Mark Usually caused when entering strip into 
rolls which sometimes snatch the leading 
edge and drags small bits of metal onto lhe 
roll

Any size

i 1

1GJ Fen Mark Usually caused by rolled in side scrap 
from pickle line

Any length

1GK Chain Mark Line oi high spots-equi-dislant, around 
circumference of roll ............................. .........

3 mm spots S,D

1GL Shot Blast Marks Marked rolls leaving roll shop Small pits Less than
1 mm

A, S

' -------- ------------ -- - ---------------------- ------------------------------------- --- ;
IV. Chatter

Marks
Light and dark 
bands across 
strip surfaces 
at regular inter-
vals, except 
spiral chatter 
when bands are 
longitudinal

Fault on roll shop 
grinder, loose or 
worn bearings, 
or shudder

Regular
Bands

Full width 
except 
spiral 
chatter 
where 
bands 
repeat 
across 
width

Continuous 
and 
repealing 
(spiral-
coni)

Scratches
Continuous 
scoring of strip 
surface along 
rolling direction

Strip rubbing on 
sharp corner or 
hard particles 
embedded in 
guides

Anywhere Usually 
continuous 
but some-
times with 
random 
breaks

Pick- Up Shallow (but 
sometimes deep) 
depressions in 
strip surface. 
Recurring at 
fixed interval, 
smoother and 
brighter than 
normal surface

Extraneous 
matter e. g. 
oil and grease 
picked up on 
Lemper mill 
rolls which leave 
impression on 
strip

Single spot, 
multiple 
spots in 
linear array 
or mass 
pattern

Anywhere Repeating 
at fixed 
interval 
but may 
affect only 
part of 
coil if 
cause 
removed

Carbon Irregular pattern Residue remaining Large Usually Continuous
_r\ u. in light relief on strip surface irregular affects Tends to

covering large alter annealing, band(s) in one side get pro-
areas of strip adhering to rolling of coil gressively
surface temper mill work 

roll, imprints 
back onto surface

direction but can 
be lull 
width

heavier

Full length 
or very 
long

Usually less S.D
than a mm

Up to 5 cm 
usually 
less than
1 cm

Indeterminate
Pattern

Bands
10-40 cm

I) or S
at
bound-
ary



- 1. Coil Digs

Temper Mill 
digs or
Tension digs

Small marks in 
form of bright 
scratches, pits 
or holes (in ex-
treme case)

SIippage of coi 1 
laps against 
adjacent laps due 
to failure ol man-
drel to grip coil 
or insult icienl 
tandem tension or 
extreme back 
tension

Mu II iple Anywhere Limited 
lengths 
(several 
laps of 
coil) usu-
ally al 
1 rent or 
back ends*

3-8 mm About
1 mm

22. Coil
Break

Irregular trans-
verse creases 
on strip surface

Local yielding of 
material due to 
insufficient temper 
rolling. Can be 
caused by damage 
to coil before 
temper rolling

Mult iple 
irregular 
creases

Usually 
full width

Random 
with inter-
vals of a 
few cm to 
metres

1-2 mm Up to whole 
width

D. S

23. Edge
Strain

(Stretcher)
Strain

Lines of reduced 
cross sectional 
area transverse 
to rolling 
direction

Local under skin 
passing (insuffi-
cient temper 
rolling) caused by 
excessive edge 
gauge taper or by 
unsuitable roll 
crowns

Multiple at 
close 
intervals 
usually 
5 mm or 
less

Strip 
edges

Random 
may 
affect 
whole 
length

Up to
2 mm

Usually
15- 50 m m

24. Indents Small depres-
sions in strip 
surface

Small particles 
c. g. loose scrap 
or wire adhering 
to pinch roll 
leaving impres-
sion each 
revolution

Single or 
multiple

Anywhere Repeating 
at a fixed 
distance

Less than
1 mm

Less than
1 mm

D, S

125. Rust

Spots
Small light or 
dark patches 
usually rosette 
shaped

Hygroscopic con-
tamination c. g. 
acid carry over 
from pickle lines, 
moisture in com- 
pressed air on 
tandem mill, 
bacteria In rolling 
oils

Single or 
mult iple 
spots usu-
ally mult, 
with 
separat ion 
ol several 
cm

Anywhere Random Normally 
up lo
3 mm but 
can occur 
in larger 
patches

Up lo 3 mm
normally

A

Rg . l eather
Marks

u

Parallel shadow 
marks diagonal to 
rolling direction 
(connected by a 
curved spine 
when fully 
developed

Uneven work on the 
strip during 
temper rolling or 
too much centre 
in the sheet from 
the tandem mill

Multiple 
Parallel 
lines with 
separat ion 
ol about 
3-5 cm

Usually 
away from 
strip 
centre

Intermittent Diagonal streaks 
with width ol up lo 
1 cm and length up to 
about 8 cm

A

27. Water
Stain

Dark irregular 
pattern

Water or coolant 
(soluble oil) 
trapped between 
laps during re-
coiling which is 
carbonised on 
annealing

Large 
patches

Anywhere 
but 
usually 
at edges

Random 10-30 cm 10-50 cm A



The resulting data was processed in the CDC76OO 

computer at the University of London Computer Centr?

(ULCC). Processing

Fortran subroutines

algorithms were implemented as 

and combined to form alternative

processing schemes for the overall system,whose

performance ha3 then been evaluated quantitatively. 

Microfilm plots generated on a Calcomp 1670 plotter were 

used both to validate the data and to evaluate the 

effectiveness of the signal processing methods. The 

processes involved in gathering and validating the data 

base and the program package and overall philosophy used 

ln the processing are described in further detail in 

appendix ’A’.

The simulation investigation proceeded in the

Tollowing stages. A program was produced for

automatically measuring detection performance. Data from

about 150 sheets were processed by this using two

atandard algorithms,the moving average (SIRA)

detector,and the Matched Filter Bank (MFB) detector.lt

<aa found that only 6 of the 36 defect types were

difficult to detect,and the remainder of the simulation

concentrated on providing methods capable of
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detecting these.

Plan and Structure for thia Thesis

The objective of this thesis is to investigate 

3yatematically methodologies of signal processing of 

potential application in automated visual inspection,and 

Particularly in the detection of defects on rough 

surfaces. A further objective i3 then to propose an 

optimal processing strategy considered to have general 

aPplicability. The validity of the processing methods is 

established by applying them in computer simulation to a 

real inspection problem which is demanding and 

significant. This is the detection of surface defects on 

oold rolled steel strip.

The viewpoint taken is that since human vision is 

capable of detecting (and,if trained,of identifying) all 

the defect classes considered provided they are 

Presented slowly enough,then it must in principle be 

Possible to devise signal processing methods having the 

same capability,and to implement these as programs on a 

^an-made computer. The human brain is simply an

slternative form of computer,different from electronic 
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computers made by human engineers in its method of 

storing and transmitting information and in its overall 

organisation,but not necessarily superior in its ultimate 

capability. As understanding grows in signal processing 

methodology,and as faster, more compact and reliable,less 

expensive and less power hungry hardware becomes 

available,the possibility emerges that the performance of 

instrumentation systems for automated visual inspection 

raay even exceed that of humans. Intelligent 

instrumentation will be able to detect defects that are 

more subtle and of lower contrast than human beings can 

detect,a3 well as being faster,more consistant and more 

reliable.

If all signal processing methods available to the 

investigators failed to detect a particular kind of 

visible defect,it was assumed that the fault must lie in 

the camera,which would consequently have to be improved.

In many cases,more than one signal processing 

method i3 capable of adequate detection. That easiest to 

rmplement in hardware is preffered, to ensure cost 

e^fective instrumentation. However,sufficient 

lnformation regarding alternative methods must be 
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provided,to allow the end user to exercise judgement and

a selection. An inexpensive though slightly 

imperfect system may on commercial grounds be preferable 

to one which fulfills exactly an exacting 

opecification,particularly when the latter is extremely 

expensive.

A final objective of the work was to propose a 

3y3tem(i.e. a combination of processing methods plus a 

camera design) considered to be optimal for inspecting 

cold rolled steel strip,implemented using the best 

available hardware. This aspect is covered in chapter 6.
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CHAP.2 .THE INSPECTION SIGNAL - ITS ACQUISITION AND

PROPERTIES

Introduction

The first stage in any system for the automated

visual inspection of surfaces is a camera which converts

an optical signal (a distribution of light energy) into

an electrical signal for subsequent processing

electronically The signal provides information

describing the interaction between the surface and the

incident illumination. This indicates the presence, 

extent and nature of defects,and may possibly also yield

a statistical description of the roughness properties of

the surface. However,the signal is invariably

contaminated by noise which tends to mask defect

indications The contrast between message signals

ari3ing from defects and the accompanying noise

determines the ease with defects can be detected. The

ma?nitude of the contrast depends critically on the 

design of the camera. Also,the rate at which the camera 

Gan acquire information limits the speed at which 

lnepection can proceed. It is thus vital to use the best 

Camera available.



In thia chapter,we first (section 2.2) discuss four 

alternative electronic cameras (usually called scanners 

in surface inspection) which are used to obtain,at high 

apeed and resolution,an electronic signal characteristic 

of the local optical properties of a moving surface. 

Properties which theory indicates scanner output signals 

should possess are discussed in chapter 2.3 for the noise 

component and 2.5 for the message component,whilst 2.4 

discusses properties of the noise component measured 

experimentally from a laser scanner viewing a rough steel 

surface. In 2.5,a model i3 postulated to account for the 

correlation properties measured in this signal,for use 

later in maximising defect contrast. Section 2.6 

discusses the properties of message signals due to 

defects,and section 2.7 presents conclusions and 

recommendations regarding scanner selection and design.

The signal (fig. 2.1) from a typical scanner 

contains information at any instant from a particular 

3rnall area of surface whose position in the direction 

Perpendicular to that in which the sheet is moving 

(called the scan direction) is specified by the 

co-ordinate x,and whose location in the direction of 

sheet movement is specified by the co-ordinate y. The
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FIG-21 SIGNAL DESCRIBING A MWING SURFACE



scanner will generally have several sensors which extract

area of surface. Thus,the scanner output signalmay 

be described mathematically as an N-dimensional function 

the orthogonal spatial variables x and y. The signal 

describing the area of surface located about the 

point,(x,y), termed the 'sample*, is consequently an 

^’dimensional vector L,which may be expressed as:-

^(x,y)

Z-2(x,y)

2.1

£.(x,y)

<^(x,y)

Each element includes a noise component n and a message 

component m,i.e.:-

-,(x,y) = n.(x,y) + m.(x,y) 2.Z
t

Th noise component (which is an unwanted nuisance) is 

a^wayg present. It is chiefly stochastic,but may be in 
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part deterministic. The message component m(i) (which 

carries useful information indicating the presence of 

defects) is present only occasionally. Though really 

stochastic,it is for convenience in analysis considered 

to be deterministic,though its form is rarely known 

explicitly. The noise components are in general mutually 

correlated; correlation may exist both between different 

components of the same vector,and between corresponding 

components of different vectors.

The properties of the noise component n and the 

message component m are both dependent on the scanner 

used for signal acquisition,in addition to the properties 

of surface and defect. It is desirable to use the 

3canner type which maximises the contrast between defect

rcessage and noise. Other considerations are also

important in selecting a scanner,such as the rate at

which data is acquired,cost and reliability.

3^2 Scanners

Four types of scanner have been used for defect 

^stection on moving strip material. These were generally 

^Qsigned empirically,without reference to theory either
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Table 2.2 Relationships between signal components

(a)

(b)

(c)

(d)

O.O4

covariance Matrix for sheet C12.24

f
9.68 0.49 - 1.72

0.49 3.23 0.11

- 1.72 0.11 8.33

correlation Matrix for

4

sheet C12.2'

1 0.09
•s

- 0.19

0.09 1 0.02

- 0.19 
I

0.02 1
4

covariance Matrix for sheet C99.14:

r
24.2 2.11 ~ 0.54

2. 11 15.31 0.19

- 0.54 0.19 1.58

correlation Matrix for sheet C99.14:

1 0.11 - 0.09

0. 11 1 0.04

- 0.09 1



for minimising noise,or for maximising defect contrast, 

rnua.even the best existing designs are not necessarily 

optimal.

The FLYING FIELD 

scanner,(fig.2.2),(Brook,1971 a,1971 b),was the first 

device to be used for the automated visual inspection of 

moving sheet material.originally paper. In thi3 camera, 

the surface is illuminated uniformly over a narrow strip 

Perpendicular to its direction of movement using diffuse 

wideband visible radiation,obtained for example from a 

fluorescent tube driven by D.C or high frequency A.C. to 

eliminate flicker. A rotating drum with lenses mounted 

at equal intervals about its peripk^v is used to scan a 

slit window (elongated in the direction of sheet 

movement) across the strip. A system of lenses and 

mirrors images the strip onto a photomultiplier tube.

The great bulk of the drum limits its speed of 

r°tation to about 2000 RPM. For a drum containing 3 

lanses.the maximum scan rate is thus 250 scans/sec. The 

^-Humination is used wastefully. Measurements by Hill 

(^972) have shown that the output self-noise is white and 

Gau33ian. it ig generated presumably by shot effects in
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FIG. 2.2 FLYING FIELD SCANNER

FIG. 2.3 FLYING SPOT (LASER) SCANNER



the photomultiplier tube. Thia dominates noise due to 

the roughness of rhe scanned surface. Only one sensor 

channel can be accomodated per scanner,otherwise the 

lenses would be used non-axially. Thu3 flying field 

scanners are slow,noisy and scalar. They are 

consequently obsolete,despite having been used

successfully by Brook et al., (1977),to inspect tinplate

which is manufactured on a low speed line (2.5

metres/sec.) and has a smooth surface of high

reflectivity.

las er  SCANNERS (fig.2.3) use a helium neon laser

fitting about 5mw of light energy at a wavelength of 

6328A. The light is monochromatic,plane-polarised and 

coherent. The laser beam encounters the surface as a 

3P°t,which is scanned in a line perpendicular to the 

direction of sheet movement using a drum of mirror 

facets. The spot is typically 1mm in diameter and i3 

scanned over a width of 1.5 metres. The intensity within 

the spot decreases radially from the centre according to

Gaussian distribution. The mirror drum in the fastest 

e3igns contains typically 12 facets and can be driven at 

24,000 rprn using an air bearing motor. Thus,4 

lcrosecond scans are possible.(Barker and Brook,1973)
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The light returned from the surface at a selected 

angle is directed by a system of lenses and mirrors to a 

photomultiplier tube. This has a sensitive photocathode 

which may be 125mm. in diameter,and is (at room 

temperature) the most sensitive photo-electronic 

transducer currently available. Devices having cut-off 

frequencies up to 30 Mhz. are readily obtainable. 

Several photomultipliers accepting light at different 

angles may be incorporated in one scanner,to yield a 

vector output signal (fig.2.1). In fact,scanners are 

available sensing over a two-dimensional array using 

fibre optics .

Thus,laser scanners are fast,sensitive and can

Provide a vector signal. They have the highest 

resolution of any kind of scanner,with upwards of 20,000

P°ints being resolvable in a device manufactured by the

®°fors company (Antonsson et al.,1979). They 

^een used in almost all the experimental 

described. However,laser scanners are

have thus

work to be

cumbersome
Mechanical scanning and high voltage vacuum tube devices

used),are troubled by speckle noise,and are 

expen3ive.
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Scanners using line arrays of photodiodes as

sensors are much simpler. A Sudjuier using arrays of

discrete photodiodes was 

(1979),described in chapter

developed

1 section

by DeJonge

3, but is now

obsolete. Currently sensors using lines of photosites

diffused into a single chip of silicon and separated by 

a3 little as 13 microns are available. The electronic 

3ignal i3 read out by transferring charges accumulated by 

the photosites in parallel to a CCD delay line,which is 

then clocked so that the charges are transferred serially 

t° a readout point. The sensor chip is mounted in the 

focal plane of a high quality macro lens,i.e.,a lens 

designed to give best image quality when the object is 

comparatively (e.g.50 cm.) close. Illumination is

Provided by arrays of tungsten filament lamps with

diffusers to achieve uniformity,or by fluorescent tubes. 

The distribution of emitted energy with wavelength for 

tungsten lamps is well matched 

characteristics of silicon sensors,but filament

to the response

lamps are

unstable and inefficient,and have too much of their 

output in the infra-red where the imaging characteristics 

of ccn arrays are inferior due to cross-talk. A good 

docussion of self-scanned arrays of photodiode sensors 

been provided in a book by Beynon and Lamb (1979).
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Photodiode array cameras are simple(no moving parts 

»high voltages or high vacuua),and are relatively 

inexpensive. Although one camera generates a scalar 

31gnal,several may be used to view the same portion of 

atrip simultaneously from different angles,and 

synchronised to obtain a vector signal. A 2000 element 

*idth may be scanned in 100 microseconds with the best 

devices currently available commercially. The width 

covered by the scan ( and correspondingly the size of the 

samples) i3 3et by the magnification of the lens system.

The chief problem with photodiode arrays lies in 

n°n-uniformity of response. Individual elements may vary 

ln sensitivity by up to 10 percent,and there may be a few 

less than 0.5^) elements having a substantial leakage 

current in the absence of incident illumination (noise 

spikes). The effect of these is to introduce false 

excursions into the signal which can be mistaken for 

defects. Further,there may be crosstalk between the 

dements which reduces the effective resolution.

Norton-Wayne (1990) has provided a mathematical

model which may be inverted to yield a correction filter.

Pr°vided
the chip is operated at stablea
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temperature,excellent correction is possible at least for 

non- uniformities. Cameras having built-in correction 

f°r fixed pattern noise have just (Anon,1991) become 

available commercially.

TV cameras differ from the scanners previously

described in imaging at any instant a two-dimensional

re?ion of surface rather than merely a line. The

cheapest TV cameras use as sensors vidicon tubes,in which

an image is formed on a photoconductive surface which is 

scanned in a raster pattern by an electron beam. The 

vidicon camera is cheap but extremely slow (the 

Photoconductive material has a response time of the order 

°f niilliseconds),is non-linear,has poor sensitivity and a 

low resolution (about 500 points in each direction), 

dimensional accuracy is generally poor,being typically 2

Percent for inexpensive devices. However,other,more 

expensive tubes are available which give better

Performance. Van Daele (1977) provides a good critical 

survey. Nevertheless,TV cameras have been used

3UGcessfully in surface inspection,by freezing the motion 

°f the surface using rotating drums of mirrors,electronic 

Gutters or synchronised stroboscopic lights. When in 

Edition the vidicon tube is replaced by the Isochon
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*hich is faster and more sensitive by three orders of 

magnitude \having been developed for low-light level 

viewing and not depending on photoconductivity),then 

automated defect inspection using TV cameras becomes 

viable (Lacroix et al.,1979). However,several cameras 

would have to be used in synchronism to obtain a vector 

3ignal,and an area (rather than merely a line) of surface 

would have to be illuminated, uniformly and intensely. 

The cost advantage of vidicon cameras tends to disappear 

when their output must be processed by a digital 

computer,since a sampling interface must be provided 

which can interpolate over several frames. This matches 

the data acquisition rate of the camera to that of the 

computer interface,which is generally an order of 

magnitude lower.

The properties of the various scanners are compared 

briefly in table 2.1 below (the drum scanner has been 

oraitted since it is obsolete)
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TABLE 2.1 COMPARISON OF SCANNER TYPES.

Vidicon TV 
Camera.

CCD-Line Array 
Camera

Laser
Scanner

Resolution in 
X-Direction 
(Points)

400 2048 20,000

Shortest Scan
Time (Microsec) 40 200 200

Upper Cut-Off
Frequency (MHZ)

4.5 5 30

Self Noise -45 -50 >-60
(dB WRT.Saturation Signal

Geometrical 1Z >0.05Z prop. to
Linearity semi-angl
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Electrical 
Linearity

Needs Gamma
Correction

Linear Linear

Cost £450 £1,500 c.£20,000

Cost of Interface 
to Digital 
Processor

£3,500 £500 c. £2,000

Life Life of Vidicon
Tube

inf. Laser lasts 
c.1000 hours

Comparability with 
Moving Surface

Requires flash 
or Shutter

OK OK
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Thia table must be interpreted carefully,since the 

signal/noise ratio is for all tynes dominated by 

self-noise in the input transducer(e.g.the 

photomultiplier), if the input light level is not great 

enough. Otherwise ,noi3e generated by the roughness of 

the surface dominates. Thus,ALL scanners may be operated 

30 as to make self-noise negligible,though obtaining 

illumination which is sufficiently intense may be 

unacceptably expensive.

The performance of all scanners is limited 

ultimately by shot noise which becomes significant when 

the level of sensed light is so small that individual 

Quanta may be distinguished. We now investigate this 

limit. However,only scanners having photomultipliers as 

3ensors ( and probably also CCD arrays but definitely not 

vidicon TV cameras) have self noise sufficiently low for 

e analysis to be relevant. Flying 3pot scanners have 

an ^vantage here in that the whole of the energy of 

illumination is concentrated on the region being viewed 

at any instant.

In devices such as photomultipliers and photodiodes 

l°h perceive individual quanta with efficiencyh ,the
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output current i is given by:-

i =* *|ejtf(s) + W(b)|/hv ... 23

Here,e i3 the charge on the electron,W(s) the signal

P°wer,W(b) the background noise power,h is Planck's

constant,and v is the frequency of the incident light.

As v decreases,the number of quanta available from a

given light energy decreases,so sensitivity decreases

eccordingly. The efficiency^,the number of carrier pairs

Per photon,ia about 0.5 for typical semiconductor

^evices. For sensors having electron multipliers ,V^i3

greater than one.

For line scanners,a strip

On? by 1cm.wide must be illuminated.

Um inous efficiency for the source of 1^,an 

input of 15 

Rumination

of width say 1.5 metres

Assuming a

electrical

w will be required to achieve a surface

of 1 mw per square millimetre. Barker and

Bro'>lc state (1973) that the 3pot from the SIRA laser

^OannaT* na3 an average luminous density of 3 mw per 

3qUar* millimeter.
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Suppose an element of surface of arbitrary area is

illuminated with power W milliwatts,and that some 

fraction f of this reaches the sensor, due e.g. to 

losses in lenses and mirrors,and to off-specular sensing. 

Measurements by the VDEH Institute in Duesseldorf (Cries 

and Hoerster,1977) shown in figure 2.18. show that 

10**-2 is a reasonable value for f. In high-speed 

operation,energy from a particular element of surface 

will reach the sensor during a time interval T

seconds,which may be of the order of 10**-7. (MB - for

laser scanners the illumination is convolved with the

surface whereas for CCD arrays discrete sampling is

involved. The effect of this distinction in sensitivity 

analyst i3 trivial, and will be ignored.) The energy E 

Caching the 3ensor within the interval T is thus given 

by:-

E = W . T . f

is 1 milliwatt,then E will be 10**-12 watt with the 

Values suggested.

To determining the number of quanta required to 

uPPly E,we invoke Einstein’s equation,e.g.:-
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E-hV n c: c- • j

which expresses E (the energy per quantum) in terms of 

the frequency of the radiation and of Planck’s constant 

h* The latter is 6.66 x 1O**-34 joules.second.

For the visible light used, \ a5 x 10**-7 metres,30 

that using the relation c=* VA which relates the 

velocity c of a wave to its wavelength and frequency,we 

°htain:-

V =6 x 10**14 Hz. ..................2.6

^he energy per quantum in Joules is thus given by:-

E=6 x 10**1 4 x 6.62 x 10**-34=3.97 x 10**-l9

-15
- 4*10

n<^ the mean number N of quanta received per element of 

Urface la then given by:-

N=1O**-12/4 x 10**-19 = 2.5 x 10**7 ... 2’8 
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The number of quanta arriving per unit interval is a 

statistical quantity and obeys a Poisson distribution, 

Tor which the variance is equal to the mean. The RMS 

variation in N,which forms the noise, will thus be:-

and the

N**f 1 /? y  ............... ............ 2.9

rms variation isratio of signal mean to noise

then:-

(2.5 x 10**7)/(5 x 10**3) ’ 5
2 10

x 10**3 ....

1*e.,74 dB. Since a defect causing the mean to vary by 3 

d B 'nust be considered of good contrast,the noise due to 

^iatinguiahable quanta is thus negligibly small compared 

1th that due to surface roughness,and CCD scanners 

hould be efficient as sensors at the highest linespeeds. 

Th ’13 result contradicts that of Barker and Brook 

978),who concluded that CCD arrays would be unsuitable 

for i n
3pecting steel strip at the higher linespeeds

Q Q 11 G

e adequate illumination would be too expensive.
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Even taking into account the 1.5 order of magnitude 

decrease in mean signal level for observation 30 degrees 

away from specular,and inefficiency in sensing quanta,the 

3i?nal/noise ratio falls to only SBdB.

When noise due to surface roughness dominates, any 

scanner using incoherent illumination should be about 

twice as sensitive as an equivalent using coherent 

illumination, because the latter contains noise due to 

3peckle. (see section 2.3)

Theory of Generation of Noise due to Surface

Roughness

mteraction of beams of radiation with rough surfaces to

In this section,we use theory describing the

Predict the statistical properties of the scanner output

noise. These comprise its

Uncti°n,correlation properties

probability density

and relative amplitude,C.

Thia3 last quantity i3 the ratio of the mean squared 

ariation in scanner output signal due to the noise to 

the 3iuared mean level of the signal.

C » <!**2>/<I>**2 2.11
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scannerHere,! is the instantaneous of the

output signal,and the expression <•> denotes 'mean'. 

Variation in I in the absence of a defect constitutes the 

noise. The contrast of a defect message relative to the 

noise implied by the variance of I is evidentally 

inversely proportional to C.

When the pdf of I is a one-parameter function (see 

appendix ’B'),like the negative exponential,C depends 

only on the form of the pdf. For pdfs such as the 

Gaussian which are described by more than one parameter, 

a Particular form for the pdf gives rise to a range of 

values of C,according to the relative values of the 

various parameters.

Two distinct kinds of illumination are commonly

used in surface inspection applications,coherent

monochromatic,plane- polarised beams obtained from 

lasers,and non-coherent,randomly-polarised, broadband

radiation ,obtained from 

fluorescent

tungsten filament lamps or

tubes. The latter are commonly also

Unc°llimated. Somewhat surprisingly (Barker et

aX--1976),the latter illumination generally gives a lower
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level of noise. As a consequence.better contrast is 

obtained from systems which do not use laser 

illumination.

The statistical properties of the noise signal are 

evidentally related to the statistical properties of the 

scanned surface. It would be very useful if the latter 

could be extracted from measurements of the statistical 

Properties of the laser output signal.

A full though rather profound treatment of the 

interaction of beams of electromagnetic radiation with 

surfaces has been provided by Beckmann and Spizzichino

A revised study .incorporating the results of 

subsequent research and with some experimental 

confirmation, oriented particularly towards the surface 

Inspection problem,is provided by Obray(1982).It is

Noteworthy that most of the earlier work on automated 

detection of visually perceivable defects (that published 

by deJonge and Aalderink (deJonge,1973,deJonge and 

Aalderink,1979) provides the outstanding exception).did 

use theoretical analysis to optimise the design of 

'-ither system or scanner .although the necessary theory 

available.
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Beckmann and Spizzichino,and Obray,postulate that 

two alternative theories may be used to account for the 

interaction of radiation and surfaces. A rigorous 

approach involving use of a Kirchoff's integral to solve 

Maxwell’s equations, with the surface profile supplying 

boundary conditions, is always valid. A much simpler 

approach which assumes the surface to comprise a 

two-dimensional array of mirror facets is valid provided 

the structure of the surface is large compared with the 

wavelength of the radiation so that a scalar (ray) theory 

may be used. The only restrictions on the Kirchhoff 

vector theory are that the surface contain no edges whose 

radius is small compared with the wavelength of the 

radiation,(’sharp’),and that there is no shadowing.

If the radiation is coherent and the region 

instantaneously illuminated is large compared with the 

dimension of the surface structure,then additional noise 

13 produced due to the presence of speckle. This was 

first explained by Von Laue in 1919. The modern 

classical theory for speckle has been well summarised by 

dainty and his collaborators (1975). The speckle arises 

from the summation of a large number of wavelets of equal 

aniPlitude,whose phase is distributed uniformly in the 
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interval (-pi,+pi). Although the expectation of the sum 

of the amplitudes is zero,the expectation of the quantity 

actually sensed (i.e.the intensity,which is amplitude 

squared),is rather surprisingly not zero,but varies 

rapidly as the viewpoint is altered. Thus,as a spot is 

scanned over the surface,the first order probability 

density for the intensity of the returned signal is a 

negative exponential (app'B'):-

p(l) » 1 /<I>.exp(-l/<I>) ... I>0 .... 2.I2.

= 0 ... otherwise

On substituting the values for <I**2> and <I>**2 implied 

by equation 2.12 into 2.11,the value unity is obtained 

for the speckle contrast. <I> is the expected level of

3ignal (its mean). Equation 2.12 holds provided that 

the average departure of the surface profile from its 

rUean value is large compared with the wavelength of the 

^■i?ht(i.e., that the surface is rough),and that the size 

°f the spot is large compared with the correlation length 

°f the surface profile. These properties ensure that the 

distribution of phase for the combining wavelets is 
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uniform. If the surface height variation H is not larger 

than the wavelength of the illumination the noise 

amplitude decreases monotonically and almost linearly 

with H. Chandley and Escammilla (1979) showed that the 

effect on 1 of decreasing spot size i3 highly complex 

,and provided an experimental determination.

It is usually assumed (nominally on account of the 

central limit theorem,though more practically to 

facilitate analysis) that the surface profile is 

Gaussian. In practice this may not hold since the form 

°f a surface is influenced by the process which created 

it. yor example,stylus measurements on isotropic ground 

surfaces by Milana and Rasello (1931) suggest that a 

composite distribution formed as a superposition of 

Gaussians is more accurate. It seems that sharp negative

excursions tend to occur,the corresponding excursions in

the positive direction having been removed by the

grinding operation, leading to an asymmetric

distribution. They recommend the Gaussian function

nevertheless as an adequate first approximation.

Computer simulation by Fuj ii,Uozimi and Akamura

^976),iater confirmed 

(1 977),shows that in

by experiment by Fujii and Asakura 

fact £ really is remarkably 
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independent of the surface profile,provided this is not 

30 regular as to constitute a grating.

If coherent light is present at two or more 

wavelengths,the speckle patterns for the individual 

wavelengths combine to produce a new pattern having 

reduced contrast. Fujii and Lit showed (1978) that its 

magnitude ' then remains dependent on H for much larger H.

As already mentioned,the probability density 

function of the intensity of the speckle is inherently 

ne?ative exponential but in practical scanners,the 

viewing aperture is not small compared with the size of 

the speckle and the variations are consequently smoothed 

somewhat. One important consequence is a decrease in the 

3Peckle contrast C,which shows clearly in curves measured 

by the SIRA Institute (Barker et al.,1976),shown in 

figure 2.4. Another is that the shape of the pdf is 

rn°dified. An approximate solution provided by Goodman 

975) shows the pdf of the speckle then to be close to a 

Samma distribution,i.e.
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. .2.13

in which the parameters M and b are selected to obtain a 

best match to experimental observation. 

Recently,Stansberg (1931) has provided an exact solution 

for an arbitrary aperture,which shows incidentally that 

the gamma distribution is a good approximation for very 

large and for very small apertures. His equation giving 

the exact form for the pdf is too complex to be worth 

reproducing here,but predicts a distribution which is 

closer to negative exponential than to gamma,i.e.,is more 

skewed. His theoretical prediction was supported by 

experimental measurements.

The various distributions may be compared using 

figure 2.5 (adapted from Stansberg,1931). This shows 

ne?ative exponential,gamma,one-dimensional 

exact,two-dimensional exact and a gaussian pdf having the 

same variance as the negative exponential example.plotted 

On the same axes.

Movement of the spot over the surface also modifies 

the form of the pdf (Mckechnie,1975) ; the general 

Q 4* X* *
ect i3 to make it incline towards the Gaussian.
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The polarisation of the beam is also degraded by 

interact'’on with a metal surface. The general effect was 

shown by Hariharan (1977) to reduce the contrast in the 

speckle pattern. Recent measurements by Obray (1932) 

have shown the intensity of light returned from steel 

strip to vary by 16^ when the plane of polarisation was 

rotated through 180 degrees; incidence was normal but 

the surface structure wa3 not isotropic.

The size of the speckle at the point of observation 

13 also of interest,since the viewing aperture smooths 

out speckle variations if it is large compared with 

speckle size. It may be determined from the 

autocorrelation of the speckle ;Goodman (1975) shows that 

f°r a uniform square spot of dimension L by L,illuminated 

rfith light of wavelength W, the average width of the 

speckle is given by:-

<X J? = ... 2 M-

t

ere Z is the separation between the surface and the 

3Peckle,and L is the dimension of the spot. Ennos(l975)
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FIGURE 2.5 PROBABILITY DENSITY FUNCTIONS FOR SPECKLE 
COMPARED



suggests for ths distribution normally present in a laser 

spot,i.H.H circularly symmetric Gaussian distribution,the 

approximate formula:-

R~1.2Wz/L ........................... 2.15

if no imaging lens is used. Substituting appropriate 

values into equation 2.15,we find that R~0.5 mm. for a 

helium-neon laser 3pot 1 mm. in diameter,viewed at a 

distance of 1 metre.

As the angle of incidence (theta) moves away from 

the normal,we would expect V to fall since the effective 

height H of the surface structure will decrease due to 

geometry,provided that Hcos(theta) is not large cf.W. 

But,even for a surface so rough that the latter does not 

hold,V will still decrease because the mean amplitude 

decreases. This behavior has been confirmed by 

experimental measurements by Barker et al., (I976),3hown 

in figure 2.6

The correlation properties of speckle noise have 

been investigated by Iwai et al.,(1931). They show both 

heoretically and experimentally that the autocorrelation
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of the speckle falls to close to zero,as the lag 

approaches one millimeter,for a scanning system with 

parameters similar to those of the laser scanners used in 

this work.

Speckle is certainly not the only cause of noise in 

the output signal from a laser scanner. The physical 

mechanism generating this other contribution ,which 

appears even with non-coherent illumination ,must be due 

to variations in surface form large compared to W. To 

analyse its properties, we consider the surface to 

comprise an array of contiguous facet plane mirrors of 

equal area,of which the (i,j)th is inclined to the normal 

at angles (theta,phi) measured from the x and y axes

respectively. The ray of light falling on the (i,j)th

facet will then be deflected in the direction

(2*theta,2*phi).

(2*dtheta,2*dphi)

A sensor of angular wid th

centered at (2*theta,2*phi) will

receive a proportion of light according to the number

‘ ' °f mirror facets within the

theta+dtheta,2*phi+dphi) at the instant t.

interval

This will

be a random variable,having a Poisson distribution.

however,the intensity I will be

»and will hence obey the more

proportional to

complex (unnamed)
N(t)**2
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discrete distribution derived by Obray (1932):-

... 2.11s

r-- 0,1 )*,?>...

Nere^kig the mean value of the intensity, 

large that the distribution is 

continuous,then p(l) will converge to

When N is so 

effectively 

the Gamma

d istribution:-

prn^(b4° frpr-*ii ...2.17

which has mean and variance both mu.

This theory predicts for the returned light a

variance which is equal to its mean,in contrast to the 

3Peckle component for which the variance (and hence the

observed noise signal) is proportional to the square of

the mean. As the point of observation moves away from

the specular,the 

Representing the 

decrease more than proportionally.

mean will decrease and the variance

'apparent' surface roughness) will

This accords with

experimental measurements (fig.2.6).
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The pdf of the noise signal from a uniform,flat 

rough surface for a scanner using coherent illumination 

is thus the resultant of two distributions which lie 

somewhere between the Gaussian and negative exponential. 

Since the component distributions are uncorrelated,one 

expects from the central limit theorem that their 

resultant will be even more closely Gaussian.

When white noise of zero mean having any 

distribution is passed through a linear filter,its pdf at

the output will approach the Gaussian form. In its

transversal interpretation,the filter is effecting a

linear summation of noise sources which are

independent,thus the central limit theorem will apply. 

Experimental measurements by Hill (Norton-Wayne and

dill,1979) for a band pass filter applied to noise

31^nals obtained during the simulation work 3how the

n°ise pdf at the filter output to be very close to

Sau33ian for several sizes of filter,triangular in the 

^ime domain.(figure 2.7). Thus,use of a Gaussian form in 

e analysis is sound for filtered noise.

The statistical properties of the noise signal are 

evidentally related to the statistical properties of the
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number of samples 
in filter

(sheet C1604, specular view)



profile of the surface being scanned. It would be very 

useful if the latter properties could be extracted from 

measurements of the former,since current methods for 

measuring surface profile generally use contacting stylus 

instruments. They measure local properties only,and 

cannot be used 'on-line*.

For ’rough* surfaces (i.e.,for those for which the 

surface light variation is not small compared to the 

wavelength of the illumination), the statistical 

Properties of the noise signals are functions of the 

distribution of gradients in the surface only. Even if a 

form is assumed for the pdf of surface amplitudes 

(e*?»,that it is Gaussian),it is still not possible to 

recover the parameters defining the surface distribution 

solely from the statistics of the surface noise. 

Thus,analysis of the scanner output noise from defect 

Tree surface cannot for any form of scanner yet 

considered be used to provide absolute parameters 

defining the distribution of surface profile.

For example,a recent paper by Milana and Rasello 

(1981) has U3e(j Beckmann and Spizzichino’ s vector 

approach to derive an equation describing the variance of 
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the surface profile 3igma in terms of the variance <I**2>

the output of a scanned laser beam:-

2 = t A mJ-k L.sigma 2IB

here,L is the extent of the variation in surface height. 

The parameter T is the correlation distance for the 

surface (another unknown),thus the method does not 

provide an absolute measurement,merely a comparative one. 

Experimental verification showed that with 0.6328 micron 

light,vertical illumination and specular viewing,the 

relationship is valid for surface variances from 0.6 to 

1 8m’Microns,confirming the empirical predictions of Fu.jii 

and his collaborators mentioned earlier.

of Voise

In this section we describe the properties of the

n°lse component of the signal considered from another

P°int of view,i.e.as actually measured using a laser

scanner examining cold rolled steel strip. The

^^tistical concepts used in describing and analysing the

easurements are explained in appendix B.The properties
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of the laser scanner used are described in more detail by 

Barker and Brook (l978). As a consequence of these 

measurements a model is postulated to account for the 

generation of the noise. This model is exploited later 

(chap.4) to obtain improved defect contrast and hence 

better detection performance.

Direct measurement of the power spectral density in 

raany individual scans using the Fast Fourier Transform 

shows that the noise is white. A typical spectrum is 

shown in figure 2.8 . Estimation of the probability 

density function for amplitude using histograms gives for 

flat sheet having a defect free surface a unimodal 

distribution. This is skewed towards small amplitudes as 

would be formed by smoothing the negative exponential 

distribution as predicted in section 2.3 (fig.2.9). No 

significant difference is evident between distributions 

measured for different sensors. For bent sheet a wide 

range of distributions occur ;in extreme cases these may 

even be bimodal,as in figure 2.10. Dividing the sheet 

into regions and computing a separate histogram for each 

(f'»ig.2.11) shows a diversity too great to be caused by 

3ampiing error (app.’B')confirming that the perceived 

Properties of a surface may vary substantially even
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within a 12inch square if the material is bent. The 

offset on the histograms is due to the scanning 

system,which has a finite output for zero input.

The signal is found to be highly correlated in the 

y-direction,i.e., for samples having the same 

x-coordinate in consecutive scans. Figure 2.12 shows 

some measurements,which are average values for the 700 

samples across the width of a sheet. The correlation 

drops immediately to about 0.7,then falls off more slowly 

and may even rise. The rapid initial fall-off in 

autocorrelation presumably represents the component 

arising from speckle,for which the correlation length is 

(l*ai et al.,1931) short compared with the separation 

between scans of 1 millimeter. The slow fall-off which 

13 3uperimposed then represents the component due to 

■^ross surface roughness, for which the mirror facet model 

aPplies.

Scatter diagrams showing the relationships between 

tbe pairs of components (1,2),(1,3) and (2,3) are plotted 

X q f* *
Mure 2.15.,for sheet C12.24 whose processing is 

d *13cussed in considerable detail in chapter 4. Each 

ant represents one sample of signal. The D.C. term

37



Fi
g,

 2_
!Z

 Au
to

co
rr

el
at

io
n oL

S
uL

fa
ce

Jt
es

 
jn

 th
e Y

ud
ire

ct
iQ

a (
sh

ee
t C

2&
Q

6)

La
g(

sc
an

s;
m

m
.)



SC
AT

TE
R D

IA
GR

AM
 

SC
AT

TE
R D

IA
GR

AM
 

SC
AT

TE
R DI

AG
RA

M
CO

LD
 RO

LL
ED

 STE
EL

 STR
IP

 
CO

LD
 RO

LL
ED

 STE
EL

 STR
IP

 
CO

LD
 RO

LL
ED

 STE
EL

 STR
IP

£ *MOSM3S

£ ’&OSM3S

2=#OSN3S

GJ 
LU 
U_
LU 
Q

vr
C\J

cm

CJ

LU 
UJ 
X
CO

LU 
CG
X 
or
LU

O

CO

LU
Q_

CJ 
LU 
Cl -
uj
o

CM

CM

CJ

LU 
LU 
X
00



hag incidentally not been removed.hence the clusters are 

not centred on the origin. Figure 2.14. shows the 

correlations between successive pairs of scans from the 

same sensor ,i.e..between the n th and n+1 th. 

Again,D.C. levels have not been removed. A wide range 

of variation is evident.

The correlations between the signals from the three 

sensors are indicated by the covariance (app.’B') 

matrices in table 2.2 The variance of the noise as a 

Traction of mean signal level decreases steadily as the 

viewpoint moves away from specular, as predicted in 

section 2.3,but the size of this variation cannot be 

obtained accurately from these measurements since the 

in the three signal channels adjusts automatically 

to changes in signal level. Thus,the variances really 

^r°P off more severely than table 2.2 suggests. The 

Quantitative picture is of use nevertheless. It is seen 

that the specular and 7 degree signals are slightly 

correlated,but that the correlation between these and the 

30 huegree channels is close to zero,and is moreover often 

lightly negative. The correlation properties as 

rnea3ured vary widely from sheet to sheet,but this 

Variation i3 undoubtedly due in part to variation in gain
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Table 2.2 Relationships between signal components

(a) covariance Matrix for sheet C12.24:

9.68 0.49 - 1.72

0.49 3.23 0.11

- 1.72 0.11 8.33

(b) correlation Matrix for sheet C12.24:

1

0.09

- 0.19
I

0.09

1

0.02

- 0.19

0.02

1

(c)

I

covariance Matrix for sheet C99.14

24.2 2.11
*

- 0.54

2.11 15.31 0.19

- 0.54 0.19 1.58

1

0.11

- 0.09

0.11

1

0.04

- 0.09

0.04

1
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nnd offset in the sensor channels.

Measurements by the SIRA Institute already quoted

(figure 2.4) show that for cold rolled steel strip the

surface noise is twice as high for coherent laser

illumination, as for incoherent tungsten

illumination, thus further confirming the theory given in

section 2.3.

Further measurements described by Barker and Brook 

(1978) confirming earlier measurements by Gries and 

Foerster (1977) show that the mean intensity of the 

returned light reduces by 1 order of magnitude (with 

re3Pect to that in the specular direction) Indegrees off 

the specular angle,and by two orders at 40 degrees 

0 ff*L~specular. From the correlations observed between the 

3ensor signals,it would appear that absorj tion is 

31"nificant as a cause of noise on the specular and 7 

^e?ree channels,which is disturbing since this effect is 

Snored in all models considered for noise generation. 

I*h e slight negative correlation observed with the 30 

e?ree channel is reassuringly consistant with the mirror 

I Hop  +■
scattering model; energy which has disappeared at 

a must reappear at some other position,say
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,2«5 Model for Moise Generation

The measured correlation properties of the noise 

signal may be used to generate a model which helps 

account for the physical origin of the noise, and which 

13 of potential use in devising processing methods for 

improving defect contrast.

The correlations observed between successive scans 

On the same channel may be explained in terms of the way 

ln which the surface profile was generated. This is 

assumed to occur as follows. At each pass through the 

r°Hers,a random variation in height (due to the shot 

lasted surface of the roller) is impressed onto the 

3urface of the sheet. Subsequent passes elongate this in 

^9 filing (y) direction,but not in the perpendicular 

direction. Imperfections in the original billet 

(e .
•g«air or slag) are also elongated. If severe

n°u?h,they appear in the final material as visually 

^orceivable line defects such as seams or laminations. 

0313time3 defects of this kind not visible to the naked 

eyg _
re enhanced to visibility during processing for
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contrast improvement (section 4.5). Jones (1977) has

suggested an alternative explanation,that the

longitudinal correlation is due to inadequate shot

blasting of the ground surface of the rollers, 

however,the success of experiments to increase the 

contrast of certain defects using longitudinal matched 

filters to be described in chapter 4 section 5 tend to 

SuPport the first conclusion.

This model explains the observation that the 

x direction noise (i.e.that within a scan) is white,but 

that noise for given sample positions along a scan 

^’direction noise) is highly correlated between scans, 

i^ect measurements by Obray (1932) using a stylus 

lnstrument add support to this interpretation. A typical 

Urface microprofile thus measured is shown in figure 

2.15.

To put the model in precise terms such that it may 

be usei +■
a to improve defect contrast,we first assume the 

^nalg t0 be GaUg3ian. With this assumption, the noises 

°baerveH
may be regarded as a weighted linear combination 

Unc°rrelated white Gaussian noise sources having 

aPecifipA
u variances,as described by the signal flow graph
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25micron grid, contour interval isOlmicron.



in figure 2.16(b). Figure 2.16(<1) shows the inverse

which yields values for tnc weight

The idea is to find a linear weighted combination of 

signal components which maximises the contrast between 

noise and message signals.

However,in devising processing to maximise defect 

contrast,the properties of the message signals arising 

from the defects must be considered as well as those of 

the noise. Thi3. problem is considered further in chapter

4.4 The relationships between the weighting

coefficients ,variances and covariances are explained in 

appendix ’B'.

2.t§_Properties of Defect Signals

Defects on a surface may absorb,scatter or deflect 

the incident light. Tn practice,most kinds of defect do 

a41 of these to some ex tent,though generally one effect 

Predominates for each type of defect. There have been 

3everal systematic studies of the types of defect found 

°n cold rolled 3trip and their properties (e.g.(British 

Steel Corp.,1975), (Gruenhofer et al., 1967) and 

(^etts,1977a)). Table 1.1 from (Watts,1977a) is
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UgURE 2.16 (g) SYNTHESIS AND (b) ANALYSIS OF CORRELATED 
RANDOM NOISE SIGNALS



considered most authoritative and describes the 

interactions for the defect types considered in this 

work.

Munday (1979) suggests a fourth interaction 

(shadowing) as being worth including. This involves 

light deflected by the surface structure striking the 

surface again before being detected. Its effects will be 

niost pronounced close to grazing incidence. However,in 

°ur work the light has been incident at 15 degrees from 

ihe normal so shadowing should not be significant. If 

Present,its effect on the vector output signal would be 

reduce off-specular signals more than specular 

signals,creating an impression of locally decreased 

roughness.

The effect of defects on the scanner output signal 

dePends on the kind of interaction^Clarke and Bedford 

1976,Norton-Wayne,Hi 11 and Watts 1980). Ideal absorbing

defects scale the scatter pattern uniformly

downward,ideal scattering defects re-distribute the

nergy (generally the specular direction loses and the 

o f
'specular directions gain,though the opposite may 

Gcur),and ideal deflecting defects rotate the lobe 
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pattern bodily. Figure 2.17 illustrates these 

interactions for a vector scanner having one sensor at 

“the specular angle,and an off-specular sensor at each 

side of the specular. The effect on the output signals 

13 3hown. With sensors on both sides of specular it is 

often possible to distinguish deflecting defects from 

defects which scatter,but this distinction is not 

guaranteed. The scanner used in the experimental work 

rePorted had both its off-specular sensors on the same 

3ide of the specular sensor,thus some potentially useful 

^formation was thrown away.

Measurements at the SIRA Institute (Barker et 

•»1976),figs. 2.4 and 2.6,show the ratio R between the 

Peak of the noise modulation and the mean of the signal 

to decrease (a) as the angle of incidence increases,and 

as the cone of acceptance (i.e.,the numerical 

aperture,f) of the detector increases. The parameter R 

13 in fact proportional to the quantity C = <I**2>/<!>**2 

Produced in section 2.3 for quantifying noise. The 

0ntra3t of defect messages will (other parameters of the 

3 P Q p
ner being unchanged) be inversely proportional to 

»b u t +■>» measurements give by themselves no further 

Nation regarding defect contrast. Figure 2.4 shows
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incidentally very clearly the superiority of incoherent 

compared with coherent illumination.

A study by Jones (1977) of the effect on the polar 

distribution of returned radiation measured for a large 

number of defects of different types did not provide much 

definite information regarding the properties of the 

message vector signal. Speckle introduced by the laser 

illumination obscured the underlying polar distribution.

Obray (1932) has shown theoretically that the 

disturbance on the lobe pattern due to the presence of

ide defect is maximum,and is moreover most sensitive to 

defect shape in three dimensions,when the defect and the 

*avelength of the illuminating radiation are comparable

14 dimension. In this 

Spizzichino,1963) the lobe 

Pillbox shaped protrusions 

e9ual size on a conducting

circumstance (Beckmann and 

patterns resulting from 

and hemispherical caps of 

surface (for example) are

^ite different. On cold rolled strip,defects are rarely

933 than 5micron in scale, thus the 0.5 micron radiation

m the Helium-Neon laser is much too short. The 10.6

Micron radiation from a Carbon Dioxide laser would almost 

Gertainly yield improved sensitivity. It would also
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improve contrast by reducing noise due to speckle, 

because the surface would no longer be 'rough* compared 

with the wavelength of the illumination.

As we have already remarked,two different 

mechanisms seem to operate simultaneously, in determining 

the lobe pattern of returned radiation. That due to 

structure comparable with or smaller than the wavelength 

the illumination provides in the far field a 

distribution of radiation which is the Fourier transform 

the structure of the surface. Thus, scratches in the 

^-direction in the strip result in bright lines in the 

y-direction in the far field. This property has been

9xPloited to increase defect contrast (Sjolin,1972). The 

component due to large structural irregularities yields 

3Peckle if the incident radiation is coherent.

Gries and Hoerster (1977) quote the results of an 

sttempt to measure defect contrast (as a scalar) on cold 

r°lled steel strip. They show (fig.2.13) a contrast of 

°ne order of magnitude for a 'bright* defect,and a 

contrast of about 2 for a ’rough* defect. So little 

ln^°rmation i3 provided regarding the severity,extent,and 

type of the defects considered that their results are
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difficult to exploit. They have considered only defects 

*uich cause surface roughness to increase or decrease 

locally (i.e.scattering).rather than absorbtion or 

deflection. However,they show that the change in signal 

niean (i.e.,in <I>) due to a defect is greatest for 

scattering defects at two positions.specular and as far 

°ff-specular as possible. Their findings must be 

combined with observations on the relative values of the 

ooiae at the various angles to obtain a 'best' position. 

Since surface noise i3 greatest at the specular angle,and 

decreases away from specular.it would seem preferable to 

operate well away from the specular angle. There would 

3eem to be little to be gained by positioning a sensor in 

an intermediate position,such a3 small-angle

specular.

Defect contrast can also be improved by selecting

an appropriate

w°uld at first

size

sight

of scanned spot. Although contrast

seem to be maximised by having spot

and defect of the same size,this does not hold when

3Peckle i3 significant as a cause of noise,or indeed in

ny circumstance when the noise and message signals are 

Ot additive i.e. when the probability densities of 

0 X 3 Q o Jand the combination of message and noise are not 
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the game. Dainty (1 971 ) shows that scanner performance 

-spends critically on the intensity distribution within 

the scanned spot. A 'top hat' distribution produces a 

false alarm rate smaller by two orders of magnitude than 

the radially symmetric Gaussian distribution found in the 

laser scanner used in most of our experimental work.

However,the most important property of defect 

signals in practical investigations is that their form is 

unknown 'a priori',is almost impossible to measure, and 

13 highly variable even within one class,even for simple 

Parameters such as spatial extent.

The defect (message) and noise components of 

3canner output signals may be represented by a density 

distribution of vectors in signal space (appendix 'b'). 

Th pe forms of these distributions must be known,before 

even the sub-optimal (but attractive) detection scheme 

nv°iving the linear detector may be used. The optimal 

dkelihood ratio detector ,to be described in section 

3.5
’ requires a complete specification of the probability 

s i f •
Lle3 at all points in the signal space,which is in 

actice impossible to obtain.
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The information concerning defect signala available 

at the beginning of the project is summarised in table 

^•1* Because sensitivity to defects at the scanner 

output depends on the relationship between spot size and 

defect size,and the latter varies widely,the normal 

approach is to use a spot matched to the smallest defect 

°f interest, and use electronic processing (chap.4) to 

improve sensitivity for the larger defects.

Conclusions

From this analysis,we conclude firstly that the pdf 

the noise component of the scanner output signals 

which arises from surface roughness cannot be regarded as 

taking a specific form. It lies however somewhere 

between the Gaussian and negative exponential 

d *13tributions,which thus provide bounds for use when 

yatems are analysed quantitatively. For filtered 

°^39»the Gaussian distribution is a good approximation.

The properties of the output noise measured from 

laser
scanners in the simulation agree well with 

e°retical prediction.
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Little information is available regarding the 

nature of message signals due to defects,particularly 

their behavior as vectors in signal space. Detection 

methodologies,to be introducecd in the next chapter, will 

have to be chosen to accomodate this shortcoming.

Two prinicpal considerations must be followed in 

designing scanners to maximise defect contrast

(1) The ratio of noise to mean signal level must be mi 

nimiaed.

This suggests use of incoherent illumination whose 

wavelength is long compared with surface roughness,but is 

comparable in 3ize with typical defects. The sensors 

mu3t accept radiation over an angle large enough to 

smooth out noise variations ,and several sensors should 

h® used,at the specular angle,and on both sides. The 

0 f f* specular sensors should be positioned as far from the 

3Pocular direction as is compatible with requirement (2).

^2) The sensors must be positioned to view the segment 

the lobe

Pattern which undergoes the greatest proportional change 

Ue ho the occurance of a defect.

Unfortunately,the position for the sensors which 

100



b»3t satisfies (2) will generally not simultaneously 

satisfy (l),and a compromise setting will be required. 

This can be discovered only from experimentation.

Although the best ratio of surface noise to mean 

signal level is obtained using illumination at grazing 

incidence.experiments tend to show that this 

con^iguration does not yield optimal contrast. The 

variation in <I> due to a defect evident decreases

m°re quickly, as grazing incidence is approached,than the 

n°i3e contrast C.

Considerations important in scanner selection were 

summarised in table 2.1. For convenience in signal 

Processing,it is also useful if the scanner output signal 

h*3 a mean level which is constant over a scan and has no 

^e°metrical distortion. This condition is fulfilled for 

CCD linine scanners,but for laser scanners only provided 

the sngle of scan is small. All forms of scanner may be 

Pirated so that self noise is small compared with noise 

Crated by surface roughness,though the laser scanner 

best in this respect.

Tt is concluded that on overall merit CCD-based 
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cameras are preferable to the laser scanners,TV cameras 

and flying field scanners also considered in section 2.2. 

However,to obtain best contrast using CCD cameras,it 

*ould be necessary to use at least two,viewing the 3ame 

line of strip from different angles.synchronised to 

provide a vector signal. The information obtainable from 

the noise component of the output signal would still not 

provide elementary characteristics of surface contour 

3uch as RMS roughness.
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CHAP.3 .DETECTION:FUNDAMENTAL CONCEPTS

2*1 Introduction

In thia section,we discuss the general problem of

detecting a message in the presence of noise. Our

Purpose i3 to develop and extend the methodology

developed for target detection in radar and sonar,in

which a useful message signal must be discriminated from

unwanted background noise,and to recommend a strategy for 

^he detection of defects in automated inspection.

We start by providing a definition of detection,and 

then reduce the standard system for statistically-based 

detection to a simple canonic form.(3ect.3.2). The 

maxirnum-liiclihood decision process is analysed in detail 

ln 3e°tion 3.3,with some alternatives then considered in 

Some detectors which promise better performance 

than our canonic form are introduced in 3.5. Finally, 

concludes by recommending a strategy for the 

Section of defects on rough surfaces. More detailed

n3ly3i3 of the individual components.including the 

devel n
opment of criteria for selecting parameter values is

Ovided £n chapters 4 to 6. This covers both
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theoretical and experimental aspects in detail.

The detection problem in its most general form may 

t>9 stated as follows. We are given a signal,which always 

contains a noise component, and which sometimes,though 

rarely,also contains a message component. We are then 

required to state,as a result of observations 

(measurements) on the signal.whether noise only is 

Present in the signal,or whether both noise and message 

are present.Thus.detection involves a decision between 

two alternative hypotheses,termed 'states of nature'.

The message component is regarded as carrying 

Useful information; in this work, its presence indicates 

the occurance of a defect.The noise component,on the 

°ther hand,provides no useful information,and further 

tends to conceal the message.lt comprises an unavoidable 

nui3ance.

Message and noise are assumed uncorrelated and 

,lnitially,mutually additive.

^he noise is generally stochastic.although it may 

■^clula
e a deterministic component.lt is also.particularly
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in surface inspection problems,generally

non-stationary,though in most of our analysis 

stationarity will be assumed for simplicity. The message 

is also generally stochastic; the only constraint on its 

properties is that it alter the properties of the signal. 

However,in surface inspection applications,it is both 

convenient and realistic to assume messages which have 

(or,are similar to) some deterministic form.

In the simple case of a one-dimensional scalar

system,we designate the signal as:-

Z = n

= n + m

when noise only is present,

Wei,

when a message accompanies

*Ore generally (and certainly in most automatic 

ln3Pection problems) the signal is multidimensional. In 

3Urface defect detection, the signal is 

two-dimensional,so we must write

’ C(x,y)

Additionally (in

applications,this describes

surface inspection

the output of a scanner
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having multiple sensors,as explained in section 2.1) the 

signal may be an N-dimensional vector, in which the 

signal describing the surface about a point x,y comprises 

N components1 (x,y) ,^2(x,y), ... ,t?N(x,y) etc. These

»U1 in general be correlated,partially but not 

completely.

Detection as a Decision Process

Detection is fundamentally a process of 

^9cision,which has normally an analog signal (i.e. many 

hits' of information) as input,and a binary signal (one 

hit,indicating message present or absent) as output. In 

Practice.statistical decisions almost invariably have 

come erroneous outcomes. An efficient detector minimises 

t* Vi
' probability of error,or.better,minimises the 

unfavorable consequences of the errors,where these can be 

quantified,

lh is necessary at this stage to define the 

errns detection' and 'sensing' as applicable in surface 

n3pection,and to distinguish clearly between them. A 

detecti
'^on system has a binary output, for which a pulse 

level '1' indicates that the window of observation 
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contains a defect.whilst a 'O’ indicates that it contains 

noise only* The system is considered merely to SENSE 

defects if the '1 ' level pulse appears not only when a 

defect is present,but also frequently when there is no 

defect. This distinction is illustrated by figure 3.1,in 

which trigger clusters arising from a defect are clearly 

Present, but there are so many false alarm triggers that 

the system could not be used for automatic on-line 

inspection. The ability to distinguish defects from

noise,i.e.to DIFFERENTIATE between them,is clearly

nbsent. Sensing is nevertheless an essential

Prerequisite to detection. A system which cannot sense 

defects cannot hope to detect them.

To implement the detector,we divide the signal into 

Ce113 termed'intervals of observation',and perform an 

analysis on information within each,as a basis for

decision for that particular cell. The size of the 

cell -ioX3 chosen to be equal to the minimum message length 

xPected,to maximise the contrast.defined below. This 

oest use of the information provided in the 

Message.

this work,signals are assumed to consist of
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sequences of discrete samples, to accord with analysis by 

digital computer. The samples must not be confused with 

intervals of observation,each of which generally includes 

many samples.

To implement the detection as a decision process,it

13 necessary to monitor some measurable property of the 

signal. A message is deemed present when this crosses a 

threshold. In this work,the instantaneous amplitude of 

the signal is the quantity measured. Current,total 

energy within the decision interval and other measures 

might equally be used but are less convenient.

Thus,we detect by noting when the signal amplitude 

v exceeds 3ome threshold v(t). In essence,we are looking 
x*

Or a ’bump' in the signal. If the message is manifest 

ln 3°me other way,such as by a change in texture implying 

a change in the spectral distribution of signal energy 

Without variation in its total amount,then some device is 

Squired which will convert this into a change in signal 

amPlitude.

The signal may cross the detection threshold due to 

arge fluctuations in the random noise,even when no 
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message signal is present (fig* 3.3). The larger the 

bump’ due to the message compared with the variance of 

the noise,the further may the threshold be set from 

levels the noise is likly to reach,and the more reliable 

the detection. The size of the 'bump* due to the message 

relative to the expected value of the noise is termed the 

message contrast, and is characterised herein by the 

Parameter Z (Schwartz and Shaw 1975),defined as:-

Z = !e (£)-E(D|**2/E(-6’**2) ............. eqn.3.1

'lhe designation E(.) indicates expectation,and the use 

°f squared quantities ensures that contrast i3 always 

Positive, besides expressing it in terms of variance 

which i3 the relevant parameter for describing the 

magnitude of stochastic noise signals.

The performance of the decision process is

°Ptimi3ed by making the contrast as large as

P°33ible.This usually

before the decision

involves placing an appropriate

stage,to reject signal

requencies containing 

th°Se containing much

little message energy,but pass

The filter providing maximum

ntrast when the noise is white and Gaussian,and message
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and noise are mutually uncorrelated, is termed the 

niatched filter' . Provision of this filter requires 

explicit knowledge of the properties of both message and 

noise. In surface inspection applications,the former is 

often not available.

If the signal is a vector,or is multidimensional,or 

both,then message contrast may often be improved by 

combining components of signal between which the noise is 

uncorrelated but the message is correlated. Considered

naively, the contrast then increases because the noise

expectation rises as the square root of the sum of

squares,whereas the contributions f rom the correlated

Messages add directly. Further,if some component in the

noi3Q i3 deterministic,it may be subtracted directly from 

•f.u
a9 signal. All methods of contrast improvement may in 

Principle be applied together, without interaction 

beading to mutual degradation.

In the decision process which is fundamental in 

detection,the signal will sometimes cross the threshold 

Ue to noise alone. The resulting erroneous detections 

re called 'false alarms'. Also,it may fail to cross the 

breshold when a message is present,resulting in a
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visaed detection'. The threshold must be selected to 

minimise these errors,or better,to minimise their 

consequences. Since lowering the detection threshold 

v(t) to reduce the number of missed detections will 

inevitably increase the number of false alarms due to 

noise,selection of the optimal threshold involves a 

compromise.

In most practical applications,false alarm triggers 

generated by noise tend to be distributed uniformly and 

u random over the signal,whereas message triggers tend 

to occur in clusters. Thus,triggers may often be 

Ejected as being most probably due to noise if they are 

13°lated. The local density of triggers may thus be used 

^•3 nd second decision parameter. This i3 particularly 

Applicable in inspection applications, in which the 

31^nal i3 two-dimensional.

Thus,a detection system may be considered to

°mPri3e three basic components,ac ting on the signal in

TUence as indicated in figure 3.2. Block(2) takes the

3-ntial first decision,based on signal amplitude. It

is tkp
one component in the system which is

^tapensible. It is non-linear and irreversible;

1 11
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information i3 thrown away on thresholding which cannot 

-Later be recovered.

Block (1) uses filtering and/or correlation to 

maximise contrast. Block(3) associates triggers,to 

distinguish those from messages from those due to noise. 

They are not independent; block (1) may introduce a los3 

ln spatial resolution that reduces the effectiveness of 

i>iock (3). Optimal trade-off of the various parameters 

requires careful analysis.

Several approaches have evolved for designing the

decision process in block(2),which we now examine. The

^est choice depends on the 'a priori' information

available concerning the properties of the noise,of the

Message,and of the consequences of the various errors.

—12—Decision Taking in Detection-the Maximum Liklehood 

£atector

The decision process in detection is essentially a 

statistical test between two alternative hypotheses. The 

31-Snal can occupy two alternative 'states of nature'; in 
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state I,noise only is present.whereas in state II,both 

message and noise occur together. Detection involves 

determining the correct state of nature during each 

interval of observation.

When the 'a priori' probabilities of noise and the 

combination 'message plus noise' are known,then the 

maximum liklihood ratio test (Hoel,1971) may be used as a 

basis for the decision. Maximum liklihood is the best 

decision approach possible (in terms of minimising 

average overall loss L,defined later ). However ,its use 

requires complete information concerning the statistics 

the decision,including quantification of the costs of 

bbe errors. When this is not available, inferior methods 

3u<ch as Neyman-Pearson have to be used.

The noise component is described by an 'a priori' 

Probability density function,(the'pdf'),p(v,n). Thi3 

3Pecifieg the probability that the signal amplitude takes 

particular value v,for all values of v,given that 

n°13e only is present. The combination of message and 

n°13e i3 described by a second probability density 

Qtion p(v,m). Both pdfs are assumed to be stationary.

To ■lrnplement the detection,we compare the signal level v 
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with a threshold v(t). If v exceeds v(t),then a message 

is deemed to be present. Otherwise,there is no message. 

Since the distributions p(v,n) and p(v,m) will in general 

overlap (fig.3.3),some errors in the decision are 

inevitable. Thus,there are four possible outcomes,as 

follows:-

(1) Correct Detection,in which a trigger is 

generated when a message i3 present. The probability of 

correct decision,P(cd),is given by:-

eqn.3.2

(2) Missed Detection,in which a message is present 

^ut no trigger is generated. The probability P(md) of 

hissed detection i3 given by:-

P(md) eqn.3.3

(3) Fal
se Alarm,in which a defect trigger is generated

afthough noise alone is present. Its probability P(fa)

13 given by:-
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(a) When signal crosses threshold, defect is 
signalled as being present

(b) Statistical description of situation presented
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OO

eqn.3.4

(4) Correct decision that noise alone is present.

Mere,no trigger i3 generated. Its probability of

occurance P(na) is given by:-

P(na) v,n).dv eqn.3.5

— 00

These are 'per event' probabilities,defined (for 

example) as:-

number of decisions for which message is missed

p(md)= ___________________________________________________________  

number of decisions for which message is present

The effect on detector performance as the threshold

t) is varied is illustrated graphically using the

ec®iver operating ccharacteristic (ROC),shown in figure

4* This comprises a family of curves. Each curve is

0 p
a Particular false alarm probability (and hence,for a
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message/noise power ratio

FIGURE 3.4 - RECEIVER OPERATING CHARACTERISTIC

Form (1) - messoge/noise ratio known

Form (2) - message/noise ratio not required to be known



simple detector,of threshold setting). It gives the 

probability of detection as a function of message 

contrast. An alternative version of the ROC (figure 3.5) 

Plots false alarm probability against probability of 

correct detection. This is used to compare alternative 

processing schemes,without explicit knowledge of message 

contrast being required for the data used in the 

comparison. It is the form most appropriate in automated 

inspection investigations using real data,in which the 

arnplitude of the message is unknown,and noise and message 

nre probably not additive.

In order to properly characterise the decision 

Process,however,we really need to specify the 

Probabilities 'per observation interval examined'. These 

designate Q(md),etc. They are defined as (for 

example):-

number of intervals for which the message is missvA,

Q (md) =________________________________________________________

number of observation intervals examined
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The coefficients are evidentally related by(for

example):-

Q(md) - R(m).P(md) ........................... eqn.3.6

^ere,R(m) is the overall probability of an observation

interval containing a message. Similarly,we specify by

R(n) (-1 _ a(m)) the probability of an observation

interval containing noise alone.

Thus,the basic decision process is specified by the

Tollowing four equations

(1) ... Q(cd) = R(m).P(cd)

(2) ... Q(md) = R(m).P(md)

(3) ... Q(fa) = R(n).P(fa)

(4-) ... Q(na) = R(n).P(n<\)

Cases (2) and (3) constitute errors which are to be 

avoided. Some of each are however inevitable because of 

nature of the statistical decision. Each kind of
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error incurs an economic or operational penalty which ear. 

be determined quantitatively only by examination of the 

overall system of which the decision process forms part, 

^e quantify the penalty by specifying C(fa) as the cost 

°F a false alarm,and C(md) as the cost of a missed 

detection. The following equation then specifies the 

complete process:-

L * C(fa).(l - H(m)).P(fa) + C(md).H(m).P(md)
37

Here,L is the overall loss which must be minimised. 

Minimisation is achieved by suitable choice of the 

decision threshold v(t). Raising v(t) reduces P(fa) but 

increases P(md).

rnative Approaches to Decision in Detection

Maximum liklihood is not the only approach possible

f°r decision taking in detection. Others are

available,which require less 'a priori' information,or

*hich promise better performance in particular

circumstances. We now describe the most important of
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these«

The SQUARE LAW detector,in which the decision 

threshold is imposed on squared samples of signal,gives 

slightly better performance (i.e.,better P(d) at given 

P(fa)) when the message/noise power ratio is small. The 

improvement thus obtained is however trivial,being 

equivalent to increasing message/noise ratio by about 

0*38 dB (Whalen 1971). The extra complication introduced 

by the squaring would thus not seem to be .justified.

Often,all parameters required for describing a 

statistical det ection process in analytic terms are not 

available. The parameters most frequently missing are 

the probability of message occurance R(m) and the 

Probability density function p(v,m) for the message. The 

c°3t penalties C(fa) and C(md) may also be unavailable. 

Th'e surface defect detection problem is of this kind. 

Th U3,an alternative approach must be made to design of 

the decision process, for example the NEYMAN-PEARSON 

criterion (Skolnik,1962).The overall performance can then 

e sxpected to be somewhat inferior to that for the 

May
mum Liklihood detector just discussed.
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In the Neyman-Pearson detector,the threshold v(t) 

19 adjusted to obtain a specified false alarm rate,and 

the remaining parameters then chosen to maximise the 

probability of detection.

In some visual inspection applications,such as the 

automated screening of pap smears for cancer cells ,and 

the examination of PC boards for defects ,missed 

detections cannot be tolerated. In these applications,an 

INVERSE NEYMAN-PEARSON criterion is adopted,in which the 

detection threshold is set as low as is required to be 

triggered by all defect messages. The resulting high 

false alarm rate is accepted,and further examination of 

the data,possibly by a human operative,is used then to 

distinguish the false alarms. The overall cost 

Qffectiveness of the inspection process is thereby much 

improved.

Wald (1947) showed that improved performance could 

obtained in a liklihood based decision by breaking it 

UP into a series of decisions,each of which considers 

°nIy part of the data available. Each decision in the 

equence has now three possible outcomes,instead of only 

40 * These areimessage present,message absent or

1 20



insufficient evidence,look further'. It is applied to 

^tissage detection, by examining “ particular physical 

region as often as necessary,until sufficient information 

has been accumulated to reach a definite decision,with 

3Pecified statistical reliability, that a message is

Present or absent. Wald showed mathematically that the 

amount of data (or time) required to reach a decision

W1-th a given degree of statistical reliability is thus 

reduced,or the reliability with a given quantity of data 

improved,compared with an examination of fixed length.

This can be applied to message detection only when it is

Possible to examine the signal arising from a given

region of sample repeatedly,as often as is required.

This i3 practicable for example in radar systems, in

which a beam may be steered under computer control,and

Can be allowed to dwell on a region of space containing a 

doubtful target until sufficient data has been 

accumulated for a sound statistical decision. It is 

Cl 1 x* *
I1Gult to apply the approach to defect detection,since 

n ^11 scanners in common use the sample material can 

oxamined once only. Further,the noise component is 

etermined by the properties of the surface in the 

ighborhood of the defect,and will thus be the same each 

time i +• • z
is scanned!, giving no improvement from repeated
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arescannings),unless the properties of the scanner

modified each time. Andica^-’ nf* aannant-ial anqlv^iq------------------1------------------ — — -------------J----------

to practical radar systems typically provides an 

improvement in performance equivalent to an increase in 

message contrast of 3dB (Bussgang and Middleton,1955).

The GAME THEORETIC detector is an alternative and 

radically different approach for detector design,in which
•
a priori' probabilities are not required. Thi3 regards 

detection as being a game between an experimenter and an 

^cooperative Nature. The game theoretic approach 

developed originally by Von Neumann is used to describe 

^e decision process. This tabulates the consequences of 

the decision in terms of a payoff matrix(fig.3.6),in 

rfhich the (i,j)th entry specifies the benefit to A(the 

ex9erinienter,in this case) consequent upon A taking the 

G°urse of action i and B (nature) taking the action j. 

ThQ x9 benefits correspond to the inverses of the weighted 

c°3t3,L,in the Bayesian detector.

The criterion most frequently recommended for A 

^uncock and Wintz,1965) is the MINIMAX approach,in which 

3elects his decisions to minimise his maximum risk.The 

c°3t n-POI a minimax decision is always worse than the Bayes
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Fig. 3.6 Payoff Matrix for
'Game Theoretic1 Detector

Action by 'B' - true 'state of nature' 
for signal

Action by 'A' - 
assignment of 
signal



coat,and if the 'a priori' probabilities of the two 

states of nature differ widely,the minimax criterion is 

desperately inefficient. It is too conservative; bolder

better performance.tactics would generally bring about

The approach is thus of little use in defect

detection,when ' a priori' probabilities are widely

different for the alternatives,'defect' and ' no defect'.

—*5 Ideal Detectors

In figure 3.2 we assumed a particular canonic form

the detection system,in which decision (a non-linear 

Process involving an irreversible 1033 of information) is 

Preceded by contrast enhancement and followed by 

association of the outcomes of the decisions. This is 

e most common form but is certainly not the only one. 

Al tcernatives may exist providing improved performance. 

To Set the best performance possible with a given 

31?nal,one must include the maximum amount of information

the decision. We now describe two detectors which 

utllise this principle. The first (the PERFECT detector) 

generates no false alarms or missed detections provided

Message contrast exceeds 3db. The second,the OPTIMAL 
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detector,provides the best possible maximum liklihood 

performance usin'? given signal information.

In certain rather ideal circumstances,a detector 

can be obtained in which all decisions are correct (P(md) 

and P(fa) both zero) despite the presence of noise in the 

signal. This is the PERFECT detector.

This operates as follows. Consider a signal

defined by very many samples,such that the signal space ( 

aPp.'B') required to describe it is of high

dimensionality. The situation is that considered in the 

derivation of Shannon's second law (Raisbeck,1963) 

quantifying channel capacity, except that for the perfect 

detector there are only two signals,noise only, and 

nie33age plus noise. In the signal space (fig.3.7),the 

Possible 'noise only' signals occupy the surface of a 

hypersphere of radius R = (2.W.T.P)**lj2,centered on the 

Origin,whilst 'message plus noise' signals lie on the 

3Ur*face of a second hypersphere also of radius R whose 

G^ntre is the tip of the message vector. The signal 

space illustrated in figure 3.7 is two

^ensional,representing a signal specified by the two 

Epical samples S(a) and S(b) only (explained in the
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FIGURE 3.7 - PERFECT DETECTOR 

(operation explained in signal space)



inset to the figure). As the number of samples defining 

the signal increases,the volumes of the hyperspheres 

become concentrated ever more closely on their surfaces. 

Provided the message power is sufficiently greater than 

the noise power that the two hyperspheres do not 

intersect,then a planar decision surface can be inserted 

between them. The normal to this plane has the same 

direction as the message vector. The perfect detector is 

hence linear, and would be implemented by comparing a 

linearly weighted sum of the samples defining the signal 

4ith a threshold. Although (as may be seen from fig.3.7) 

ihe message power for a D.C. pulse message immersed in 

additive white Gaussian noise need be only twice the 

n°ise power (s/N=3 dB)to obtain a perfect detector,about 

1O**5 samples are required to give the signal space 

sufficient dimensionality for the theory to apply. Since

^efect signals in surface inspection occupy typically 10 

sampleg with the system parameters (particularly

re3olution) normally used,windows of observation large

n°ugh for perfect detection would be poorly matched to 

d e f a 4.
•'ct signals,giving a poor message/noise ratio.

This analysis suggests,however,that if the system

batld Width
could be increased by several orders of 
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magnitude, and if both noise and message powers increased 

with bandwidth in the same nronortion, 

detection could be exploited to improve system 

Performance. This approach regards detection as a 

communication process,in which low contrast can be 

compensated by increased message bandwidth.

The OPTIMAL DETECTOR examines the signal within a 

grid of dimension N 'windows of observation' by M. If 

the signal is an L component vector,we consider the 

3ignal within L such windows simultaneously. The total 

number of windows - N x M x L - is designated K.

The signal amplitude measured within each window 

Provides one axis of a K dimensional hyperspace. Certain 

combinations of amplitude values are found to be 

characteristic (on the basis of maximum liklihood ratio) 

the presence of a message,the remainder indicate noise

nly. Thus,the space can be partitioned into disjoint

ions,some indicative of noise only,the others of

e33age and noise (fig.3.8). Root (1970) in describing

detector,assumes the regions to have linear

boundarie3,but this
restriction is unnecessary.

’foment of regions is based on maximum liklihood
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(better,on minimisation of overall loss). If we 

designate the measures x(l),x(2), ... ,x(k), ...

x(K),then for the point x(1 ) = a(1),x(2) = a(2), ...

x(k) = a(k), ,,, x(K ) = a(T<) ,we have:-

^or message and noise,and

2x ft• ft M. ftM. . . . . ]k (X)
ft I GZ- (\\C

f°r noise only. The measures are assumed mutually 

independent. We detect by deciding that the signal 

contains noise only if P(n)>P(m),otherwise a message is 

Present also.

utiUsed.

This is the ultimate form of detector, since no

lnformation is lost prior to the one 'final' decision,

a3ed on the location within the space of the observed

ector of signal amplitudes. All possible forms of

i^nal are provided for,and all available information is
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This approach is seldom used in practice,because of 

• — 4 „ —4 •d P L 1 U 1 i

probability density functions for the various 

combinations of measures. If however the pdfs of noise 

and message are known analytically (easy for radar 

systems,difficult for defect detection),or may be assumed

SAFELY to have some known form,its use may become 

practicable. McDonough (1971) provides for example a

complete analytic description of an optimal detector for 

a vector signal

Gaussian noise.

e9uivalent to a

comprising Gaussian messages added to

The optimal detector is formally

feature space pattern classifier (Duda 

and Hart,1973).

j-L§_Soncluding Remarks

In this chapter,we have discussed detection as a 

^eci3ion process in which a choice must be made,from 

analy3i3 of finite segments of signal,as to which of two 

alternative 'states of nature' has generated the signal. 

Th e standard theory of message detection for radar and 

3°aar has been used as a basis. Several alternative 

approaches have been considered,and a canonic form has 

PeQn proposed which covers many of these,making them 
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simple to understand and to analyse. We must now 

recommend a preferred aoproach for use in surface defect 

detection.

In the presence of noise,erroneous decisions are 

unavoidable with signals of finite length,and we must 

minimise their consequences. The best performance 

possible in this respect is obtained using the optimal 

version of the maximum-liklihood detector,but the 'a 

Priori' information required for its design is in surface 

inspection normally not available. Game theoretic 

detectors give poor performance (information available 

even in surface inspection problems is thrown away) and 

sequential detection is inapplicable since repeated 

scanning is not possible. The perfect detector would 

require signals (’windows of observation') perhaps 

100,000 samples long,and anyway offers no advantage when 

eontrast is poor. Thus,we recommend the three-block 

Can°nic detector shown in fig.3.2,with the Neyman-Pearson 

sriterion used to set the decision threshold. This form 

resumed in the analysis provided in the following 

Ghapters.
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CHAP.4 DETECTION-DECISION AND CONTRAST ENHANCEMENT

4.1 Introduction As a result of the analysis presented in 

chapter 3,a preferred system has been proposed for 

detecting defects in automated visual surface inspection. 

Thia ig a canonic form,comprising a sequence of

components which can be analysed (to a first

approximation) separately. Of these,one only

(block(2),the decision stage) is indispensible,and the

Heyman-Pearson criterion was shown to be the best

Experiments show however that a single stage system 

involving decision alone is in general not sufficient to 

?ive adequate detection performance. This is certainly 

true in the specific case studied using simulation to 

demonstrate the applicability of the methodology, 

inclusion of other stages proposed in the canonic form is 

e33ential.

Chapter 4 considers the first block in the canonic 

^*OrTn,which comprises processing applied to the analog 

31?nal to increase defect contrast before a first 

^ecision. For local defects,i.e.those whose message 
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energy is concentrated within a small area of surface, 

two methods are proposed for contrast enhancement,namely 

hatched filtering,and linear weighted summation. The two 

methods are incidentally mutually independent,and may be 

applied simultaneously to the same vector signal,without 

interacting to produce a mutual degradation. For 

non-local defects(those whose message energy is dispersed 

over a considerable area of surface),a different approach 

to contrast enhancement is necessary. Processing for 

onhancing the contrast of non-local defects tends to be 

3PQcific to the particular kind of defect.

Discussion of processing methods in block(3), which 

are applied after the first decision, is provided in 

chapter 5.

follows. 

involving 

PQrformed

analysis in this chapter is arranged as

Section 4.2 discusses simple detection 

decision (block(2)) only, and uses a simulation 

using data from cold rolled steel strip to

em°n3trate its shortcomings. Section 4.3 then considers 

first approach for contrast enhancement ,matched 

filter*
ring. Jt provides a theoretical analysis of the

Qlhodology using a discrete approach,and shows how an 
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optimal set of match waveforms may be chosen,in the 

absence of definite 'a priori' information concerning the 

shapes of defect signals. Simulation analysis is then 

invoked to demonstrate that matched filtering enables 

defects to be detected which the system would otherwise 

miss. Section 4.4 then considers the alternative method 

for enhancement involving linear weighted combination of 

several segments of signal containing message information 

from the same defect. A theoretical analysis indicating 

the improvement in performance obtainable is again 

Provided,together with a proceedure for obtaining optimal 

values for the various parameters involved in the 

combination. Thi3 is followed by a demonstration using 

31-Tiulation that the approach is effective in practice.

Discussion of methods for enhancing non-local 

defects, i.e.,those whose message energy is distributed 

°ver a substantial area of surface,is provided in section 

4 s .A completely different approach is required in this 

Ca3e,and it is impossible to provide a single analysis 

°overing an typ93 of non-local defect,so attention is 

concentrated on one specific type. A methodology for 

enhancing this defect is presented. This is followed by 

an analyaig indicating the magnitude of the increase in 
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contrast thus obtained. Simulation analysis over cold 

rolled steel strip is then used to con f irm that the 

methodology is effective. Finally,general conclusions 

regarding enhancement prior to decision are presented in 

section 4.6.

The specific problem used for demonstrating the 

aPplicability of the various processing methods by 

simulation (i.e.,the visual inspection of the surface of 

G°ld rolled steel strip) was introduced in section 1.5. 

A detailed description of the data base and package of 

computer programs used in the simulation is provided in 

aPpendix ' A'.

^L-petection Using Decision Only

The first task was to determine the limitations of 

detection using decision only,using simulation applied to 

scalar signal. Thi3 was carried out over the steel 

^ip data base. A particular form of 'decision only' 

"t-ctor,the SIRA (or moving average) detector originally
J
escribed by 3rook (1971b) was used. This is noteworthy 

a*xng been implemented in hardware in fully 

133



engineered form,and having been used on-line in several 

installations (Brook et al.,1977). It compares the 

signal with an attenuated (the attenuation may be greater 

than unity) (fig 4.1),low-pass filtered version of 

itself,and generates a defect trigger whenever the 

unprocessed signal crosses thi3 threshold. It thu3 

adapts to local variations in signal mean. The low-pa3s 

filter delays the reference signal relative to the raw 

31gnal. When this delay is not removed,the SIRA detector 

13 adaptive only to the mean of 'past' signal 

amPlitude;future values are not considered.This 

combination of low pass filtering followed by subtraction 

generates a high pass filter, which is sensitive 

Preferentially to edge defects,and responds badly to 

iarge area defects particularly when these have poor 

contrast.

Figure 4.2 illustrates the wide variation in 

resP°nse of the SIRA detector. The variations in trigger 

clusters derived from the different signal components 

Vi
w that different information i3 available in the 

arious components. It shows triggers generated from the 

P^ular ,7deg. off-specular and 30 deg. off-specular 

viewe rxroi the same sheet,with both positive going and

134



teoM

X
<*— A'r 'KX

n *- Su^ivAt M £'

FIGURE 4.1 SIRA DETECTOR - PRINCIPLE OF OPERATION 

(negative going message signal)



UO-'Nyid NHOS 01 jy3d-lSI0

uo-’Ndia NtJOS 01 dd3d‘IS I□

DIRECTION OF SHEET NQVEHENT

NUOS 01 dd3d’IS I □



CO
LD

 RO
LL

ED
 STE

EL
 STR

IP
 

CO
LD

 RO
LL

ED
 STE

EL
 STR

IP
 

CO
LD

 RO
LL

ED
 STE

EL
 STR

IP



negative going thresholds. The variation in the area of 

diggers plotted in the videoprints arises because 

detection stops when 4000 triggers have been gathered,for 

economy. The parameter ATM specifies the attenuation 

applied to the reference signal. If ATM is less than 

unity,negative going pulses generate triggers,if ATN is 

greater than unity,the triggers are generated by positive 

going pulses.

The first stage in evaluating the SIRA detector in 

simulation was to select values for the attenuation and 

cut-off frequency to give best detection whilst 

satisfying the false alarm rate requirement. This 

involved,firstly, processing sheet known to be free of 

defects and varying the threshold level until the 

reRuired false alarm probability was obtained. Sheets 

containing selected marginal defects were then 

-xamined,and the cut-off and delay adjusted to achieve 

^est detection. Optimal parameters were selected for 

both positive and negative going messages.

Initially,the delay introduced by the low pa33 

filter,r wa3 not removed. To investigate its effect,the 

eIsy was halved,then reduced to zero. This produced no 
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improvement in detection performance,so the delay was 

retained(removing it would complicate the hardware)= 

Since the characteristics of the signal may differ 

between the three sensors, a separate optimisation was 

performed for each.^ criterion are as follows:-

cut-off frequency-20,000 Hz.

attenuation,1.12 for +ve going and 0.95 for -ve going 

signals.

Cut-off frequency had little effect on performance 

between 2000 and 20000 Hz. The evaluation was performed 

°n sheets C99.04, C99.O5,C99.O6,C99.O7.

determine the efficiency of detectors using decision 

taking from threshold comparison only,data from 140 steel 

3beets containing defects (app’3*) was analysed 

COrnPutationally. Detection performance was determined by 

n°ting the locations of triggers produced by the 

detector,relative to squares indicating the position on
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the 3heet at which defect markings are known to be 

Present, using a videoprint (app'A*). To minimise the 

cost and labour involved in evaluating detector

Performance over a vast data base, a computer program 

(called EPERF) was produced which examined the locations 

triggers on videoprints,without actually plotting them 

°n microfilm. Detection was considered successful when 

defect triggers were detected within the squares,but not 

cutside them.

The simulation investigation showed the SIRA 

detector applied in the 'x’ direction to be adequate for 

30 of the 36 kinds of defect considered. It was however 

lnadequate for detecting edge strain,point wrench, pinch 

niarks,sticker wrench,seams and chatter marks.

For some defects,the direction along which the 

threshold ia applied is significant. On cold rolled 

3tcel strip,edge strain and sticker wrench generate marks 

which the signal changes much more rapidly in the 

direction of sheet movement (y-direction) rather than in 

t hQ scan direction which is perpendicular. Merely 

Urning the SIRA detector round through 90 degrees,so 

that if- / \operates in the y-direction (.between scans)
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rather than within individual scans in the x-dircctlon

was found to be sufficient to detect one kind of defect

(edge strain) adequately The optimal settings for the

SIRA detector used were found by experiment to

be:-cut-off frequency,0.75 cycles per

cm.,attenuation,0.87, excursions,negative going,and 

signal component,specular. Figure 4.3 (a) shows sheet 

C23.04 containing edge strain viewed specularly,with 

triggers produced by the standard SIRA detector. No 

trace of the defect is discernable. Figure 4.3 (b) shows 

the same sheet viewed at the same angle,but using the 

rotated SIRA detector with optimal parameters. The shape 

°f the marks due to edge strain is clearly evident.

This approach did not however work for sticker 

wrench,for which the defect contrast appears to be too 

small.

4.3 Contrast Enhancement Using Filters

Th -p •e first elaboration of the detection system to be 

lnvestigated for enhancing message contrast is filtering 

(block (1 )in figure 3.1) . In practical application,this 

P°ses difficulties because the defects produce message
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responsive to widely differing shapes. Hill (1977)

signals varying widely in size and shape. An early

examination of this problem (Norton-Wayne,1972)

recommended use in this case of a bank of filters

implemented this detector in simulation,particularly to

detect the large area,low contrast defects common on

tinplate,and to delineate the areas occupied by the

defect signals as an initial stage in their

ident ification. Hill assumed the shapes of defect

signals to be triangular and symmetric, and used a bank

containing

The signal

6 shapes,3,5,7,11,21, and 81 samples long.

following convolution with each was normalised

Tor equal energy,and the largest taken as indicating the

Presence of a defect,and its extent.provided the signal 

level exceeded a threshold.This threshold was also 

normalised to total signal energy. This detector is 

shown in block diagram form in figure 4.4, with 3ome 

typical input and analogue output signals in figure 4.5. 

Convolution in the space domain is completely equivalent 

t° filtering in the frequency domain,and is in digital 

Torm much easier to implement and to analyse.

This detector was also evaluated using cold rolled

3trip data ,and the threshold adjusted over clean sheet
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FIGURE 4.4 MATCHED FILTER BANK QfB) DETECTOR 
block schematic showing principle of operation



MATCHED ALTER SIMULATION {CORRELATION DETECTOR)

FIGURE 4.5 MATCHED FILTER BANK DETECTOR-ANALOGUE OUTPUTS

MATCH 2MATCH 1

Match 
Wave forma

MATCH 4 MATCH 5MATCH 3

(a)

(b)

(c)

(d)

(e)

(signals (a) to (e) respectively are outputs of transversal 
filters 1 to 5 respectively)



to optimise performance. It is difficult with the MFB 

detector to adjust to a specified false alarm rate,since 

there are in effect 6 different windows of observation. 

Thus,the same significance must be attached to each 

output pulse,irrespective of its length. Values of 30 

for the specular,and 20 for the two off-specular 

channels, were found to be optimal. Their correctness 

has been confirmed by later work by Hill (Norton-Wayne 

and Hill,1979) over the same data.

The performance of the MFB detector in this form 

*as found to be almost the same as that of the SIRA 

^Qtector,over the data base used in which the defect 

Message shapes rarely resemble triangles. Evaluation 

over different data, e.g. that obtained from scanning 

^opiate which contains many large area defects of low 

contrast has shown the MFB detector to be superior for 

that data (Hill,1977). However,for cold rolled strip, 

the shapes of the defects as delineated by the MFB 

^etector were significantly inferior. This was later 

Borton-Wayne and Hill,1979) traced to an effect termed 

everse delineation. This can be eliminated,but the 

Processing required is expensive.
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By lowering the detection threshold to increase 

sensitivity,it was possible to sense point wrench and 

Pinch marks,but the number of false alarm triggers then 

obtained was much too high (figs.4.6 and 4.7). 

However.detection can be achieved using this low 

threshold if a means can be found for rejecting false 

alarm triggers whilst retaining triggers due to defects. 

Thia ia considered in chapter 5.

Although the MFB detector incorporates filters

intended to be matched, their form had been selected

ernPirically and without theoretical analysis. The MFB

filter ia further one-dimensional whereas most defects

are inherently two-dimensional. Thus,much improved

contrast enhancement may be possible.provided an

aPpropriate form of filter can be devised.The first step 

ln obtaining such an optimal filter is theoretical 

analysis. Hill (1977) attempted to apply theoretical 

analysis to matched filters for surface defect 

detection,but used a cumbersome analogue theory. We use 

an niternative discrete analysis.which is equally 

r-“-porous but is far more comprehensible. It extends an

aPproach described by Schwartz and Shaw (1975).
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FIGURE 4.6 POINT WRENCH SENSED WITH STANDARD PROCESSING
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FIGURE 4.7 PINCH MARKS SENSED WITH STANDARD PROCESSING
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A non-recursive filter,H,(and ANY filter may be 

implemented non-recursively,see fig.4.4), consists of a 

sequence of N weights,i.e.:-

H = h(l),h(2), ... ,h(k), ... ,h(N) ... 41

message signal ,M, being passed through the filter is 

also a sequence containing N samples,i.e.:-

M = m(l),m(2), ... ,m(k), ...m(N) 42

^ach message sample m(k) is accompanied by a

corresponding noise sample n(k) The noise samples are

aa3umed to be uncorrelated,of zero mean,and to obey a

au33ian distribution. As usual,the noise component is

a-'‘ways present in the signal,the message component only 

Ornetimes. The signal and filter sequences are 

Onv°lved,giving as output the weighted sum S,given by:-

(message present)

...43
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S* =/h(k).n(k) (message absent) 4.4-

To find the optimal filter sequence H' i.e. that which 

maximises the probability of detection for given false 

alarm rate,we maximise the contrast parameter Z .defined 

by:-

2 7
Z = (e (s ) - E(s’)} /E(S'^) 4 5

is considered as being measured when the sequences H 

and M coincide exactly,and E(.) denotes expectation. It 

may be shown (Skolnik,1962) that if the noise is both 

wbite and Gaussian, then maximising Z will maximise P(d) 

at given P(fa),but that this is not necessarily true if 

the noi3e,though white,is non-Gaussian.

Since the noise samples are independent and have

Zer° rciean,E(s') is zero and E(s) is given by

A 'b
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Further,

ECS’2*) « sZJ"htk)
4^

where s is the standard deviation of the noise.

™hus,the expression for Z becomes:-

z 4 8

determine values for the coefficients H’ which

Maximise Z,we use the Schwartz inequality,which states in

discrete form (Ayres,1962) that the squared length of

the product of two vectors X and Y is equal to or les3

than the product of their lengths squared,and that

equality ia achieved only when one vector is a linearly

scaled version of the other,i.ethey both point in the

same direction in signal space (Appendix B). That is, 

l|x || ,||y  || ,with equality when X = cY,with c a scalar.

Th Ua,dividing equation 4.8 by the RHS of equation 4.6,we 

obtain:_
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43
k>|

which is maximum when each filter sample h(k) is some 

constant times the corresponding message sample m(k). 

The height of the ’blip' due to a message,relative to the 

surrounding noise,is seen to be maximised by convolving 

the signal with a scaled replica of the message. The 

optimal or 'matched' filter is thus (for a real signal) 

identical to the message. It is,however,time-inverted 

(Skolnik,1962),as is seen by recalling that the first 

stage in a convolution process is an inversion in time.

The analysis can be extended to cover the case when 

th 9 noise is Gaussian but non-white. This involves 

Psaaing the signal through a pre-whitening filter ,which 

suppresses and enhances appropriate frequences to make 

th 9 noise white. The message is also modified by the 

Pra~whitening filter,and the enhancing filter must be 

i 'l-‘--^nel to match this modified message.

The magnitude of the contrast improvement

Q
9luent upon matched filtering is obtained by
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substituting m(k) for h(k) in the formula for Z (eqn.4.B)

■'then filter and signal are matched exactly, their contrast 

is (Skolnik,1962) 2S(O)/N where E(0) is the message

energy within the window of observation,and N the noise 

energy per cycle of bandwidth.

In surface inspection applications,the message 

3e<luence is generally not known explicitly, and may vary 

widely for the different classes of defect within a 

Particular task,and even within a given defect class. 

^hus,an 'optimal' M cannot be found,and an estimate M' 

^a3 to be used instead. This provides some gain in 

contrast,but the match is not exact. The performance 

achieved is not truly optimal. To determine the extent 

the sub-optimality consequent upon mis-match, with the 

objective of selecting a 'best' waveform for the 

irnperfect match, we extend the analysis as follows.

Let the contrast parameter correct for the message 

Qing filtered be Z,but only Z' with the sub-optimal
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weighting sequence being used. Z* will be smaller than Z 

♦ m the ratio D-Z’/'Z. Z’ is obtained by substituting the 

sub-optimum sequence m' for the correct sequence m in 

equation 4.9. On making this substitution,we obtain for 

0 the following expression:-

4.11

and since the denominator equals |m(k)|**2,we have for

ln which m(k) is the sequence for which the fil ter is

matched,and m’(k) i3 the sequence actually being

Processed.

To obtain a value for D which is independent of the

ma?nitude3 of the message and filter vectors m and

’these must be normalised by scaling such that their

r^ths both become unity. This involves dividing each
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by quantities m(0) and m(O’) respectively,given by:-

and

■ftien D i3 computed with the scaled quantities,the filter 

mismatch can be examined as a function of shape only. It 

13 effectively proportional to the cosine of the angle 

between the vectors M and M' in signal space (fig.4.8)

In the absence of a known and definite waveform for 

defect signals, it seems reasonable to choose as match 

*eveform that having minimum mutual degradation of 

9nhancement with all other waveforms. Table 4.4 shows 

Mutual degradations between 5 waveforms which might be 

considered typical of defects,namely rectangular 

Pulse,symmetric triangle,ramp,semicircle and one cycle of 

33-nusoid. It was computed by substituting sequences of 

numbers representing the various waveforms in 

■'^n.4,2,which were normalised before further computation.

Th sequences were each 21 samples long.
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TABLE 4.1 DEGRADATION IN MATCHED FILTER GAIN

rTiM □» r> «KZ I l X n. 11 X Li OF MATCH FOR DIFFERENT FILTERS

(the | i,,j} th entry ia the match |d ) between wavef

orma i and j)

Filter Shape Av.
maTc M

_/V ^7
1 0.732 0.767 0.863 0 O.68t

0.782 1 0.600 0.950 0 0.664

0.767 0.600 1 0.662 0.120 0.61L

0.863 0.950 0.662 1 0 O.631S

0 0 0.120- 0 1 0.224

An average match can be computed by aumming the row 

ntrieg in table 4.1,and aelecting the waveahape for 

hich the sum ia Haki mov  ,under the aaaumption that the 

arioua waveahapea are equally likely. The numbera 
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obtained show the semicircular pulse to give best 

performance, but this is only slightly better than the 

symmetric triangle and the rectangular pulse,and since 

the match waveforms suggested are somewhat arbitrary 

anyway,the difference cannot be considered significant. 

However,the rectangular pulse is much easier to compute 

than the symmetric triangle and semicircular pulses 

(since all multiplications in the convolution are by 

unity),and must thus be preferred in practical 

application.-

The ’single cycle of sinewave' is orthogonal

(appendix ’3’) to the symmetric match waveforms (1 ), (2 )

dn<1k4),and therefore generates a zero output from these 

filters at coincidence. Only for the asymmetric filter 

is a finite output obtained. It is possible that 

some defect signals (for which the amplitude goes both 

above and below zero within the window of observation) 

suppressed rather than enhanced using the symmetric 

filters used thus far in the simulation,and it might 

Ppove profitable to try some asymmetric forms.

The properties of the matched filter in its signal 

Pace representation are illustrated in figure 4.8. For

1 50



FIGURE 4.8 MATCHED FILTER DESCRIBED IN SIGNAL SPACE



clarity,only the three dimensions defined by the axes 

31,32,3’5 (representing a signal three samples long) are 

shown. The vector M represents the signal for which the 

filter is matched,and M' represents another signal,in 

general mismatched. The lengths of the vectors are for

Matched filtering not significant. Only the angle 9 

(more properly its cosine) between the vectors matters. 

Thug,any M’ lying along M would be a perfect match. The 

vector J represents a message orthogonal to the filter 

-t ,which has zero output when message and filter coincide. 

Vector L represents a message equal but opposite to the 

filter waveform M. It is still regarded as providing a 

Perfect match; the angle between message and filter is 

130 degrees and its cosine is -1,but the expression for 

contrast,Z, (eqn.4.9) incorporates a squaring and is 

hence insensitive to sign. The proper interpretation is 

that M and L are perfectly matched,provided a negative

?°ing excursion is sensed in the decision stage.

filters in a Matched

form an orthogonal set

signal waveshape will

output amplitudes at

If the waveshapes of the 

Filter Bank are chosen to 

^Pp. B'),then each distinct 

generate a unique vector of

incidence.
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The signals encountered in surface defect detection 

are generally two-dimensional, thus a two-dimensional 

matched filter should give better enhancement than a 

one-dimensional filter. The theory and signal space 

interpretation of such filters is a simple extension of 

that for one dimension (an explicit description is 

provided in (Norton-Wayne,1930a)),in which each sample 

requires two 'order' indicies for its 

specification,instead of one. The more samples used to 

define the match waveform,the more difficult it becomes 

in practice to provide a match to a given mean error.

To demonstrate by simulation the effectiveness of 

matched filtering for contrast enhancement, the defects 

seams ,sticker wrench and point wrench were examined. 

The fir3t two could not be sensed even by lowering the 

detection threshold. Point wrench,though sensible in 

this way,required a high false alarm rate. All three 

^tnds of defect have a distinct and characteristic shape 

arrd size in two dimensions. Thus,use of two-dimensional 

etched filtering seemed appropriate for these defects.

Seams take the form of lines which are low contrast 

ab3°rbers,about 1mm wide, extending in the direction of 
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sheet movement. The standard SIRA detector when used

alone cannot sense seams (fig.4.9).

filter comprising a rectangle 1cm 

A two-dimensional

long by 1mm. wide

was used (fig.4.10), producing the result shown in figure 

4*12. Using a filter triangular in the x (scan) 

direction and rectangular in the y-direction (shown 

dotted in figure 4.10),produced no perceptable 

lrnprovement in contrast confirming the prediction that 

the enhancement obtainable by matched filtering is 

largely unaltered by small changes in the match waveform.

The enhancement produced by the two-dimensional 

filtering was in fact so effective that seams too faint 

■L
0 he perceived by the human eye were made 

detectable confirming the prediction made in chapter 1 

3ection 6,that visual inspection by machine should 

ultimately prove superior to human inspection,even when 

the human operative performs under ideal conditions of 

speed, zero fatigue and perfect competance.

The approach was further used successfully to

uhance point wrench,the filter being a bar 1 cm. wide

the diagonal of a 1cm.square (figure 4.11) using

original insensitive threshold setting.
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FIGURE 4.10 - TWO-DIMENSIONAL FILTER FOR ENHANCING SEAMS

FIGURE 4.11 - TWO-DIMENSIONAL FILTER FOR ENHANCING POINT WRENCH



kj 
kJ

k)

k) 
kj
-j

Cj

kj
6
k>

W3--NyIQ NbOS 01 dd3d‘±910



4.4 Contrast Enhancement Using Channel GoniV>i r<a  Lion 

Another approach for improving message contrast is to 

form a linearly weighted sum of the signal components and 

to treat this as a scalar signal. The theory of this 

form of enhancement is discussed below. In the 

analysis,the noise components,n(i), are assumed Gaussian, 

and of zero mean. For the simplest case in which the 

noise components of the signals being combined have the 

same amplitude and are completely uncorrelated, and the 

message components m are also the same size but are 

completely correlated,we obtain on adding N similar 

signals a resultant L given by:-

L =

M.L’

4.13

before combination,the message/noise ratio was m/n, 

a^ierwards it becomes m/N^n. Thus,combining the N 
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similar signals improves the message/noise power ratio by 

a factor N , and the amplitude ratio by (N

In practice,the noise components are almost 

invariably mutually correlated, at least partially,and 

the signals have different amplitudes. In this case, the 

variance of the signal resulting from the linear 

summation of fl mutually partially correlated signals is 

given by (Hoel,1965):-

M2- VHx 2-
SN= ja( i) +

IJ f

re»a(i) is the relative amplitude of the i th. signal, 

is the coefficient of convolution between the i 

and j th. signals,and <S(i),S(j) are the standard

deviations of the i th. and j th. signals,respectively.

For the simple case when the signals have equal 

tandard deviation i.e., S(l) = ^(2)=^(3)= ... = 5, have 

amplitude (i.e. a(1 )=a(2)=a(3)=...1),and equal

^tual correlations ( V( 1 , 2)= ^(1 ,3 )= V^2,3)=... = ^) , the 

XPression for$(N) reduces to:-
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2 2
£ (N) = N.S+ N(l-l)5-r .... 4.20 .

,2- 1-
^>(N) = n 5.11 + (N-1 )Vi ...................... 4.21

IF the contrast before combination was m/$ »it will

increase after combination to:~

4.22

An expected,this expression increases to the upper bound 

• m/ when =0, and decreases to m/S (no 

improvement) when the noise components are completely 

correlated and ^=1 .

The question next arises,given a set of signals for 

*hich the correlations between the noise components are 

^nown,can a set of weights be chosen which will maximise 

th e ?ain in contrast consequent upon combination,and,if 

30’ then what are the weights.

The problem is illustrated in figure 4.13. This is 

3Qatter diagram showing the resultant (vector) signal 

°imied from two mutually partially correlated scalar 

■LTnHlg s(l) and s(2). The noise component
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FIGURE 4.13 CONTRAST MAXIMISATION USING WEIGHTED
LINEAR COMBINATION OF SIGNAL COMPONENTS



(stochastic)is shown by the shaded contours of equal 

probability,which are ellipses as is characteristic of 

Gaussian noise. The message (deterministic) is 

represented by the cross.

The scalar signal formed from a typical linearly 

weighted 3um of the two components s(l) and 

3(2),S=a( 1 ),s( 1 ) + a(2).s(2),is represented by the dotted 

line. The numbers a(l) and a(2) are the weights. Let 

the angle between the message and the linear sum be 

theta. '/Then message and sum do not coincide in 

direction, the magnitude of the message is reduced by a 

factor cos(theta) by projection. As fig. 4.13 shows,the 

m*gnitude of the noise may fall faster than this. An

optimum position clearly exists,but is best found

computationally,or by trial.

The related question as to whether better

performance could have been obtained by taking decisions

3-Parately for each signal component,then combining the 

°utcomes logically,is dealt with in chapter 6.

One particular kind of defect considered in the 
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simulation analysis is particularly challenging in that 

application of none of the methods described prior to 

section 4.4 enabled the defect even to be sensed. This 

defect is sticker wrench,caused by the laps of coil 

sticking together during annealing. The surface is 

damaged when the laps are dragged apart during 

uncoiling,but the physical nature of the modification to 

the surface,and its effect on the scanner signal,are 

uncertain and appear to vary considerably for different 

°ccurances of the defect.

The correlation properties of the noise have been

Assured for this problem (chap.2,section 4) ,but the

direction of the message vector is unknown,and very

difficult to determine. To enable this method of

G°ntrast enhancement to be used in the simulation

investigation,the following proceedure has been used.

^irst,the best possible guess as to the direc tion of the

rne33age vector is made,guided by available extraneous

ln*ormation. The correct solution is then found

■’•teratively by a series of trials,in which the vector of

Onitination weights i3 varied along its three axes ,and

position giving optimal performance hence determined.
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Thia approach was applied in simulation to sticker 

trench. It was believed initially that this deflects the 

incident light.causing the specular signal to fall,and 

both off-specular signals to rise. The nature of this 

signal is shown as vector (1 ) in figure 4.14 which 

assumes for simplicity that the signal is deterministic.

The linear combination optimal for increasing 

contrast is of the form:-

C(optj = a(l).s(l) + a(2).s(2) + a(3).s(3) ....

4.23

in which the coefficients a( 1 ),a(2 ) and a(3) are to be

determined. Since we are concerned only with the
J •
Section of the defect message in signal space

(otherwise the combination
of components will produce a

^ain or attenuation),we should to be rigorous have

a(’ )*»2ta(2)**2+a(3)**2=1. However,this variation is

a^en care of in the adjustment of the threshold. The

ypothesis originated by workers at Hooghovens (De Jonge 

’^979) that a(l) should be negative, and a(2) and a(3) 

Po 3it**cive accords with their photograph of sticker wrench 
(fix,

~>*4.19) but does not supply magnitudes for the
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coefficients.

Several combinations were examined,and the optimal 

values for the weights were found empirically to be:-

a(l ) = + .8O a(2)»-.48 a(3)»+.6O

T° establish that the values shown were indeed 

optimal,the chosen vector was 'rockedi.e.,small 

increments were applied individually in each direction to 

the weights),and performance was seen not to be improved, 

^e location of the optimum was not critical. Variation 

by + or - 0.1 in each coefficient produced little change 

in contrast.

Thus,the true position of the signal vector appears 

i° be (2) in figure 4.14 The signal rises on both 

sPccular and 30deg.off-specular channels,and falls on the 
7 j

eS«off-3peGuiar channel. This does not accord with the 

R°oghovens prediction; the discrepancy is probably 

because if,as Hooghoevns suggest,sticker wrench is a 

Reflecting defect,the sensor must lie JUST OUTSIDE the 

^inlobe if it i3 to exploit this deflection. But visual 

Xarnination of stickers often shows an INCREASE in
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FIGURE 4.14 DETECTION OF STICKER WRENCH ANALYSED
IN SIGNAL SPACE



intensity in the specular direction (fig.4.15),thus the 

hypothesis that sticker wrench is largely deflecting is 

probably not correct. Most important,we have seen from 

fig.4.13 and the text interpreting it that knowledge of 

the vector direction of a signal will not necessarily 

yield the linear combination of components giving best 

enhancement of contrast, unless the noises in the 

components are equal and mutually uncorrelated.

The extent of the improvement wrought by the 

combination is seen by comparing figure 4.16 (before 

combination) with figure 4.17 (after combination). 

Stickers are clearly discernable on the latter,but not on 

the former.The evaluation was performed on 3heet C12.24 

and confirmed on sheet C12.35.

Besides combining components,this processing 

lnvolved elongating the spot in the scan direction 

Window 5 samples wide),then thresholding with the 

longitudinal SIRA detector developed originally for edge 

strain. This accords with the shape of sticker wrench 

^rksjas shown in figure 4.15. A block diagram of the 

Processing sequence used is shown in fig.4.13.
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FIGURE 4.15 STICKER WRENCH - NORMAL CONTRAST 
(source - British Steel Corporation)
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FIGURE 4.17 STICKER WRENCH-VIDEOPRINTS FROM OPTIMALLY PROCESSED

SIGNAL

VIDEOPRINT
COLD ROLLED STEEL STRIP

DIST . IN SCAN DIRN .-CM

SHEET : - C12.24 DEFEC" 'YPE STICKERHRE

PROCESSING:-

DETECT0R:-80 *SPEC -485DEG.0/S SO30DEG . O/S

TRIGGERS GENERATED BY:4_ONG. RA DETECTOR .ATN=1 . 035 . CUT- OFF = 70000
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Despite this progress successful detection of 

sticker wrench is not claimed. The defect varies too 

rauch in its properties (fig.4.19 shows a photograph of a 

sample giving reversed contrast),and the signal after 

thresholding contains too many false alarm triggers which 

are CLUSTSR3D due to the elongated spot ,and hence cannot 

easily be removed by trigger association.

If,however,a camera containing a CCD line array is

used as sensor,with incoherent illumination,the contrast 

°f the sticker marks is much improved and detection 

becomes much easier. Figure 4.20 |taken from the work of 

Yaxley (1979)} shows the signal obtained when 3heet C 

12.24 was examined using a CCD line array camera. The 

sheet was viewed vertically,with the illumination 

incident obliquely from an uncollimated tungsten filament 

lamp. The exact position of camera and illumination were 

f°und to be uncritical. A longitudinal SIRA detector was

U3ed to generate triggers. Sticker marks are visible

clearly, although the signal is scalar only. Since 

n°ise triggers are distributed randomly (there i3

the

no

3Patial filtering) the trigger association to be

^ascribed in chapter 5 should have no difficulty in

di3P03ing of them
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FIGURE 4.19STICKER WRENCH - REVERSED CONTRAST
(source - Hooghovens)



FIGURE 4.20 STICKER WRENCH - SENSED BY CCD ARRAY

(sheet C12.24; from Yaxley,1980)



4.5 Detection of 'ion-local Defects

Virtually all defects encountered in automated 

surface inspection are essentially LOCAL,in that the 

message energy is concentrated within a few samples of 

signal,which are close spatially. For these, the 'window 

of observation'must be relatively small('matched' to the 

defect) to obtain good contrast.

However,sometimes defects are encountered in which 

the message energy is spread (often rather thinly) over a 

substantial area of surface. The message signal is then 

^L0BAL,and a somewhat different approach must be used for 

lmProving contrast. The method appropriate for 

enhancement of non-local defects is generally specific to 

ths type of defect,and the provision of a general 

^sthodology for their enhancement is thus not possible. 

^nstead,we shall consider one specific kind of non-local 

defect in detail. This is chatter marks,one of the 

difficult defects encountered during the simulation 

Inve3tigation on cold rolled steel strip.

Chatter marks comprise bands alternately light and 
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dark,running along the scan direction. The contrast is 

poor and the intensity variation is not abrupt but is 

almost sinusoidal. However,the bands tend to be 

uniformly spaced. They have .just sufficient contrast to

be discernable to the human eye,and appear to absorb

rather than to scatter or deflect.

Thus,the first stage in improving contrast 13 tO

average the sample amplitude within each scan. Since

each 3can contains 700 samples which are mutually 

^dependent (chap.2,sect.4), the contrast is thereby 

improved by a factor (700)**l/2 ,i.e.26.5. The averaging 

Pr°duces a one-dimensional signal running down the sheet 

ln the rolling direction. Figure 4.21(a) 3hows this 

signal plotted for sheet c17.O4; despite the 

considerable increase in contrast due to the sample 

averaging,the bands are not discernable.

The periodicity is however almost certainly 

Present,though still obscured by noise. The next step is 

thus to compute the power spectrum of this signal,which 

13 the squared modulus of its Discrete Fourier Transform. 

Th ‘13 was performed using an FFT algorithm provided as a 

library subroutine. The theory behind this processing is
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explained in appendix 'B'. The power spectrum is shown 

Plotted (on a logarithmic scale)in figure 4.21(b) A peak 

ln the signal power is clearly visible at a spatial 

frequency about 2 cycles/cmwhich corresponds nicely to 

the measured wavelength of the chatter marks which is 

ehout 0.5cm. The initial measurement on sheet 017.04 was 

confirmed by a second experiment on sheet 017.06,but a 

further experiment on sheet 017.02 which also contains 

chatter marks did not produce the expected peak. Visual 

examination of this sheet showed that the defect was 

lntense enough to be visible to the human eye over a 

region 12 cm. wide extending the full (30cm.) length of 

t Vi‘e sheet,whereas it was visible over the full (30cm.) 

w*dth of sheets 017.04 and 017.06.

Thus,one must conclude that chatter marks can be 

detected following contrast enhancement by scan averaging 

Fourier transformation,provided the defect is visible 

0 ^he eye over a region at least 30cm. wide and 30 

m,long. Detection was successsful only for the specular 

1^nal,not off-specular. This accords with the

^Servation that the defect absorbs incident light,but

d°es not scatter
or deflect . Control experiments on

^eeta not containing chatter marks (i.e. sheets 012.24,
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C13.10 ,023.25, and C99.1O {fig.4.22}) gave a spectrum

without significant isolated peaks.

Another kind of non-local defect is introduced 

during rolling by imperfections on the surfaces of the 

rollers. These generate marks on the rolled surface 

which recur with a periodicity equal to the roller 

circumference. This periodicity can also be exploited to

enhance contrast. However,the data base used in the

eimulation comprised sheets 30 cm long and the

circumference of the rollers is much greater than 1

^etre. Thus, roller periodicity could not be covered in 

ihi3 investigation. This is the only fundamental 

limitation inherent in the data base.

Conclusions

In this chapter,we have considered methods for 

lrnProving detection performance by maximising message 

-ontrast before a first decision is taken. In 

^rticuiar>a thorough theoretical analysis has been 

Pr°vided for matched filter enhancement,leading to a 

3°und proceedure for choosing optimal match waveforms 

when the form of the message signals i3 not known 
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explicitly. The use of a linear weighted combination of 

the components of the vector signal has been 

investigated,and an experimental proceedure demonstrated 

which has been shown to give a worthwhile increase in 

defect contrast. A proceedure has been described for 

implementing the enhancement (i.e.,for determining 

optimal values for parameters, given sample data for the 

specific problem). Operating on summed signal components 

has however certain disadvantages, to be discussed in 

chapter 6,section 2.

Simulation analyses have been presented which 

demonstrate the effectiveness of both matched filtering 

and component combination in increasing the detectability 

appropriate defects. Finally,enhancement for 

n°n-local defects has been considered, and a methodology 

has been proposed,analysed theoretically and demonstrated 

U3ing computational simulation,for one specific kind of 

defect since a general solution is for this problem 

Relieved to be impossible.
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CHAP.5 ELIMINATION OP FALSE ALARM TRIGGERS USING

ASSOCIATION

5-1 INTRODUCTION

It ia commonly found in surface defect detection 

problems that the contrast of defect messages with 

respect to accompanying noise is very poor. 

Thus,although use of a low detection threshold proceeded 

perhaps by contrast enhancement can enable many defects 

having poor contrast to be sensed, the number of false 

alarm triggers generated is then so high that detection 

cannot be claimed. We now discuss some non-linear 

filters for two-dimensional binary signals,which 

eliminate false alarm triggers but retain triggers 

arising from defects. They exploit the property that 

triggers due to false alarms are distributed uniformly 

anh at random over the surface ,whereas triggers due to 

defects occur in clusters which, though differing 

considerably in shape with defect type,are relatively 

closely packed. The role of trigger association in an 

Overall detection system is seen from the canonic form 

3hown in figure 3.2.
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The filters operate on common

Prineiple,illustrated by figure Thio shows the

characteristic distributions of triggers due to noise

(horizontal hatching) and due to defect messages

(vertical hatching). It is assumed that the noise is

white (i.e.,that .joint probabilities of all orders except

the first are zero),and,further,have zero mean and

constant variance. This has the consequence that the

Probability p(0) that the signal within a given window of

observation exceeds a particular threshold and generates

a trigger pulse i3 equal for all windows,and is

independent of the state of the signal within all other

windows. For each cell representing a window of

observation,the probability p(0) is small (in

Practice,not greater than about 1 in 1000),so the

c 1> • » •

Probability of noise triggers occupying adjacent cells is 

then very small indeed,i.e. less than 3 in one million.

The probability of large clusters of triggered 

G9Us occuring by chance is correspondingly minute. For 

a selection of N cells,the probability p(K) that K (K<N) 

the cells simultaneously contain triggers due to noise 

13 £>iven by the binomial distribution:-
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k Cm-k )
p(K) -^!/K!(l-K)!].p(O).|l-p(O)| ......................

Further,the probability P(K) that the selection contain K 

OR MORE noise triggers is given by the cumulative 

binomial distribution:-

P(K) =

Recause of the independence assumption,p(K) and P(K) 

depend only on p(O),K and N,and are independent of the 

relative positions in the surface of the various cells. 

F°r reasonable values of p(0) ,K and N,P(K) becomes very 

email compared with p(0).

To use the method for discriminating defects (for 

wbich triggers occur in clusters) from noise (for which 

triggers are isolated),one proceeds as follows. The 

cells are considered in groups of N,and the number of 

cells within each group containing triggers i3 counted. 

Th occurance of K triggers or more within the group due 

T rx ,
uoise alone is considered an event so rare than any 

3Uch occurance must be due to the presence of a defect. 

The n vnumber of cells N in the selection is chosen to be

enough that P(K) is vanishingly small when noise
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alone is present,with K selected such that the 

triggers within the selection. The ratio P(K)/p(O) is 

independent of the spatial distribution within the 

selection,but triggers due to defects tend to be closely 

packed. Thus without exact knowledge of the trigger 

cluster shapes due to defects, it is best to use 

selections of cells which are spatially compact. Design 

°f a trigger association method then involves 

determination of an appropriate distribution and size N 

for the selection,of a value for the threshold parameter 

K,and of procedures for counting the triggers within the 

selection which can be implemented efficiently as 

Processing algorithms for use in on-line instrumentation.

In this chapter,we describe three methods using the 

same general principle which can be used to reject noise 

triggers but retain message triggers. The methods are 

alternatives ,in that they perform essentially the same 

function,but differ in the computation required,in 

3enaitivity to message cluster shape, and in producing 

different degrees of distortion in message clusters as a 

Psnalty for rejecting the noise.
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Parameters U and W describing the noise rejection 

and message distortion characteristics respectively for 

the alternative filters are introduced ,and mathematical 

formulae are derived giving U and W for selected 

examples. Some computed numerical values for U and W are 

then presented so that quantitative comparisons can be 

drawn. Upper and lower bounds for the extent of the 

improvement in detectability for marginal defects are 

calculated,assuming extreme forms for the probability 

density function (i.e.,Gaussian and negative exponential) 

of message and noise. Finally,the effectiveness of the 

Methods in a particular practical application is 

demonstrated,and their performance compared,by 

simulation.

Association in a Box -Binary Matched Filter

Possibly the simplest way of eliminating isolated

random triggers

into rectangular

is as follows. We divide the surface

regions each I cells by J,and reject all

triggers within a region unless the number present

Caches some threshold K. If the per cell' probability

a trigger being generated due to noise alone is

P(^)»then the probability P(K) of or more triggersK
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being present within the region due to noise alone is

in which N is the area of the region measured in 

cells,i.e.the product I*J

If the number of cells N in the region is large,and 

p(0) and the threshold K are small,the Poisson 

distribution is an adequate approximation to the binomial 

distribution. It is preferable computationally being 

simpler,(it is a function of one parameter instead of

Thus we have for equation 5.3 the alternative 

simpler expression:-

Further economy in computation may be obtained b,y

- P (’<)), which is given by:-calculating Q(K) >1

/r.-o
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In these equations,Kis the 'expected' number of triggers 

in the cluster,given by:-

V N.p(O) ................ 5.G

The binomial distribution has however been used for the 

computation of numerical values tabulated later in this 

chapter,since some of the combinations of N and p(0) 

considered do not satisfy the conditions under which the 

Poisson distribution is a good approximation to the 

binomial, and it would have been uneconomical to produce 

bwo sets of programs.

For typical values of 10 for each of I,J and K,P is 

about 10 **-15. This assumes that the individual samples 

are independent. Any mutual dependence will reduce this 

figure.

Assuming that message triggers occur in clusters 

^Possibly loosely packed) that contain at least 10,then 

have a powerful method for eliminating noise triggers

selectively. But we have also assumed that the message

Giusters lie wholly within one region. Particularly when
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clusters form straight lines, the probability of their 

intersecting a region boundary and being lost is 

significant. Although this can be avoided to some extent 

by using a second set of association regions staggered 

with respect to the first,(fig.5.2) some distortions are 

unavoidable. Specification of the efficiency of the 

process requires two parameters. The first,the 

PROCESSING GAIN U,is defined by:-

probability of trigger generation due to noise after 

association

U =______________________________________________________________

probability of trigger generation due to noise befor 

e association

on a ’per region’ basis. For the numerical example just 

quoted,U is then given by:-

U = P(K)/N.p(O) ........................... 5.7

Ne*t,we have the DISTORTION FACTOR,W,defined as:-

W = Number of triggers in a message cluster lost due
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to processing

Clearly,U is always less than unity,and must for good 

performance be as small as possible. W is a positive 

integer which should again be small,though negative 

values for W (implying filling in of message triggers 

lost due to noise) sometimes occur (section 5.4),and may 

be quite valuable. The parameters are generally in 

conflict; a system having a high value for U 

(favourable.) is likely also to have a high value for W 

»which is unfavourable. The comparison of alternative 

methods for trigger association is further complicated in 

that W (often) and U ( more rarely) may vary according to 

the shape of the message trigger clusters.

Some numerical values of the processing gain U 

consequent upon associating triggers within a region of 

total area N cells with threshold K are given in table 

•1 below:-

TABLE 5.1 PROCSSSING GAIN,SINGLE LEVEL CELL ASSOCI

ATION

N -LOG U (K=10) — LOG U (K
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20)

20 22.66 57.51

40 19.31 46.70

60 17.55 42.39

80 16.34 39.60

100 15.43 37.50

120 14.69 35.88

140 14.07 34.50

W=10 for K=10,and W=20 for K=20.

This table was computed numerically,by inserting 

appropriate quantities for N and K into equation 5.1. A 

listing of the program used (F099) is appended to the 

thesis.

The performance of a trigger association system of 

the kind just described may in general be improved by 

breaking the process into two consecutive stages. In the 

first stage,the surface is divided into small 

elementary' regions ,and association applied to each of 

these. In the second stage,these elementary regions are 

themselves considered as representing cells,which can 

contain triggers only if the first threshold has been 
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satisfied. They are considered in groups as 'super' 

regions,upon which the threshold test is repeated ,in 

general with different parameters.

That this modification does indeed produce an 

increase in processing gain can be seen from the 

following example. Consider the region divided into a 3 

by 8 cell grid containing a total of 64 cells shown in 

figure 5.3,and consider a detection to be successful if 4 

c®lls or more contain triggers.(case 1). Then,suppose 

the same grid to be sub-divided into four 'super' 

Ce113,each containing 16 3ub-cells. Let it be required 

that at least two sub-cell3 be filled in each supercell 

to trigger that cell,and at least two super-cells be 

filled to initiate a detection for the region (case 2).

Though this might at first sight seem to indicate

Sorely that at least four cells must be triggered for 

detection,the two cases are clearly different. Whereas 

aH combinations of four triggered cells will initiate a

detection in case (1),some 

generate a detection in 

Example,when one triggered 

3uPercell. Thus,the two 

such combinations will not 

case (2). This occurs,for 

sub-cell falls within each 

stage trigger association
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two-stage cell association, 
tn a 2,2 association sequence 
A are rejected,but, 
X are retained.

1
X

/ A
X A

-

A
A X X

FIGURE 5.3 PRINCIPLE OF TWO-STAGE ASSOCIATION

FIGURE 5.4 PRINCIPLE OF 'NEAREST NEIGHBOR1 
(ADJACENCY) FILTER
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discriminates even more strongly in favour of clusters 

which are compact,which is considered to he advantageous

The magnitude of the improvement for case (2) in 

which two consecutive divisions are used is calculated as 

follows. The probability that x cells or more are filled 

in the first stage decision is given by:-

here,x is the first stage threshold,and a is the number 

°f sub-cells in each super-cell. The probability R that 

■flore than y 'super' cells are then filled in a second 

decision is obtained by considering the original 

3uper-cells themselves as sub-cells,for which the 

Probability of a trigger occuring is ,as just 

calculated,S,i.e.

^ere,b ia the number of cells within the final decision 

re?ion.
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The process can be extended infinitely by

^sre, d i3 the number of 'super super’ cells in the third 

level decision cell. It is difficult to provide simple 

analytic expressions for the processing gains U2 = P/R,U3 

= P/V,however some numerical values are provided in table 

5.2 below,for a two-stage system.

TABLE 5.2 PROCSSSING GAIN,TWO-LSVSL CELL ASSOCIAT 

ION

N SEQ.OF THRESHOLDS — LOG U

100 1 in 10,10 in 10 19.65

100 5 in 10,2 in 10 22.73 10

100 2 in 10,10 in 10 42.70 20

180



100 5 in 10,4 in 10 47.27 20

The value for W quoted is the minimum; the actual value 

will depend on the cluster shape. Table 5.2 was computed 

by substituting numbers into equations 5.8 and 5.9,using 

program FO99,which is appended.

Operation of these ’association within a box' 

methods does not require that the boxes be rectangular. 

In fact,the approach works even when clusters are used 

whose members are not contiguous. The clusters must 

Pack' the array (i.e.,each cell must belong to a 

cluster) but overlapping is permitted. The processing 

Sain U remains a function only of the number N of cells 

associated within the cluster,and of the threshold K,for 

Siven'per cell* noise trigger probability p(0). *“ U is

evidentally maximum when the shape of the association 

cell is the same as that of the cluster of cells expected 

the message. In this sense,the association cell 

3hape can be considered 'matched' to the message,and we 

hav9 a BINARY MATCHED FILTER. Alternatively,matching may 

regarded as selecting the association shape having 

3iven N which minimises the distortion parameter W. The 
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device can be implemented as a binary mask which ia 

convolved with the binary image. The mask may for 

simplicity be regarded aa a rectangular array of 

dimenaion Y cella by X,with the cella at the '1 ’ level 

having the ahape of the pattern it ia deaired to detect. 

Binary convolution ia regarded aa computation of the aum 

S given by:~

t=o po

where Q denotea the logical 'AND', ia the (k,l)th 

iniage cell and/is the (i,.j)th mask cell measured from the 

bottom left of the convolution window.

When,and only when,the sum 3 exceeds a theshold 

^>the cells at the '1' level are retained in the filtered 

3i?nal. Otherwise,they are set to zero. This approach 

13 more powerful than that using fixed cells since the 

3Plitting of clusters by cell boundaries is avoided,but 

is more expensive computationally. The value U in 

terms of N and K is again given by equation 5.7

•^^Association Using Nearest Neighbour Cells
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Although the cell association methods are easy to 

program they require that blocks of signal I cells by .1 

be held in store.generally over the whole width of the 

3ignal. Further,the message loss occuring when a defect 

cluster contains just less than K cells (due for example 

to the cell boundary being crossed) is catastrophic. 

Thus ,we now introduce a simpler method which requires 

that only one row(or column) of binary data be retained 

ln store.continuously updated as new scans are acquired.

The surface being inspected is scanned in a 

raster,with successive scans in the x-direction. 

Then,for the cell whose x and y coordinates are J and I 

respectively,called the centre cell,w.e retain a trigger 

ln this cell only if at least one of its nearest 

neighbours not yet considered as centre cell Fi.e.,the 

cell3 having co-ordinates (i, J+1 ), (1+1 , J+1 ), (I+1 , J) or 

, J—1 )] also contains a trigger (see figure 5.4) This 

arrangement is also called the adjacency (AJ) filter.

Let the 'per cell' probability of trigger 

^eneration be p(0).Then,assuming that the probabilities 

°f triggers being generated for each cell are mutually 

lri4ependent when noise only is being considered, the
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probability P that an. original noise trigger will be 

retained is given by: —

For p(0) small,this is only trivially greater than 

4p(O)**2. The processing gain U is thus very close to 

1/4p(0). For a typical p(0) of 0.001, U is then only 

•025. The method would thus seem to be markedly inferior 

to the 'asssociation in a box’ methods ju3t described,a 

presumption which is confirmed by the experimental 

results provided in section 5.7. However, the distortion 

J for the method is small and moreover completely 

predictable. For a connected cluster containing N 

triggers,only one is removed so that W is 1,irrespective 

the shape of the cluster or of its size. All clusters 

containing two or more triggers are retained,though they 

are reduced in size slightly. All isolated single 

triggers are rejected.

Better noise rejection may be obtained by applying 

this method repeatedly over the same data. Following the 

th iteration,all clusters containing N triggers or
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fewer have been eliminated,the distortion factor W is 

equal to N,and the processing gain becomes U**N.

Further,the method may be used to analyse the 

distribution of cluster sizes (which should with noise 

°nly be Poisson,provided p(0) is very small),and so test 

the hypothesis of independence between cells. If the 

operation is applied repeatedly to the same binary 

data,and the number of triggers remaining after the N+1 

th iteration is subtracted from that remaining after the 

th,the difference will be the number of clusters 

containing exactly N triggers which were present in the 

original data.

The processing gain and distortion for the nearest 

neighbour (adjacency) detector are given in table 5.3:-

TABLE 5.3 CHARACTERISTICS OF THE ADJACENCY DETECTOR

NUMBER OF PASSES — L0G(base10) U W

1 2.35 1

2 4.71 2
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7.02 

4 9.42 4

5 11.78 5

10 23.56 10

Table 5.3 was computed using the approximate 

relation U = l/4p(0),with p(0) = 10**-3.l

_5 »4 Association Using a Bank of 'Add,Dump and 

Threshold'(APT) Filters

A more sophisticated form of cluster association 

has been investigated by Lacroix et al (1979). This 

involves providing a binary store for each row (or 

column) of the data,to which it is submitted column by 

column (or,row by row) see figure 5.5 . Suppose we have 

a store for each row (termed a 'band). When the n th 

column is examined,the stores for the bands 1,2,3 etc 

where the cell contains a trigger are incremented by 

One,whilst those for the remaining bands ,which do not 

contain triggers,are decremented by one. The n th column 

a new binary signal is then created,in which a trigger 

13 placed in the cells for those bands for which the
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rolling direction

'ADO,DUMP AND THRESHOLD1 (APT) FILTER

FIGURE 5.6 'ADT' FILTER AS A FINITE STATE MACHINE

p/O p/1 p/1 p/1

q/1 q/1 q/1
I
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current store content equals or exceeds a threshold K.

This approach is analysed quantitatively by 

assuming the store for each band to comprise a finite 

state machine,as shown in figure 5.6. With this machine 

in a state r,receipt of a cell containing a trigger 

causes it to ascend to the next higher state r+1,whereas 

a cell without a trigger causes it to fall to the next 

lower state r-1 . The machine for each column is 

independent of those for all other columns and has M 

states.corresponding to the range of counts from 0 to

. Assume as usual that the probability of trigger 

generation per cell is p(0) and that cells are mutually 

lndependent. The complementary probability of no 

trigger,q(0),is equal to 1-p(0). Let the probability of

the machine occupying the r th state due to• noise alone

S(r). Then,for all states except the lowest and

highest,the probability of ascent to the r+1 th is

P(0),and that of descent to the (r-1 )th is q(0). Each

‘-ime a new cell is received, the machine must change 

state,unless it is already in the highest state or the 

i°west. If in the lowest state, it remains in that state 

i f * triggerless cell is received;if in the highest it 

^tayg put despite receiving a trigger.
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In the analysis which follows,the parameters p(0)

and q(0) are abbreviated to p and q respectively for

simplicity. The behaviour of the machine may be

described by its state transition matrix,shown below:-

t* oo o

STcffC
the systemThia specifies the probability that when in

the state k will move on examining a new cell to any

other state k'.

Let the probability of being in the (k)th state be
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F\k). The condition of statistical equilibrium 

(Feller,1968) requires,for all states.that. the 

probability of ascending from the (k)th state to the (k + 

Oth be equal to that of descending from the (k + 1 )th to 

the (k)th. That is,:-

p.P(k) = q.P(k + 1) .................... 5.IS

Thus we have:-

p.P(O) = q.P(l)

p.P(l ) = q.P(2)

p.P(2) = q.P(3)

............. etc.

follows from the above that:-

P(1 ) = P(O).p/q

P(2) =■ P(0).p»*2/q**2

P(3) = P(0).p**3/q**3

............. etc.

Th e machine must always occupy one of the N possible 
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states,thus we must have:

(P(O) <• P(1 ) + P(2) + ... + P(N-1 )( = 1

5.14

This gives for P(0) the expression:-

P(0) = 1/[1 + p/q + p**2/q**2 <• p**5/q**5 + ...+p**(N 

-1)/q**(N-1))

The probability P(k) that the (k)th state is occupied is 

then given by:-

P(k) =

However,when p is small,q~1 and the only significant term 

ln the denominator of the above is p**0^1. Thus 

(returning to our original notation) we can use the 

aPproximation:-

P(k)=p(O)**k 
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which hold3 even for large N.

The probability S(K) that the count will reach or 

exceed K ia then given by:-

S(K)»p(O)**K .................... S’.lG

3ince p**(K+1) ia insignificant compared with p**K. The 

Processing gain U then becomes:-

U=p(O)»» (K-1 ) .................. 5.1?

t'Or typical p(0) of 0.001 and k=4,we have U=10**-9,so the 

Method ia highly effective for rejecting noise triggers.

When a message cluster appears,p(0) will rise from 

something negligibly small to something very near 

Unity,and the machine will ascend to the next highest 

state with virtually every input sample. Since it will 

almost invariably start from state 0,K message cells (per 

^arid) must be received before the threshold is exceeded 

message pulses appear in the output image. Thus, for 
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a message J columns wide,J.K triggers will be lost,giving 

for W the value

W = J.K 5.18

The outstanding characteristic of this approach is 

its directional sensitivity. Defects which form lines 

along a column will be detected with distortion W=K and U 

= _ 1),whereas defects forming lines in the 

perpendicular direction will be missed entirely (W= inf.) 

unless they are at least K cells wide. The approach has 

an important strength in that gaps produced in a line 

defect by noise are often filled by the filter (W becomes 

negative),thus restoring a defect shape corrupted by 

biased detections. Some typical peformance values 

(computed by substituting for p and K in equations 5.17 

^nd 5.18) are provided in table 5.4:—

TABLE 5.4 PERFORMANCE OF 'ADD,DUMP d THRESHOLD'

FILTER

THRESHOLDS -L0G(base 10) W( in filt.dirvC)

2 2.95
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10

20

11.83

26.62

53.25 19

5

9

Lacroix and his collaborators (1979) improved the 

Performance of the ADT filter by logically ORing the 

triggers within bands K cells wide (with K typically 6 

)»and applying the signal from each band to an ADT 

filter. This raises the effective value of p to p’, 

?iven by:-

K
n K-n

(K!/n!.(K - n)!)^p(O)j f(l-p(O))J .................... S.I9

The directional dependence of W,and the complexity of the 

hardware, are also much reduced.

5.5 n— -J omparison of Methods Using Theory

Table 5.5 shows values of U for the binary filters 
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discussed,computed for the same realistic values of W and

P\0/ so that a comparison may he drawn. Although the 

'add,dump and threshold* (ADT) filter seems at first

sight to be superior,it is effective only when the defect

clusters are oriented strongly in one preferred

direction The ADT filter rejects virtually everything

in the perpendicular direction. The adjacency (AJ)

detector also looks attractive,except that it requires 

repeated examination of the data. Further,it always 

distorts the cluster. Cell association,on the other 

hand,does not distort clusters containing the threshold 

number of triggers or more. It can be implemented with 

°nly one pass over the data. However, simultaneous 

storage of several consecutive scans i3 required; the AJ 

filter needs storage of only one scan per pas3 desired.

TABLE 5.5 COMPARISON OF ASSOCIATION METHODS 

(theo reti cal  pre dict ion )

Prob, per cell of trigger generation due to noise is 1

0**,}

METHOD - L0G(base 10) U W

cell assn
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N»100, K=1 0 15.04 10

cell aaan

2a tg. 22.73

(5 in 10,2 in 10)

A.J (10 paaaea) 23.5

ADT (K=10) 26.62

10(min)

10

inf. (in W-

dim}

9

5,«6 Analyaia of Potential Improvement in Detection

Performance

Having establiahed that trigger aaaociation can 

improve the performance of a defect detection ayatem by 

taking it more aenaitive at a given false alarm rate,we 

now compute the extent by which the message/noise 

contrast of the defect haa effectively been increaaed.

Suppoae that the false alarm probability for the 

*hole ayatem ia required to be P(fa). If a simple 
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detection system were used which did not include trigger 

association,the detection threshold would (according to 

the Neyman-Pearson criterion) have to be set to some 

value v(t),to achieve P(fa). Since values for P(fa) of 

the order of 10**—10 are typically required,v(t) must be 

set far away from the mean for the noise, and the 

detectability of low contrast defects is consequently 

poor. With trigger association which can reduce the 

false alarm probability from an initial high value P’(fa) 

to the required lower value P(fa) without losing message 

triggers,the first detection threshold can be lowered to 

a new value v'(t) which gives much improved detection for 

low contrast defects.

The means by which improvement is obtained is 

illustrated in figure 5.7 ,to which we now refer. With a 

■first threshold v(t),the probability of defect detection 

is P(d),which is low,but rises to a higher value P’(d) 

when the threshold is lowered to v'(t). The magnitude of 

the improvement is specified by the parameter X,defined 

by:-

X = P’ (d)/P(d) ...................... 5.20
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To determine the magnitude of X,we use the relationships

below (derived from eqst3*2 to 3.5,300.3.5):-

P(fa) -

oo

dv

In the above,p(v/n) is the priori' probability density

function for noise only,and p(v/m) is the 'a priori'

probability density function for the combination of

Message and noise. The forms of the pdfs are as yet

a

unspecified. Quantities before trigger association are

unprimed,those with primes are after trigger association.

Initially,we assume that p(v/n) and p(v/m) are both 

Gaussian with the same variance (s**2),i.e.that the noise 

13 additive to the message.In this case, P(fa) is given 

by:-
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To obtain an explicit value for P(fa),we note that v(t) 

must be well away from the mean (certainly more than 3 

standard deviations). In this case (Schwartz and 

Shaw,1975) we can approximate the right hand side of 

equation 5.21 by the first term of its series 

expansion,i.e.:-

P(fa) = s.sqrt(PI).v(t).exp(-v(t)**2/2s**2) 

....................... 5.22

Some values of this function for typical values of 

v( t) ,expressed in terms of the standard deviation 3,are 

given in table 5.6 below,and are shown graphically in 

fig.5.8

TABLE 5.6 PROBABILITY OF FALSE ALARM WITH THRESHOLD 

JLAR FROM MEAN

GAUSSIAN AND NEGATIVE EXPONENTIAL DISTRIBUTIO 

NS

v(t)

(standard deviations)

P(fa)

(Gaussian)

P(fa)

(negative

1 98



4.2 1.16*10-5 1.50*10-1

4.9 3.86*10-7 7.45*10-3

5.6 7.94*10-9 3.70*10-3

6.3 1.01*10-1 1 1 .84*10-3

7.0 7.84*10-1 3 9.10*10-4-

7.7 3.74*10-15 4.5*10-4

8.4 1 .09*10-1 7 2.25*10-4-

We are here concerned with the detectability of low 

contrast defects,e.g. those for which P(d) is ,say,5«. 

Reference to figure 5.8 shows that the separation of the 

^eans of the two distributions,v(s),will then be 4.26s. 

Suppose now that the trigger association can reduce P(d) 

by a factor (the coefficient U already defined) 

l0**-8,and that the P(fa) required for the system overall
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is 10**—11. Because of the trigger association,P(fa) 

immediately after the first threshold can be raised to a 

level |P’(fa)| of 10**-3. From figure 5.8,we see that in 

obtaining this increase,v(t) is reduced from 6.36 

standard deviations to about 3.3. As a consequence,the 

probability of detection P(d) is raised to 95^. The 

improvement factor X is in this case 95/5,i.e. 19.

It wa3 shown in chapter 2 that the pdf of the noise 

component of the unfiltered signals is not Gaussian,but 

lies somewhere between a Gaussian and a negative 

exponential distribution. The latter provides an 

opposite bound on the improvement obtainable,which we now 

investigate (fig.5.9). A pulse D.C. message additive to 

the noise is again assumed.

The negative exponential distribution has the 

general form:-

f(v)=(1/K).exp(-v/K) .................................. 5.23

*here K is a single parameter specifying the 

characteristics of the distribution. For the signals 

u3ed in the simulation investigation,K is typically 8.
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Substituting the r.h.3. of eqn. 5.23 for the argument 

of the integral on the r.h.s of equation 5.21,we then 

obtain the following expression for the probability of

false alarm,P(fa): -

r“
P(fa) = 1/K lexp(-v/K) dv

ArtV)
= exp(-v(t)/K) ...................... 5.24

The threshold (measured from the mode of the

distribution) necessary to achieve the specified P(fa) is 

hence given by:-

v(t) = -K.In.(P(fa)) ....................... 5.25

The presence of the message component displaces the mode 

the distribution in the direction of increasing v,by a 

distance equal to the message amplitude.

The reduction in threshold achieved by increasing 

P(fa) from 10**—11 to 10**-3 as a result of using trigger 

association is then given by:-

K! In.(10**1 1 ) - In. (10**3 ) | ~147 for K=3 .......... j .26 
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The fall in threshold measured in standard deviations is 

thus about three times as great when the noise obeys a 

negative exponential distribution as for a Gaussian.

As is seen from figure 5.9,the probability of 

detection now becomes 100?. This provides the upper 

hound on available improvement. The actual distribution 

(chapter 2 section 3) lies somewhere between these two 

extremes, and is probably closer to the Gaussian than to 

negative exponential. Thus,we conclude that an 

improvement ,X,of at least 20 times should be obtainable 

Tor marginal defects if trigger association is used.

Further,for a system whose signals are quantised 

uniformly to 256 levels with a mean of 128 (so that 

negative and positive excursions of the signal can both 

^e sensed),then the minimum sensitivity for which the

threshold might be set is about 10**-7,due to limited

dynamic range. A setting giving a false alarm

Probability of 10**-11 ( as required without trigger

Association) just could not be obtained.
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There seems to be little point in performing the 

computation for distributions which are closer to the 

true theoretical distribution,e.g.that provided by 

Stansberg (1981) since the distributions actually 

measured (e.g.fig.2.9) do not conform exactly with theory 

due for example to variation of surface properties,and in 

any case vary widely from sample to sample.

5.7 Comparison of Methods Using Simulation

The comparative effectiveness of the various 

methods when applied to real data depends on several 

factors whose values are impossible to specify exactly, 

such as the extent to which triggers due to noise really 

are mutually independent, and the sizes and shapes of the 

trigger clusters arising from the various kinds of 

defect. For the cold rolled strip data used,samples in 

the scan (x) direction are found to be uncorrelated,but 

there is some correlation in the y-direction 

(chap.2,section 4). However,the analysis provided in 

chapter 2.4 suggests that triggers not having the same 

3°an index (x) should be completely independent. Only 

samples having the same x co-ordinate should show any 
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correlation, and even this should fall off rapidly with 

separation. Furtner,as may be seen from figure 6.9,the 

parameters of the noise are highly non-stationary,causing 

p(0) to vary,and this effect is probably most 

significant. Consequently it is necessary to resort to 

simulation for meaningful comparison of the methods,and 

to be aware that the conclusions drawn from such 

simulations may in their detail apply only to the 

specific problem considered. The improvement obtained in 

the simulations can be expected thus to be somewhat worse 

than theory predicts.

Figures 5.10 to 5.16 illustrate the comparative 

effectiveness of the methods when applied in simulation 

to the detection of low-contrast defects on cold rolled 

strip. Figure 4.7 shows triggers obtained using a SIRA 

detector whose threshold is set so close to the noise 

that a high density of false alarms is obtained. The 

shape of the trigger cluster resulting from the defect 

(in this case,pinch marks) is well maintained,and the 

defect appears within the appropriate boxes.

Figure 5.11 3hows the result of processing the data 

shown in figure 4.7 through a region association,with
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square regions 10 cells by 10 and a threshold of 10 and 

fig. 5*11 through a coll 5 samples by 12 with threshold 

10,which is a square in geometrical space. Figure 5.12 

shows the effect of one pass,fig. 5.13 of three passes 

and figure 5.14 of ten passes,of the image through the 

nearest neighbour (AJ) filter described in section 5.3 

Figure 5.15 shows the results obtained using the 'add 

,dump and threshold'(ADT) filter described in section 5.4 

»with K equal to three,and Fig.5.16 shows the effect of 

’ORing' the signals in 6 adjacent channels in the ADT 

filter. The performance is very similar to that for the 

cell association shown in fig.5.11,but the hardware 

implementation would be more complex.

The following methods all produce roughly

equivalent performance:- asociation in a box 10 samples

10 with threshold 10,10 passes of the adjacency (AJ) 

filter,and the ADT filter applied to groups of 6 adjacent 

channels. There is little to choose between them,and 

they are superior to the remaining methods (except 

Possibly association in a box in stages,which was not 

xnvestigated in the simulation). Thus,the choice as to 

*hich method should be used in a hardware implementation 

on-line operation must depend on other
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considerations,such as cost,and compatibility with other 

'■»nepm  I.i on» required L»» the system- This latter may allow 

hardware to be shared. The problem is considered further 

in section 6.5.

Binary filters matched to defect shapes would yield 

better performance (where a match occured’) than any 

method simulated. They are however normally impractical

in surface inspection ,since the shapes of trigger

clusters representing defects vary widely,and a large

number would be required.

5.8 Conclusions

In chapter 5,we have developed a general 

methodology for separating trigger clusters containing 

useful messages from isolated triggers constituting 

random noise in the binary signals remaining after the 

first stage of decision.We have further shown that the 

Probability of detection for marginal defects is thereby 

increased very considerably. For example,for a pulse 

defect in additive Gaussian noise,a marginal detection 

Probability of 5^ is increased to a safe 95^ by use of 

trigger association, without increasing the probability 
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of false alarm.

Three filters using this methodology have been 

described and compared. We have then used computational 

experiment to show that the methods work well when 

applied to real data,even when the assumptions made in 

deriving the theory (notably,that the triggers due to 

noise are mutually independent) are not strictly true. 

Inclusion of trigger association in a defect detection 

system is seen thus to be very worthwhile. There is on 

grounds of performance little to choose between the 

methods, and the final choice must be made using 

consideration of simplicity of implementation in 

hardware. This is considered in section 6.4.
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CHAP.6 COMPOSITE DETECTION SYSTEM

6.1 Introduction

The analysis provided in chapters 3 to 5 developed 

a processing methodology for defect detection in 

automated inspection,and demonstrated its effectiveness

using computer 

problem.

simulation, for a typical inspection

However,the analyses hitherto presented have

considered the methods to operate in isolation and

assumed them to be independent of one another,and it is

now necessary to consider them in combination. The

methods may be combined in many different ways,and it is

necessary to se lect the best pos3ibili ty.

The methods of signal processing sometimes 

interact. For example, matched filtering to increase 

defect contrast increases the effective size of the 

window of observation,reducing the effectiveness of 

subsequent trigger association. Doubt also exists as to 

whether when practical as well as theoretical 

considerations are taken into account,it is better to 
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combine the components of the vector signal as soon as 

possible and treat the combination thereafter as a single 

scalar,or whether the components should be processed 

independently,and a final decision reached by logical 

combination of decisions made separately for the 

individual channels.These two viewpoints are 

extremes,since the components may in Drinciple be 

combined at any point. Determination of the best 

position requires consideration of the theory of signal 

processing,of the cost of the hardware,and of the 

Properties of the defect and noise signals.

The system must also accomodate variation in the

Properties of the surface noise,an aspect we have 

hitherto ignored.

Finally,to be of practical use,the selected 

Processing scheme must be capable of being implemented in 

hardware,to operate at high speed, in a manufacturing 

environment,at a cost which is less than the savings 

achieved by incorporating the inspection.

The purpose of this chapter is hence to integrate 

the results of analyses provided in chapters 2 to 5
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,and,by way of example,to propose a complete system for 

rolled steel strip. Thus,section 6.2 discusses the

alternative configurations and their trade offs from a 

theoretical viewpoint, and section 6.3 proposes an 

optimal configuration in the light of this discussion. 

Section 6.4 considers the hitherto-ignored problem of 

non-stationarity in the noise signal,and 6.5 investigates 

the hardware implementation and suggests a preferred 

form.

6.2 Trade-Offs

The first task is to consider a detection scheme 

based on the canonic form proposed in chapter 3,and 

establish an optimal configuration. The analysis has 

general applicability. It is not specific to the nroblem 

°f inspecting cold-rolled steel strip.

In figures 6.1 to 6.4,a sequence of forms which the 

3yetem might take for processing a vector signal 

comprising three mutually partially correlated scalar 

components (designated (1 ),(2) and (3)) is shown. As the 

3®quence develops,the point at which the components are
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combined moves steadily from the front of the system to 

the r'enr. Tf comhination takes place before 

thresholding, it is performed as a linearly weighted sum. 

After thresholding,it is performed logically. The best 

form (’AND*,’OR’ etc.) and position for combining the 

components are to be determined.

The combination selected must give the best 

probability of detection for ALL of the defect types 

which will be encountered,whilst maintaining the 

specified false alarm rate.

The fundamental choice is evidentally between

linear combination of analog signals (before

thresholding),and logical combination of binary (trigger) 

signals after thresholding. The essence of the problem 

is illustrated in figure 6.5,which shows pdfs for noise 

Only,and for message added to noise, for a two-channel 

system. The message is a D.C.pulse,and the noise signals 

Gaussian,of zero mean,and are partially correlated. 

®°th the message and the noise components in the two 

channels are equal.

To detect the message we can (a) impose thresholds
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on each component individually, or (b) impose a single 

threshold on a linear summation of the components. If 

approach (a) is used,we can combine the binary signals 

logically (i) by ’ANDing' (output trigger generated if 

BOTH input channels simultaneously contain a trigger),or 

(ii) by ’ORing'(output trigger generated if EITHER input 

channel contains a trigger).

Referring again to figure 6.5, let the pdf over the 

two-dimensional surface whose axes are the signal 

components s1,s2 be p(s1,s2) (family of solid curves) for 

noise only, and p(m/s1,s2) (family of dotted curves) for 

message plus noise. For approach (a),a trigger is 

generated for component s1 when it exceeds a threshold 

v(l),and for s2 when it exceeds a threshold v(2). For 

case (b),the linear combination of 31 and s2 

(i»e.,s3=w1s1+w2s2 , where w1 and w2 are constants)must 

exceed a threshold v(5). We shall for simplicity assume 

that v( 1 ) = v(2),that w1=w2,and that v(3) equals the square 

root of (v( 1 )**2+v(2)**2)and,further,that the signal 

components s1 and s2 are mutually uncorrelated. The pdfs 

3hown on figure 6.5 are hence circular though under less 

stringent assumptions they would be elliptical. The 

vector which is the combination of signal components s1 + 
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s2 ia denoted 'message' on figure 6*5.

The false alarm probabilities for each thresholding 

are obtained by substituting the appropriate pdfs in 

eqn.(3.4),giving for case (a):- Components ANDed 

together:-

r°°Pl (fa) = | p( n/s1 ) .ds1 ). !{p( n/s2) .ds2 |

Components ORed together:-

P2(fa) [ p(n/s1) .ds1|

The false alarm probability P3(fa) for case (b) is given

by:-

P3(fa) t.3

The regions of the signal space within which noise alone 

will generate a false alarm are indicated for the three 

cases in figure 6.5. Signals exceeding the threshold v2 

He in the vertically hatched region in figure 



6.5,signals exceeding v1 lie in the region hatched 

horizontally, and signals exceeding v5 lie in the region 

hatched diagonally. Signals falling in the horizontally 

and the vertically hatched regions generate triggers for 

an 'ORed' system,but for an ’ANDed' system,triggers are 

generated only by signals in the region hatched both 

horizontally AND vertically.

Since P(fa) always increases as the region of space 

over which it is obtained by integration increases,it i3 

evident fron fig.6.5 that P(fa) will be largest for case 

(a)(ii) and smallest for (a)(i),with (b) falling in 

between,without a significant change in the probability 

of defect detection between the three cases. Though the 

probability of detection also decreases in the order 

(a)(ii),(b),(a)(i),the magnitude of the decrease is not 

intolerable,at least given the idealised message 

Properties shown in figure 6.5. Thus,configuration 

(a)(i) would seem to be the best choice. This is 

confirmed by the quantitative analysis which follows.

In this, we substitute numerical values for the 

various quantities,and assume (in accord with the 

Neyman-Pearson criterion) a false alarm probability 
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immediately before trigger association of 10**—3, 

(i.e. ,P1 (fa)=P2(fa):3P3(fa)“10**-3. Assuming that the 

false alarm probabilities for the channels are equal 

before combination and that the noise is completely 

uncorrelated between them,we then have:-

For case (a)(i),10**-3=P(fa)+P(fa), i.e.,P(fa)=5*1 0**-4

• • • • 6.4

For case (a) ( ii), 10**-3=P(fa) .P(fa),

i.e.,P(fa)=3.3*10**-2 .... 6.5

For case(b),with the weighting coefficients w1 and w2 

equal,and with the distributions in the two channels 

mutually independent and of the same amplitude,then P(fa) 

for the linear combination is the same as that for the 

individual components,i.e.,P(b)=10**-3. This result 

follows immediately from the circular symmetry of the 

joint pdf for the two signals considered 

simultaneously,see fig. 6.5.

The next problem to be analysed is,should the 

signals in the various channels be combined before 

digger association or after. This i3 easily resolved.
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Let the probability of false alarm in each of the two

c flannels be P,and be mutually indo Don[dent between the

channels. Trigger association applied separately to each

channel will reduce this to U.P. Thus,we have five

possible expressions for the resultant false alarm

probability P(fa),namely

(i) Apply trigger association to each channel

independently,then combine the two outputs by 'OR'ing

them together. This gives:-

P(fa)=U.P+U.P 6.6

(ii) 'OR' together two channels,then apply trigger

association,giving: -

P(fa)=U.(P+P) 6.7

(iii) Apply trigger association separately to each

channel,then combine the channels by 'AND'ing,giving:-

P( fa) = (U**2 ). (P**2 ) 6.8

(iv) 'ANO' channels together,then apply trigger

^ssociation:-

P(fa)=U.(P**2) 6.9

(v) Apply trigger association to the analogue sum (case

P(fa)=U.P 6.10

^calling that the objective in attaining an optimal
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design under the Neyman-Pearson criterion is to minimise 

P(md) for given p(fa),cases(i) and (ii) are seen to be 

equivalent,and the approaches may then be arranged in 

ascending order of preference as follows

(i and ii)|worst),(v),(iv),( iii) ( best)

However,if the MESSAGE signals in the channels being 

combined are not well correlated,combining triggers by 

'ANDing’ will cause an enormous increase in P(md),and 

will thus be unacceptable.

We conclude then that if the components are to be 

combined by ’ORing', approach (ii) should be used since 

it is more economical in hardware. If on the other hand 

the channels can be ’ANDed’ together,it is preferable to 

apply the trigger association before combination,since 

this yields a significant improvement in performance.

Extension of the analysis to three (or more) 

dimensions increases the sizes of the differences between 

the various alternatives,but retains the order of 

Preference.

Recommended Configuration
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Unfortunately,the signals met with in practice 

consiclly £i*oni vfio foim

figure 6.5. The noise amplitudes in the various channels 

can be made equal by adjustment of channel gains, but the 

message components are generally quite unequal,are not 

(Dainty,1971 ) additive with the noise,and also vary 

according to the kind of defect. Figure 6.6 shows more 

typical forms which the message might take. Message (Q) 

is effectively indistinguishable from noise in channel s1 

considered individually (evidenced by the projected view) 

and should ideally be sensed in channel 2 alone. Message 

(W),though correlated between the channels,generates a 

negative going indication in both s1 and s2. The system 

ttust detect messages of both types.

There may well be no reason to assume that any 

Particular direction of signal space is more likely to 

contain message signals than any other,when a substantial 

-nsemble of different defects must be considered 

simultaneously. The system must detect messages occuring

ln all directions with equal facility.

Superficial analysis then suggests that the

channels should be ’OR’ed together, using a double
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threshold in each channel so that triggers are generated

by both positive and negative excursions from the 

Association then takes place after combination,since 

yields the simplest hardware. However,a 

is to use the non-linear detector whose 

is indicated by the ’xxxxxxx' chain on 

noise is assumed Gaussian (reasonable 

filtered,see chap2,sect3) and is 

between the channels. Thus,the

detection ,in the complete 

information concerning the 

ellipse,positioned on a 

probability. Any signal 

ellipse is regarded as being 

a defect message.

mean • 

this

better solution 

decision surface 

figure 6.6 The 

if it has been

partially correlated 

decision surface for

absence of ’a priori' 

defect signals should be an 

contour of equal joint 

vector falling within the 

noise,any falling outside as

The coefficients a,b,theta specifying the ellipse 

which yield the required false alarm probability P(fa) 

?iven the noise variances s1,s2 in the two channels and 

^heir mutual correlation r(l,2) are extremely difficult 

"to calculate in closed form,except for the simple case in 

which the noise magnitudes are equal in the two channels, 

and are uncorrelated. This case we now examinejit is 

illustrated in figure 6.7.
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FIG. 6 6 SOME MORE REALISTIC MESSAGE SIGNALS



The pdf of the noise,assumed to have zero mean,is:-

• • 6.l\

Under our assumption of equal (s 1 =s 2),and uncorrelated

(r=0) signals,this reduces to:-

tfe require a threshold which is a circle centred on the 

origin. To calculate the radius which this circle must

have to achieve the false alarm rate specified, we first

reduce eqn.6.12 to polar form. Setting

(x**2+y**2)=V**2,and changing the variable of

integration,equation 6.12 becomes:-

6. IS

This is a Rayleigh distribution (app'B’) and is 

circularly symmetric. It is a function of V only,not the 

^ngle phi. The false alarm probability we are
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FIG 6 7 DEGRADATION IN DETECTION PERFORMANCE WHEN ALL FORMS Qf 
MESSAGE MUST BE DETECTED WITH FQUAL EFFICIENCY



seeking,P',is the probability that V exceeds a threshold

V'vt),as indicated below:-

OQ

Fortunately,eqn. 6.14 is easily 

integrated to yield

(Papoulis,1965)

2^ 6.1?

Not unexpectedly,this threshold is larger (reducing the 

detectability for marginal defects) than that for the 

simple (type (b)) detector,in which the threshold is set 

°n the sum of the two signals. The distinction is 

svident immediately from figure 6.7,in which the area 

outside the circle is greater than that to the right of 

the linear threshold. However,by making this slight 

sacrifice in probability of defect detection for one 

Preferred direction,we have made the detector sensitive 

equally to defects whose message vectors point in all 

directions.
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To compute an estimate of the degradation in 

detectability thus caused to a marginal defeot,we first 

re-arrange equation 6.15 to be explicit in V(t), and

Substituting for P' the typical value 10**-3 then

yields:-

V(t)=3.726s

This compares with the value for V(t) of 3.096 (extracted 

from standard tables of the cumulative Gaussian 

distribution) obtaining when the two signals are combined 

linearly. The effect of the shift of threshold by about 

0«6 standard deviations is to reduce the probability of 

detection for an 'additive' defect in Gaussian noise from 

95 o to about 50«.
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Thia detector may be implemented as the WEIGHTED

QUADRATIC DETECTOR shown aa a block diagram in figure 6.8

6.4 Adaptation

Hitherto we have aaaumed complacently that the 

propertiea of the surface noiae are atationary. In most 

surface inspection problems,this assumption is quite

unjustified. In steel strip inspection,for example, it

is observed that both the roughness and the mean

reflectivity of the surface vary significantly even

within a particular coil. This causes the mean and 

variance of the noise signal,the form of its pdf and 

cross-correlations between channels to vary . Some idea 

as to the extent of this variation,both within a given 

coil and between coils,may be obtained from data gathered 

during a series of on-line trials,performed by the 

British Steel Corporation at Port Talbot 

(Williams,1973).The parameter recorded was trigger count 

measured during successive fixed length (10 second) time 

intervals,with a fixed detection threshold. The two 

curves plotted in figure 6.9 are records 1 and 9 from 13 

collected during the trials,and are those showing the
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maximum range of variation.

Trigger count is determined by the mean of the 

signal,its variance and the form of its pdf. The 

contributions of the three effects cannot be separated 

from the data available.

The performance of the inspection system must be 

made to conform to its specification despite these 

variations. The obvious solution is for the system to 

sense the variations and adapt to them,automatically and 

in real time. Two approaches are available for this 

adaptation,a DIRECT approach,and an INDIRECT approach. 

The latter exists in PARAMETRIC and NON-PARAMETRIC 

versions.

In the direct approach,the number of triggers 

within a given area of surface (e.g.within five scans) is 

counted,and the threshold raised or lowered to eliminate 

the difference between the number of counts expected and 

the number obtained. This involves feedback,i.e.,an 

error must exist to generate a correction signal. 

Further,the quantity measured has a variation due to 

sampling error which is large compared to its mean,thus 
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its estimation is unreliable.For a typical false alarm 

probability P(fa) of 10**-3 per sample.observation over 5 

scans would yield an expected count of 5 triggers.with 

variance 5,since the count would obey a Poisson 

distribution. Finally,the occurance of defects will 

raise the threshold,rendering the system locally less 

sensitive. The adaptive system might mistake low 

contrast defect signals for increased noise amplitude,if 

they occured at high density,and might then raise the 

threshold instead of indicating detections.

The direct approach is however absolute in that the 

parameter immediately relevant in the detection 

process,i.e.the density of false alarm triggers, is 

controlled directly.

In the indirect approach,the probability density 

function (pdf) for the noise is used to set the detection 

threshold to give the false alarm probability desired. 

In the non-parametric variation,the pdf is first 

estimated, by constructing a histogram (by counting the 

number of samples having levels 1,2,3 ...254,255,256) 

over a particular region of sheet. By making this large 

enough to include say 25,000 samples,(an area 10cm. by 
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10 cm. would suffice with the parameter values used in 

the simulation),the number of samples within each bin can 

be made large enough to make the estimate reliable 

statistically.

The threshold to achieve a false alarm probability 

P(fa) is then determined by summing the contents of the 

histogram bins downwards from 256,until a total count S 

is obtained 3uch that the ratio S/^,with N the total 

number of samples in the histogram,equals P(fa). The 

threshold is then set to be that of the lowest bin whose 

contents must be included in the sum S. That is,if bins 

containing samples at levels 256,255,254, ... 251,230 

have to be included,the threshold will be 230. A sample 

st level 230 will generate a trigger,but a sample at 

level 229 will not.

In the parametric variation,a form is assumed for 

the pdf,and parameters describing this are then 

estimated. The noise when filtered is found to be a good 

Pit to a Gaussian distribution,which is described 

completely by two parameters,mean and variance (app’B1). 

The arithmetic required for the parametric and 

non-parametric variations is roughly similar,but the 
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non-parametric approach makes no assumptions regarding 

the "forms of the distributions , and must therefore be 

preferred.

Ultimately,a Kalman filtering approach could be 

used,to make the system optimally adaptive to changes in 

covariance for a multicomponent signal,as well as to mean 

and variance for individual components.

It is possible to achieve perfect adaptation using 

the non-parametric version of the indirect approach. 

This involves storing the analog data from say K 

consecutive scans,computing an optimal threshold for this 

data,and then applying this to the data for which it was 

computed. In view of the rapidly reducing cost of 

semiconductor memory,this possibility might well prove 

practicable.

The preferred solution in terms of simplicity and 

economy might however be to dispense with the adaptation. 

It is found from on-line measurements 

\Williams,1973),fig.6.9, that false alarm probability 

varies over a range 6:1 with a fixed threshold setting,at 

a maximum rate about it per metre of strip. Assuming 
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that the pdf of the noise is Gaussian and that the 

detection threshold is set to give the specified P(fa) as 

a maximum during the variations,the separation between 

threshold and mean is 2.3 standard deviations. The 6:1 

variation in false alarm probability then corresponds to 

an increase in the separation between threshold and mean 

of only 0.6 standard deviations. This will cause P(cd) 

for a defect of fair contrast to vary between 95^ and 

35^,which is trivial. For a typical low contrast 

defect,P(cd) will vary between 5^ and 2^. 

Thus,dispensing with adaptation may well prove 

acceptable,in that the improvement in performance 

adaptation would provide might well not justify the extra 

cost entailed.

5.5 Hardware Implementation

the surface of cold rolled steel strip.

In this section,we first discuss the general

problem of implementin-& instrumentation for the

automation of visual inspection in hardware which is

capable of operation in real time. Then,a system is

proposed for the specific task of detecting defects on
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Having selected a signal processing methodology 

which is in principle capable of effective automated 

surface inspection,it is now necessary to establish that 

it can be implemented in hardware. Instrumentation for 

on-line surface inspection must be able to process data 

in each of several parallel channels at more than 

30Mbits/sec.,and must be tolerant of the harsh operating 

environment usual in manufacturing plants, i.e.,of 

4irt,vibration,humidity,temperature 

variation,susceptibility to tampering,and so on. The 

hardware implementation must further be

economic,i.e.,must cost less (when amortised over a 

reasonable period) than the saving resulting from its 

incorporation into the manufacturing process.

Because of these exacting requirements,automated 

visual inspection lies at the upper limit of the 

capability of conventional signal processing hardware. 

Consequently,we first discuss some new techniques for 

high speed signal procesing which are potentially 

applicable to automated visual inspection. These are 

evaluated in competition with conventional methods,which 

would involve special purpose processing architectures. 

It is already clear that a standard processor, such as a 
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PDP11 minicomputer could when used alone not do the job 

even with software written optimal ly in assemble1” since 

it would not be fast enough. However,a specially 

designed front end might well be used,to reduce the data 

rate before the general purpose computer becomes 

involved.

Processing could using conventional methods be 

either analog or digital,or could be some combination of 

these. Further,it might be desirable to perform some of 

the processing using state-of-the-art techniques such as 

coherent optics,fibre optics, surface acoustic wave (SAW) 

or charge coupled (CCD) devices. In discussing these 

techniques,we shall consider compatibility,cost,data 

throughput rate, availability,robustness,and range of 

operations available. For the latter, it is necessary to 

take into account the operations shown in table 6.1,which 

are required in the processing,and must be implemented by 

the hardware.
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(a) Linear amplification

(b) squaring

(c) linear combination of analogue signals

(d) thresholding,involving comparison of an 

analogue signal with a reference level.

(e) two-dimensional filtering (fixed filter 

response)

(f) storage of several scans of signal,before and 

after binarisation.

(g) convolution of the binary signal with binary 

functions

(h) combination of binary signals logically

(i) estimation (in real time) of statistical
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properties such ar  the p.d.f of signals.

The processing required in automated visual 

inspection must operate with a bandwidth of roughly 30 

Mhz in each of perhaps 3 channels, with 3 bit accuracy. 

Any analog operation may be implemented digitally and 

vice versa,though not necesssarily with equal facility. 

The processing method which,whilst able to perform all 

the processing required,is least expensive and is 

practicable in a manufacturing environment,must be 

selec ted.

The rate,C at which a signal processing channel can 

handle information i3 governed by Shannon’s second law:-

C = BW log^(l + M/W) .......... bits/second

Here,BW is the channel bandwidth in hz.,and M/'i is the 

message/noise power ratio. White,Gaussian noise 

uncorrelated with the message is assumed. The maximum 

quantity of information which may be contained in a 

message of duration T seconds is thus T.C bits. The 

Maximum value for M/'I may be restricted by poor dynamic 

range,as well as by self noise introduced by the 
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processing. The product T.BW (referred to as 

'time-bandwidth product’) is thus a useful parameter for 

comparing processing devices,but is not an absolute 

criterion. One can however be confident that good 

processing devices will be able to store long segments of 

3ignal,at high bandwidth,with large dynamic range and a 

minimum of self-noise.

Filtering is very frequently required in the 

processing,and it is well to remember that ANY response 

of practical significance may be obtained using a 

transversal filter,for which good design techniques 

(e.g.that of Parks and McLellan,1972)are available.

Power consumption is also significant,since power 

dissipated by processing hardware has to be removed to 

prevent overheating.

We shall consider first the analog alternative,for 

which some highly efficient new methodologies have 

recently become available. These are optical 

processing,surface acoustic waves (SAW),and charge 

coupled devices (CCD).
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COHERENT OPTICAL PROCESSING is based on a

fundamental property of lenses, that the complex signal

formed by a lens in its image plane is the Fourier

transform of the complex distribution of light over the

aperture in the object plane In the transform

plane,filtering is accomplished by blocking out

,attenuating or phase delaying particular spatial

frequencies. Correlation is implemented by placing in 

the transform plane a screen whose transmission is that 

of the conjugate of the complex (i.e.,phase and 

amplitude) Fourier transform of the signal with which 

correlation is required. This exploits the theorem 

(mentioned in appendix'B') that Fourier transformation 

converts correlations to multiplications,and vice-versa.

A second lens then

transformation,restoring

performs an inverse Fourier 

the signal to the spatial 

domain.

Such systems have time-bandwidth products of 

typically 3 x 10**5,with dynamic range and self noise 

determined by the devices used to transform the signals 

to and from optical form. Acousto-optic modulators 

(Casasent,1973) are commonly used to obtain optical 
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signals from electronic signals. In automated inspection 

appiications,the original signal is optical anyway, and 

it may be possible to dispense with thi3 first transducer 

(and with the conventional scanner!). The system 

developed by the Axel Johnson company and reported by 

Sjolin as long ago as 1972 (Sjolin,1972) used the Fourier 

transforming property to increase the contrast of defect 

messages before transducing them into electronic signals. 

Unfortunately,at the current state of commercial 

availability, coherent optical processing cannot perform 

most of the operations mentioned in table 6.1,and a 

hybrid system would be necessary. In fact,the only 

operation for which coherent optics would offer 

attractive advantages is filtering. Coherent optical 

processors normally require a laboratory environment to 

function properly,which is free of dust and vibration. 

The advantages they offer in a few operations (notably 

two- dimensional filtering) would probably not .justify 

their inclusion when only detection (rather than 

identification) of defects is required.

Circuit optical techniques(in which signals are 

conveyed along fibres of transparent material),were 

developed originally for transmission of telephone 
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signals,but have been further developed for use in 

g tato-of—the-art radar* In automated visual 

inspection,commercially available fibre optics could 

profitably be used for transporting signals within a 

plant,say from scanner to processor,since they are immune 

to the high level of electrical interference which is 

endemic in manufacturing plants,and have a high data 

rate. Recently,however,additional processing operations 

have become available in compatible form (Diffard and 

Chang,1979). These include tapped,weighted delay lines , 

which can be used to produce transversal filters. An 

opto-electronic A/D converter has been produced,which 

gives 6-8 bits of resolution at 500’<words/sec. 

Time-bandwidth products in excess of 10**6 are 

available,which is better by two orders of magnitude than 

SAW devices which offer strongest competition. Thus,a 

fibre- optic front end comprising transversal filters 

followed by opto-electronic converstion to a digital 

electronic signal may become competitive-when the 

necessary components become available commercially at an

optical systems,fibre optics can easiliy be packaged to

acceptable price! Fibre optic processing must be

considered an option for use in the future ,when the

technology has developed further . Unlike coherent
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render them tolerant of harsh environments.

SAW devices comprise strips of piezoelectric 

material ,typically quartz. An interdigitated electrode 

at one end,deposited as a metal film,excites an acoustic 

wave,which propagates along the surface at a speed 

typically 10**-5 that of light. At the remote end,it 

excites another interdigitated electrode to generate an 

electrical output signal. Structures deposited or etched 

on the surface in the path of propagation modify the 

signal 'en route',by (for example) rejecting certain 

frequencies. Alternatively,the surface of propagation 

may be regarded as constituting a delay line,and outputs 

from intermediate electrodes distributed at intervals 

along the line,summed to implement a transversal filter.

SAW devices typically have delays of 0.5 

microseconds (Gautier and Tournois,1931),bandwidths from 

5 x 10**4 Hz. to 0.4 times the centre frequency,and 

centre frequencies of 10**7 to 10**9 Hz.,giving 

time-bandwidth products from 40 to 16,000. SAW devices 

thus make good analogue delay lines,filters,convolvers 

and so on. Signals in other bands can be processed using 

SAW d evices by mixing the signal with a sinewave,and 
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filtering out an appropriate sideband.

CCD devices comprise in essence a sequence of 

storage sites diffused into a silicon chip. Charge is 

transferred from one site to the next using clocking 

pulses. The quantity of charge in each site codes the 

amplitude of the signal. CCD devices thus use a sampled 

analogue signal (appendix ’B').

In some chips,the charge at each of perhaps 64 

sites may be monitored directly via a non-destructive 

output connection. The chips may thus be used to produce 

transversal filters. For other chips,connections are 

possible only to the input and output ends of the chain. 

These have many more sites, perhaps several thousand,and 

are useful for example,as delay lines. Clock frequencies 

from 2kHz to 20 ?4hz are possible. The lower limit is set 

by charge leaking away from the storage sites,the upper 

limit by a degradation in transfer efficiency (which is 

typically 0.99999 in the latest devices) as the clock 

frequency increases. Time bandwidth products may be as 

great at 10**3 per chip,but are usually much smaller.

CCD devices are being developed (Eden and
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Dahimy,1979) using gallium arsenide instead of silicon. 

These are difficult to manufacture,and are hence not yet 

available commercially. They promise clocking at rates 

in excess of 1 gigahertz (10**9 Hz.)

Operations such as summation of 

signals.multiplication by a constant and amplification 

are readily performed by analogue operational amplifiers 

implemented as analogue integrated circuits. However, 

systems based on such devices are normally hard wired,and 

cannot easily be programmed using software.

The alternative approach is to process digitally,by 

sampling the signal and quantising it to perhaps 256 

levels (3 bits) at the camera output. Use of an adaptive 

linear amplifier immediately before digitisation is 

highly desirable,to make full use of the digital system's 

limited dynamic range,in the face of gross variations in 

signal due e.g.to change in overall surface reflectivity. 

Thereafter,all processing may be digital.

Digital hardware which processes data at up to 

about 40 M words/second is readily available commercially 

as high speed TTL. Emitter-coupled logic (ECL) can 
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improve thia by perhaps half an order of magnitude. The 

initial stage in a digital processor is an A/D 

converter.which takes as input the analog (or sampled) 

signal generated by the scanner,and generates as output a 

sequence of digital words. In inspection systems eight 

bit words generally provide sufficient information. To 

include all information present in a signal covering a 

passband extending from D.C. to 30 Mhz,without 

introducing error due to aliasing, requires samples 

spaced according to the Nyquist criterion (appendix.'B'). 

Oiven that the boundary of the passband at 30Hhz will not 

drop sharply to zero,samples separated by 10**-3 second 

are required. Converters operating on the ’flash' 

principle are commercially available which meet this 

requirement. However,this rate is two-and-a -half times 

faster than that of fast TTL.

The principal disadvantage of digital 

implementation is the high package count required.which 

leads to high power dissipation,many interconnections 

(which degrade reliability).and difficulty in isolating 

components from interference due to transients. The cost 

of the chips , even of memory sufficient to store several 

consecutive scans,each containing 2 thousand samples 
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digitised to 8 bits,is however very reasonable. All 

operations listed in table 6.1 are "readily implemented 

digitally. The 'square' matched filter recommended in 

section 4.6 is implemented merely by summing N 

consecutive samples,for example.

Another possibility would be to use a 

two-dimensional array processor such as a CLIP [Duff et 

al., 1973]. This is a programmable digital device which 

gives a speed improvement between 10**6 and 10**1 times 

that for a fully serial processor,depending on the 

operation. However,CLIP is currently expensive (about 

370,000),has a resolution only 96 points by 96,and is not 

yet available commercially. Although it processes in 

parallel,it must be loaded serially. It is thus 

apparently uncompetitive for a system solely to detect 

defects, hut might be appropriate for the more complex 

instrumentation required for defect identification.

In chapter 1 ,we remarked that the signal processing 

required for defect detection in automated visual 

inspection is closely analogous to that required for 

target detection in radar. A recently published 
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comparison of digital, CCD and SAW techniques for 

radar,by Mar^oiin and Mchugh (1979) is thus of interest. 

They conclude that unless the highest processing rates 

are indispensible, then SAW devices (which are available 

commercially) are best avoided,because the mixing 

operations required to match operating frequencies 

introduce an excessive complication. They recommend 

digital techniques using LSI as current front runners,but 

promised developments in CCD devices(notably,decrease in 

COST) are likely to render them competitive,for 

operations for which CCD devices are applicable. CCD 

devices are potentially superior in size,weight,and power

consumption. They operate on a sampled,analog signal

(appendix ’B'),which involves no loss in information

provided the Nyquist criterion is fulfilled The signals

used in digital systems require on the other hand

quantisation of samples to fit a finite wordlength,which 

introduces noise,limits dynamic range,and may cause 

errors to appear in computations. CCD devices used as 

processors are of course immediately compatible with CCD 

devices used in cameras,another reason for preferring 

them.

Digital systems have a definite advantage in being
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programmable, using software or firmware Thus, the

ntructurn <">f -• system may be changed very easily* Most 

important,the values of operating parameters (e.g.,the 

response of a transversal filter) may easily be changed. 

However,special purpose architecture is probably 

essential to achieve the high operating speeds 

required,and programmability is really vital only during 

research and development,until an acceptable processing 

scheme has been selected. Otherwise,programmability may 

only introduce the opportunity for degrading system 

performance by tampering.

In figure 6.10, a system proposed for the specific 

task of detecting visible defects on cold rolled steel 

strip is shown in block diagram form.

The strip is scanned by 3 CCD linescan cameras 

(1728 or 2048 elements per line),synchronised 30 that a 

vector signal is obtained. One camera views at the 

specular angle,the other two at large ("30 deg.) angles 

at either side of the soecular. Non-coherent 

illumination is used,obtained preferably from a 

fluorescent tube driven by high frequency A.C.,with its 

amission energy concentrated around 0.5 micron
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wavelength. A system of cylindrical lenses is used to 

concentrate the illumination along a narrow strip 

perpendicular to the direction of movement of the 

inspected material. The CCD scanner generates its signal

as a sequence of pulses of analog signal,which is

immediately compatible with processing using a sampled or

digital approach. If purely analog processing is

desired,a. sample/hold is necessary. At the highest

linespeeds,the samples would probably have to be

aspectelongated in the y-direction,with an ratio of

about 3:1. This is likely to enhance rather than degrade

the contrast of many defects,since these tend to be

elongated in the y-direction.

The majority of the defects should be readily 

detected by the weighted quadratic detector shown in 

figure 6.3,which hence comprises the initial processing. 

The squared signals in each channel are summed and 

compared with a threshold to generate trigger pulses. 

This gives the useful advantage that both positive and 

negative signal excursions in all channels can be 

detected with one threshold test. An option to vary the 

gain in each channel independently gives the detector the 

facility to operate ellipsoidall.y rather then merely 
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spherically,30 that the system can be adjusted to 

incorporate more detailed information regarding the 

distribution in signal space of message vectors,which may 

become available following extensive experimentation on a 

particular production line.

On the specular channel only,a two-dimensional 

analogue store is provided, which holds the signals from 

the latest K scans. The minimum K is about 10 but a 

value of 20 may give better performance. A

two-dimensional longitudinal filter (as described in 

section 4.3) operates on the data in this store,as a 

matched filter to increase the contrast of longitudinal

defects such as seams. The filter is implemented by

tapping each element of a region of the stored area L 

samples wide by K samples long,and forming a linear

weighted sum of the tap outputs . This forms a

two-dimensional transversal filter. The output of this 

filter is compared with a threshold, and the trigger 

pulses obtained combined with those from the main 

(weighted quadratic) detector by ’ORing'.

The longitudinal detector described in section 4.2 

is implemented by forming a linearly weighted sum of m th 
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signal samples in the first (K - 1) scans stored,which is 

compared with the m th sample in the K th scan to nrovide 

the trigger pulse. Since the whole of the signal is 

convolved with this detector,one filter and comparator 

suffice to sppl.y the longitudinal test over the whole 

width of the strip. This is appropriate for detecting 

sticker wrench,but gating may be added to define regions 

close enough to the edge of the sheet to contain edge 

strain. The trigger pulses provided by this detector are 

again combined with the others by 'ORing'.

Trigger association is applied to the triggers 

after combination to eliminate false alarms using a 

binary store,which holds the triggers from the last N 

scans. These are convolved with a window N samples in 

the y(sheet movement) direction,by M samples in the x 

(scan) direction,and the number of triggers present is 

summed to implement the ’association in a box’ method 

suggested in chapter 5« Simulations described in that 

chapter suggest that values of 10 will suffice for both N 

and M.

The output of the trigger association,within 

intervals corresponding to the inspection strips shown in 
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figure 1.1,constitutes the inspection data provided as 

output indication.

The detector for chatter marks (the only global 

defect considered) is not included in figure 6.10. It is 

possibly best implemented by software using an auxiliary 

microprocessor. This would sum the sample levels in N 

consecutive scans,and Fourier transform the N-sample long 

vector thus obtained. At linespeeds close to the maximum 

envisaged of 25 metres/sec.,inspection would have to be 

on a sampling basis. 100o coverage of the strip surface 

would not be possible,because of the time which a 

microprocessor would take to perform the computation.A 

hardwired processor giving 100'3 coverage would be 

possible,but unnecessarily expensive.

If required,the unprocessed outputs of the three 

channels could be combined (as suggested in figure 3.2) 

to yield an indication as to whether the defect 

absorbed,deflected or scattered,as an aid to subsequent 

identification of the defect type.

The two two-dimensional filters suggested in figure 

6*10 share a common organisation,although one filter is 
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analog and the other binary. Thia ia shown in figure

Each scan is circulated into a store which is

effectively a delay line,under the command of a clocking 

pulae.The line holding each acan holda the same number of 

samplea aa are gathered by the CCD cameras during each 

scan. The first K elements are provided with taps. 

Having passed through the n th delay line,the signal is 

routed into the n+1 th and so on,and data emerging from 

the N th (i.e.,last) line is discarded. Thus,the 

untapped part of the 5th stage delay line in figure 6.11 

could be omitted if there were no following stage. This 

architecture enables the signal to be convolved with an 

arbitrary filter of dimension L samples by N,to allow 

filtering (analog or binary) to be applied to the whole 

signal, without 'edge effects' such as those described in 

section 5.2 which necessitate overlapping boundaries.

It remains merely to suggest whether analog or 

digital hardware should be used to implement this 

particular system. We have already noted that digital 

hardware could perform all processing,but that a fast A/D 

converter would be needed in each channel,and an array of 

D/A converters might be needed in a real-time 

two-dimensional analog filter. Fast digital squarers are
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width of one scan

FIGURE 6.11 TWO-DIMENSIONAL DELAY LINE FILTER

(analogue and binary forms have the same organisation)



available but expensive. A serious difficulty in 

implementing the front end (before thresholding) 

digitally lies however in achieving the required dynamic 

range. Although 8-bit resolution is known from 

simulations to be adequate,each channel would require an 

automatic gain control to ensure that the signal supplied 

to the A/D converters covered the full dynamic range,but 

was not clipped. An analog front end would not have this 

problem,and could be implemented using CCD delay lines 

for the filters. SAW filters would provide a more 

complex alternative if CCD proved not to be fast enough. 

Thus,it is recommended that a sampled analogue front end 

processor be used.

The Drocessing required following thresholding can 

be implemented easily using binary logic,either TTL (fast 

but high-current) or CMOS (low current and less 

susceptible to interference,but a little slower). There 

is no competing alternative which merits consideration. 

A programmable digital system (based presumably on a 

standard minicomputer) would be needed,to co-ordinate the 

process overall, and organise the output data for 

presentation to a human operative ,and for record 

keeping.
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In thia chapter,we have discussed the best form 

which the complete system for automated defect 

detection,formed by combination of individual methods 

discussed,and implemented in the best possible way in 

hardware, should take.

This depends on properties of both noise and 

message components of the vector signal. The properties 

of the noise are understood quite well (chap.2),but are 

highly variable. The chief difficulty imposed by the 

noise is in fact the need to accomodate variation. 

However,the only definite information concerning the 

message signals generated by defects (discussed also in 

chapter 2) is that they are almost invariably unknown. 

The inspection system must thus be configured to respond 

to all significant forms for the defect,which generally 

leads to a slight loss in overall performance. In this 

circumstance,given a vector signal,a configuration in 

which thresholding is applied to the sum of squares of 

the signal components is recommended.
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It has been shown that if (as is usual) both 

message and noise signals are largely uncorrelated 

between channels,then the best method of combining the 

components is to sum the analogue signals,then to 

threshold this sum,and apply association to the resulting 

triggers. This gives both best performance and simplest 

hardware.

If however more definite information is available 

concerning signals characteristic of a few kinds of 

important defect,then special purpose channels may be 

included to accomodate these. This proceedure is 

recommended for sticker wrench,for example.

A suggested system for the particular case of cold 

rolled steel inspection is shown in figure 6.10

It is shown that although it is not difficult to 

make the system adaptive to variation in noise level,it 

might well be preferable to ignore the variation,since 

the improvement in performance obtained by adaptation 

might well not justify its cost.

Finally,the implementation of the proposed system 
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in hardware has been discussed. The emergence of new

A- V* » 1 /«• of

processing,but most of these have not been developed far

enough commercially to be applicable

Nevertheless,implementation in hardware 

difficulty,despite the high linespeeds A

hybrid system is recommended,with a

with benefit.

should cause no

required

front end' usingt

analogue processing by special purpose hardware,probably

CCD devices. This would be hard wired. Its function is 

to extract from the data gathered by the scanner 

information useful in the inspection process,resulting in 

a substantial compression of data. It is followed by 

processing using binary logic, for example TTL or CXOS, 

to combine triggers generated by the various channels and 

eliminate false alarms. The final stage would comprise a 

programmable general purpose microprocessor, for system 

co-ordination and result analysis. The instrumentation 

suggested would probably cost less than $100,000 per 

installation in 'batch' quantaties,could be developed 

quickly,and would be viable economically.
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CHAP.7 CONCLUSIONS

7.1 Introduction

In thia chapter,the results obtained in the 

previous chapters are summarised and combined to provide 

an overall conclusion. This is in two parts. The first 

(section 7.2) provides general conclusions reached 

concerning the theory and methodology of signal 

processing as applicable to automated visual inspection, 

particularly when applied to the detection of defects 

visible on the surface of material produced as a 

continuous sheet or strip. The second part (section 7.3) 

recommends an optimal system for detecting defects on a 

specific material, cold rolled steel strip,which has been 

given special attention in the thesis as a sample 

material for validating the various processing concepts 

which have been investigated. The problems involved in 

hardware implementation are discussed with particular 

reference to this material. Finally, in section 7.3,the 

shortcomings of the contemporary state-of-the-art in the 

theory and analysis for automated visual inspection are 

reviewed. A direction is then suggested for future work.
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1.? Conclusions Regarding Signal Processing Methodology

We have shown that concepts and methodologies for 

detecting message signals accompanied by noise developed 

originally chiefly for use in target detection in radar 

and sonar may be applied very effectively in automated 

visual inspection. Their use is particularly valuable in 

the detection of surface defects of low contrast. 

Modifications and extensions have however been 

necessary,particularly since the message signals in 

inspection problems are of unknown form,may vary widely 

for a particular task,and even within a particular defect 

class. The signals encountered in surface inspection are 

.further, vectors having typically at least three 

components which may be partially correlated,and describe 

a two-dimensional phenomenon. The accompanying noise is 

generally non-Gaussian unless filtered.

Thus,the detection process has been reduced to a 

canonic form,in which it is broken into a sequence of 

successive stages.namely contrast 

enhancement,thresholding and trigger association. These 

may to a first approximation be analysed independently.
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Methodologies have been developed to perform the 

processing required bv each stage in the canonic 

model,and have been validated by experiment performed by 

computer simulation. Proceedures for selecting the 

parameters which must be specified at each stage have 

been developed,to yield optimal operation,even if the 

forms of signals and other essential data are not 

available explicitly. Most important,an original and 

quantitative theory has been developed for stage 3 in the 

canonic detection process,in which false alarm triggers 

due to noise are eliminated selectively,but triggers due 

to defects are retained. The result of these labours is 

thus a sound,general quantitative and comprehensible 

theory for detection applicable particularly to automated 

visual inspection. We have also shown how the theory may 

be applied to the design of instrumentation systems for 

particular cases.

Two principal methods have been proposed for 

contrast enhancement,namely matched filtering and 

weighted linear combination of signals. The absence of 

reliable and accurate descriptions of the waveforms 

characteristic of surface defects makes design of optimal 
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matched filters hazardous. A proceedure for determining 

an optimal filter when the signal waveform is not known 

explicitly has been suggested,and investigated 

theoretically. For surface defect detection,a 

rectangular match waveform has been shown to be about as 

efficient for contrast enhancement as the triangular 

waveforms used initially as the MFB detector,but is much 

easier to-compute. Simulation in which a two-dimensional 

matched filter was used to enhance seams has confirmed 

this prediction.

The linear weights giving optimal contrast 

improvement by linear combination are also impossible to 

compute unless the message waveform is known explicitly 

as well as the correlation properties of the noise. They 

may however be determined experimentally, and this 

approach has been demonstrated experimentally to give 

worthwhile contrast enhancement for sticker wrench.

The Neyman-Pearson has been shown to be the best 

approach for setting the decision threshold which 

generates triggers indicative of defects from the 

analogue signal. Alternative approaches which promise 

superior performance cannot be used,once again,because of 
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lack of information concerning the properties of the 

signals generated by defects.

Although adaptation of the detection threshold to 

accomodate variation in surface noise would certainly 

improve the performance of a detection system, the 

degradation resulting if it is omitted is not 

particularly large. Thus,a non-adaptive system may well 

prove acceptable,in which a small loss in performance is 

traded for a substantial gain in cost.

The improvement in performance produced by using 

trigger association has been shown to be dramatic. A 

reduction in false alarm trigger probability of ten 

orders of magnitude is readily obtained,without 

significant message loss. It is surprising therefore 

that trigger association approaches are rarely used for 

discriminating message from noise in image analysis. 

This is probably because,although earlier investigations 

(notably Lacroix,1979) had indicated its value 

generally,no quantitative analysis had been performed,and 

the scale of its effectiveness appears not to have been 

realised. It was shown in chapter 5 that the improvement 

obtained from trigger association is largely independent 
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of the scheme used to implement the association,for a 

given data storage capacity. Values for alternatives 

have been computed and are tabulated in the chapter. The 

alternative chosen should then be that which is easiest 

to provide in hardware.

Early in the investigation,the detection 

performance demonstrated during simulation was very poor 

for certain defects. More powerful processing methods 

were consequently applied,and improved the performance. 

Eventually, however,all information available in the 

original signals had been exploited for a particular type 

of defect fsticker wrench)/without acceptable 

performance being achieved. In this case,further 

improvement could be obtained only by improving the 

performance of the scanner,either by modifying its 

operating parameters, or by adding another component to 

the vector signal,or by use of an alternative type having 

improved sensitivity. The first two possibilities would 

require re-scanning of the data base,the second 

additionally the installation of one or more additional 

photomultiplier sensors. Thus,in this investigation,only 

the third possibility could be explored. An analysis 

provided in chapter 2,initiated by experiments performed 
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by the SIRA Institute, indicated that scanners based on 

CCD arrays should provide better defect contrast,because 

of the absence of speckle noise. Experimental work by 

Edy (1977),and more notably Yaxley (1979) demonstrated 

the improved effective sensitivity of CCD sensors 

conclusively. These devices are new,having first 

appeared only in 1971,and are being developed rapidly. 

They will almost certainly dominate as sensors in visual 

inspection instrumentation's manufacturing problems such 

as low yields and fixed pattern noise are overcome,and 

prices fall.

It has also been demonstrated that for defects 

whose message location in component space is known, a 

worthwhile increase in defect contrast is available by 

forming a linear weighted sum of the components of the 

vector signal and treating this as a scalar 

However,there is as yet no analytic method for finding 

the optimal weights,and design by trial ha3 been

necessary.

Implementation in hardware of the processing 

suggested should however present no problem,even at the 

highest linespeeds. It should become even faster and 
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cheaper as hardware development proceeds,and new 

processing methodologies (CCD,SAW,optical fibres etc.) 

become available in commercial hardware.

7.3 Conclusions Regarding Systems Aspects and Hardware 

Implementation

These conclusions are presented with reference 

particularly to the inspection of cold-rolled steel 

strip. Firstly,we have established that the inspection 

performance required for industrial viability should be 

achieveable. This specifies detection of 95^ of defect 

occurances,with no more than 9.2'^ of good material wasted 

due to false alarms,as detailed in section 1.2. Although 

only 35 of 52 classes of defect known to occur on cold 

rolled steel strip were actually processed in the 

simulations,the 17 not experimented upon are sufficiently 

similar to those which were,that they should succumb to 

the same methods of processing. The results obtained 

suggest that incoherent illumination should be used,and 

initial conclusions regarding the detectibility of 

sticker wrench will have to be confirmed using a much 

wider range of samples.
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It ia further established that the processing 

soeeds required in the inspection should also oresent no 

insurmountable difficulties,though,as discussed in 

section 2.2,controversy remains as to whether CCD array 

line scanners are sufficiently sensitive for a linespeed 

of 25 metres/ second. A calculation provided in section 

2.2 suggested that despite doubts expressed by the SIRA 

Institute CCD devices should be adequate,but this also 

remains to be confirmed by experiment.

There is no doubt at all concerning the ability of 

commercially available hardware to operate fast 

enough,for all the processing operations which are 

required.

Regarding the system configuration,particularly for 

cold rolled steel strip, it seems that filtering of the 

analog signal for contrast enhancement (stage '1' in the 

canonic form) before thresholding is .justified only for 

certain kinds of 'difficult' defect. For these it would 

however be worth making the filter two-dimensional. The 

shape of the filter has been shown not to be 

critical,given the wide variation observed in the 

properties of defect message signals.
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7.4 Suggestions for Further Work on Automated Visual

Inspection

Tasks in automated visual inspection form a 

hierarchy of increasing difficulty. Detection of surface 

defects against a background of noise is required in the 

inspection of many materials,including sheet metals such 

as stainless steel and tinplate,magnetic recording 

surfaces on tape and disc,photographic paper and 

film,rubber and plastic,printed materials,textiles,and so 

on. Satisfactory systems have been developed for 

inspecting some of these,and the methodology developed 

within the thesis should be readily applicable to the 

remainder. When the material surface is patterned,or 

when the material structure introduces a quasi-random 

noise which is larger than most defects,then more 

powerful processing will be required. This applies 

particularly to the inspection of tex tiles,which is known 

to constitute a significant problem which is still 

largely unsolved.

The effectiveness of surface defect detection 
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systems is often limited by the presence on the surface 

of marks whose contrast is as great as that of typical 

defects,but which do not degrade the utility of the 

material. There is,further,often a requirement for 

defects to be identified by type, so that material may be 

directed to the most appropriate user,or so that 

corrective action may be applied. Though there has been 

some progress in automating the identification by type of 

visible defects (Norton-Wayne and Hill,1974),(Logan and 

M acleod,1974),(Logan,1974),(Popovici,1976),(Hill,1977) 

,(Saridis and Brandin,1979),(Chittineni,1932 ) this 

problem remains essentially unsolved,and merits further 

investigation. Although adequate methods (such as 

feature space pattern recognition) are available for the 

signal processing required,processing in simulation of 

vast quantities of stored data is necessary. 

Identification is thus an order of magnitude more 

difficult than detection. The most successful work thus 

far reported on surface defect identification is that by 

Chitteneni (1 930),on magnetic recording materials and 

abrasives.

Automating the visual inspection of discrete 

objects is generally more difficult than inspecting strip 
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products. Additional decrees of freedom such as position 

and orientation are introduced into the sample.which the 

inspection system must tolerate. Further,the values of 

individual items are generally much greater (between 2 

and 3 orders of magnitude),than for strip material having 

the same area,and the efficiency required of the 

inspection is correspondingly higher. On the other 

hand,the decision implied by a detection process may for 

discrete objects be more specific(i.e.,to reject or 

accept INDIVIDUAL ITEMS) and it is possible to extract 

particular items from a stream for more thorough 

examination,if desired. Thus,the cost per unit 

throughput acceptable for the system is much greater. 

Also,the Neyman -Pearson criterion recommended for the 

decision stage in strip product inspection is then no 

longer optimal.

For the automated detection of defects in printed 

circuit boards,for example,(Norton-Wayne and 

West,1932),an inverse Neyman-Pearson criterion is 

appropriate,in which the detection threshold is set to 

perceive virtually all (say,99^) of significant defects. 

A second stage in the inspection can then be used to 

eliminate the large number of false alarm indications
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generated. Thia may (in early stages of the development

of instrumentation) be visual. The instrumentation

guides the human eye to the region of the putative

defect,eliminating the boredom,fatigue and consequent

inefficiency which would result if the eye had to scan

unaided. Thus,sequential analysis (Wald,1947) may be

applied to improve overall efficiency.

When steel and other strip products are 

inspected,it i3 not generally possible to isolate 

individual defect indications or particular regions of 

material,and quality designation has to be made for a 

complete coil. Defects present within a coil are 

counted,and provided the count is less than some 

threshold,the coil is designated as being satisfactory. 

The false alarm rate must thus be kept low. There is 

thus a fundamental difference in the operational 

configuration between inspection for discrete (e.g.PC 

boards) and strip material. The former may be repaired 

immediately and,if not repairable, individual items can 

be discarded immediately. Defects in strip materials are 

on the other hand often not eliminated from the 

manufacturing process until the final product ha3 been 

assembled.
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Despite the appearance of CCD cameras, there is 

still scope for aoolication of laser scanners,and for 

improvement in their design. Laser scanners have very 

high resolution and sensitivity,and are easily configured 

to yield a vector output signal. Further,as was pointed 

out in chapter 2 ,defect contrast should be much improved 

by scanning with radiation whose wavelength is 

commensurate with the size of the defects,since the 

speckle introduced by the surface roughness would be 

correspondingly smaller,and there would be a 'resonance' 

effect in the interaction between radiation and defect. 

A carbon dioxide laser operating at 10.6 micron 

wavelength could be used; the necessary sensors have 

been developed for military purposes. By using even 

longer wavelengths,e.g.in the sub-millimeter region at 

100 microns, the ro'ugh surface could be made into a weak 

phase reflector,so that information describing the 

statistical properties of the surface contour could also 

be extracted. Further,innocuous marks caused by dirt

would be transparent to the long wave radiation,which

would be affected only by the structure of the metal

beneath. The technolo for handling electromagnetic

radiation is however poorly developed in this region,and 

hardware would be expensive.
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There is 3ome scope also for the exploitation of 

new signal processing methods which have become 

available. Although Obray's early work suggested 

(Obray,1973) that time series analysis was not a 

profitable approach in surface defect detection,the vast 

development in this area that has occured subsequently 

may render his conclusions invalid. The new time series 

methods are,most particularly,inherently 

multi-dimensional whereas Obray’s approach was one 

dimensional.

Automated visual inspection thus has a bright 

future. The factor which dominates the rate of progress 

in the application of machine vision in industrial 

automation is the rate of nrogress in imitating the 

operation of the human eye-brain system by signal 

processing machinery,particularly when semantic concepts 

are involved. Other important factors include the cost 

of mounting suitable investigations (excessive because of 

the simulation effort required),and the introduction of 

concepts and methodologies unfamiliar to and untrusted by 

the overwhelming majority of practicing engineers.

The recent realisation by the Establishment in this
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nation (and others),that automation is essential to

continuing oono™ i.onT, tLon^l t/Vii-S nu^ornn^ion

requires the cost-effective automation of vision,and the

development of signal processsing whose capability

approaches human intelligence,should facilitate progress 

greatly.
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APPENDIX ’A’ - DATA BASS and PROGRAM PACKAGE

This describes the proceedure for validating data 

recordings supplied by the SIRA Institute,and adding them 

to a central data base for experimentation using computer 

simulation. The program package used for implementating 

the various processing methods is then explained.

The data base was configured to provide signals 

characteristic of those obtained from the surface of cold 

rolled steel strip when defects are present,in a form 

suitable for analysis on a digital computer.

Appendix A.1 Data Base

The data was gathered by scanning sheets of steel 

containing defects of the 37 types contained in the 

target performance specification. A few sheets 

containing other types of defect were also

instrumentation and stored on industry standard magnetic

included,together with some sheets which were defect

free. The sheets had been gathered by BSC from the

rolling mills at Port Talbot and Llanwe rn,and were

scanned at the SIRA Institute using automated
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tape. This is the form in which the data arrived at The 

City University.

The sheets were each about 30 cm.square to 

facilitate handling,and to ensure that the defects were 

specified adequately without an excess of redundant data. 

It had been intended originally to gather at least 10 

sheets containing defects from each class,however the 

samples were obtained from only two sources over a 

restricted period of about two years.Several defect types 

occur only sporadically (e.g. chatter marks) ,and for 

some of these,it turned out to be impossible to gather 

the number of samples originally intended. To ensure 

that the data included a good statistical spread of 

properties,each sheet was extracted from a different 

coil,and coils were chosen which had been rolled on the 

widest possible selection of lines and at widely 

separated times. Further,the sheets were chosen to be a3 

flat as possible,and to include only one kind of defect.

Data was supplied to TCU on 9-track industry 

standard (1.25 cm. wide) magnetic tapes,at 315 bits/cm. 

The scanner used was a SIRA type 1500 laser scanner,as 

illustrated in figure 2.3. It contained three 
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sensors,one accepting light at the specular angle (15
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from specular,a third at 30 degrees from specular. 

During data acquisition, one scan was recorded from each 

sensor in turn,then the sheet was advanced by one scan 

width (i.e.,1 millimetre) and a further series of scans 

taken. Each scan could include up to 1024 samples of 

signal amplitude,each sample quantised to 256 levels (3 

bits). The samples were spaced by 0.4 mm in the scan 

direction. In addition to these scans,the data for each 

sheet included trigger signals (both positive and 

negative) generate! by a hardware SIRA detector which was 

part of the data gathering system. This was not adjusted 

to follow variation in surface roughness from sheet to

sheet, thus its output provides a rather pessimistic

impression of defect detectability It was included

chiefly to facilitate validation of the data

Information such as the serial number of the sheet,the

date on which it was gathered and the number of scans was

also included

Documentation was provided with the tapes to 

facilitate validation and interpretation of the data. 

This comprised
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(a) The teletypewriter record produced when the

sheet wis scanned.which contained the

identification number,the number of scans on each

sheet,the number of sheets on tape

(normally there were 7),warning of the presence of 3heets

whose scanning was started but abandoned owing to poor

sheet quality,etc

(b) A log sheet recording the parameter settings 

used during the scanning, e.g.the attenuation and cut-off 

levels for the SIRA detector.

(c) A log sheet containing a map of the surface of 

the sheet,with the locations of the defects specified 

within 1 cm. squares. (fig.A.1). Markings other than 

tne defect are seen to be oresent sometimes.

The simulations were performed on the CDC76OO 

machine at the University of London Computer Centre 

(ULCC). This was the fastest computer available for the 

project,and had some useful periperal3 such as a 

microfilm plotter. It was unfortunately operable in 

batch mode only,with programs submitted on nunched cards.
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Addition of a SIRA generated data tape to the data 

base being accumulated at ULCC required the following 

series of operations. First,the data was translated from 

9 track tape to 7 track. Then,the data was re-formatted 

to incorporate some additional information,and to obtain 

more compact storage. This included:-

(a) -Separating the analog data from the three 

sensors,and storing the data from each sensor in a single 

two-dimensional array 330 words by 100. Seven samples of 

amplitude are packaged into each 60 bit word,thus the 

maximum sheet size was 700 samples (28cm.) in the scan 

(x) direction,and 33cm in the perpendicular (y) 

direction. This enables the data from one sensor to be 

held in RAM store for a whole sheet.

(b) The trigger data from the SIRA detectors was 

re-formatted and stored in a one-dimensional array 

containing the co-ordinates of up to 4000 triggers. 

Negative going triggers were stored for the specular 

scan,and positive going triggers for the two off-specular 

scans.

(c) The co-ordinates of the 1 cm.squares within 
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which defect was present and also the name of the defect 

( a. cr. ’ lamina t ion * ) was punched onto ca rd s and added to 

the record. If the defect occupied more than 100 

squares,it was considered to cover the whole sheet, in 

which case square (1,1) only was marked,to indicate that 

the defect locations had not been omitted accidently.

This was performed using program FO63.

Some errors are inevitable during data 

acquisition,such as sheets mis-numbered,or gathered 

upside-down. These were detected by a validation 

stage,which was followed by editing to correct the 

errors.

Validation comprised comparing videoprints of 

triggers generated by the SIRA detector with the defect 

maps,and examination of the perspective plots. 

Videoprints and perspective plots comprise data plotted 

on microfilm to facilitate visual examination.They are 

explained later in the appendix. Properties such as the 

presence of triggers arising from the identification 

number stamped at the top left-hand corner of the 

sheet,and whether trigger clusters evidentally due to 
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defects fitted into the defect boxes were utilised in 

validation.

It became apparent during validation that about 20^ 

of sheets were bent sufficiently to corrupt the data,that 

often marks other than the ’official' defect were 

present,sometimes at a higher contrast than the 

defect,and that rust appeared very quickly,even when the 

sheet was protected by a coating of palm oil.Because of 

rust,only two out of ten sheets deemed to be defect free 

were of use for setting thresholds.

Mislabelling was easily corrected,and upside-down 

sheets were inverted by the computer.However,it was 

considered possible that the nature of the signal 

obtained from certain critical defects (such as sticker 

wrench) depends on the relation between the direction in 

which the beam was incident during scanning,and the 

rolling direction,and some such sheets were consequently 

re-scanned. Data from bent sheet cannot be corrected in 

the computer. The solution to this problem (which was 

not implemented during the project) is to hold the sheets 

flat during scanning using a magnetic chuck.
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All records were stored in duplicate on different 

magnetic tapes,to guard against loss of data due to 

deterioration of the tapes and accidental erasure.

The composition of the data base is shown in table 

A. 1

Appendix A.2 Program Package

Three types of computer program were used for the 

simulation investigation- programs for the 

storage,editing and re-formatting of data.programs for 

signal processing,and programs for the display of data 

and the outcome of detection experiments in pictorial and 

graphical form.normally by plotting on microfilm. The 

programming package was configured as a family of 

mutually compatible sub-routines,such that a wide variety 

of processing schemes could be simulated by setting up an 

appropriate combination,co-ordinated by a relatively 

simple master program. To ensure economy in computer 

usage,and to facilitate the selection and location of 

particular records,the data base was configured such that 

the data from each sheet could be selected by being 

specified on a punched card,and could be held in RAM
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TABLE Al - STATE OF DATA BASE

— .ECT typ e  tcu  data  bas e

01 - SKIN LAMS 37
02 - SEAMS ?
03 - SLIVERS 13
04 - FLECK SCALE 35
05 - JET SCALE 10
06 - HOLES 3
07 - HOT MILL SCRP. q
08 - SCALE PITS 3
09 - SERR. EDGE 3
10 - STEEL PITS & DIGS 4
11 - SCRAP MKS 15
12 - STICKER WRENCH 25
13 - POINT WRENCH 9
14 - OXID EDGE 7
15 - SAND PITS 15
16A- TAIL & CNR MK 3
16C -BRUISE 10
16D-HIGH SPOT 8
16E -PINCH MK. 17
16F -DRAG MK. 4
16G -FRACT. MK. & FK. 1
16 J - FEWMARK 2
17 - CHATTER MARK 3
1’8 - COLD MILL SCR. 4
19 - PICK-UP 26
20 - CARBON P.V. 14
21 - COIL DIGS 32
22 - COIL BREAK 9
23 - EDGE STRAIN 21
24 - INDENTS 9
25 - RUST SPOTS 38
26 - FEATHER MKS. 5
27 - WATER STAIN 20
28 - ROLLED-IN SCALE 1
29 - BRKR Rl. SCALE 3
<0 - BURNT SCALE 3
32 - PICKLE LINE DIGS. 0
33 - FRICTIONAL P.U. 0
34 - GREASE AND DIRT PITS 4
35 - ROLLED-IN SCRAP 3
36 - DIRTY SURFACE 1
37 - SCUFF MARKS 8
38 - OIL CONTAM. 2
39 - TRANSFER STAIN 3
42 - HERRINGBONE 2
44 - UNKNOWN q
46 - BAR SCALE !
49 - PICKLE LINE STAIN 1
53 - SNAKY EDGE 0
54 - WIPER BOARD SCRATCH 0
55 - ROLLED IN SCRATCHES 1
57 - SURFACE JAM 1
61 - SKID MARK x
62 - ALUM. LINES 0

99 - PRIME SHEET 10



3tore throughout the processing,together with essential

4 luu the 4-4 v*U L>JU of the defect as

specified by the 1 cm.squares. The package was further 

configured to be able to handle signals from any number 

of sensors with equal facility.

A common filestructure was adopted to ensure that 

the data base and all processing subroutines were 

mutually compatible. This was:-

ID, ITYPE, IA, NDEFS, LCDEFS, ICO, IP'4 

in which:-

ID contains the sheet number in A10 format 

(e.g.21.09,with 21 indicating the type of defect,and 09 

indicating the serial),packed into a single word.

IA contains the analog data for the sheet,in an 

integer array 3’50 words by 100 ,with 7 samples each of 8 

bits packed into a 60 bit word.

NDEFS contains the number of 1cm. squares within 

which the defect lies,in 12 format in a single word.
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LCDEFS is a one-dimensional array containing 190 

words,with each word containing the location of* one 

square containing defect markings. Each square is 

specified by its X and Y coordinates in a 1cm. grid. 

LCDEFS also contains the serial number of the defect. 

For example,the square specified by 2312704 contains 

markings from defect number 231,and has X co-ordinate 27 

and Y co-ordinate 04.

ICO is a one dimensional array of 4000 words,each 

containing the location (in samples.measured from the 

bottom left hand corner of the sheet) of one trigger 

sample. For unprocessed data these contained triggers 

generated using the unoptimised SIRA detector when the 

data was gathered,which were replaced during processing 

by triggers generated by simulated detectors (without,of 

course,destroying the original data base).

The parameter IP^I indicates the sensor,as follows :-

IP'4=1 specular

IPM=2 10-degree off-specular

IP'4=3 30-degree off-specular

A.2.1 Programs for the Creation,Verification,Editing and
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Protection of the Data Base.

Data is displayed graphically by plotting it on 

microfilm using a Calcomp 1670 plotter. This has a 

resolution of 4096 points by 4096,but plots monochrome 

only, and is intended for plotting line drawings rather 

than grey scale images. Two methods were developed 

for displaying analog data,namely:-

(i) Perspective plots,in which the analog data from 

each scan is plotted above and a little to the right of 

that from the previous scan. Figure A.3(a) is an example 

of a perspective plot. 'Hidden Lines' are normally 

eliminated in the plot,to improve clarity.

Imperfections in data due to poor sample quality 

(sheet bent or grossly contaminated),or to mistakes 

during scanning (sheet upside down,saturation) are 

readily apparent from perspective plots. Signals from 

defects having reasonable contrast stand out as pulses 

above or below the noise signal due to surface roughness. 

Some correlation between the noise in succesive scans is 

generally visible,compatible with fig. 2.12. However,it 

i3 difficult to locate markings on the sheet precisely
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using a perspective plot.

(ii) Grey 3cale plots,in which the amplitude of 

each sample is plotted as a photographic intensity,in 

plan view. This involved using a special package 

(’Picpac') which is expensive to run. This displays 64 

levels of grey,nominally in equal steps. It was found 

preferable to plot only the levels 127-255 to obtain 

usable contrast. An example is given in figure A.4(a)

For displaying triggers,the videoprint (example,fig 

A.3 (b)) is used. This shows the sheet in plan view,with 

horizontal and vertical axes divided to show true 

distance in centimetres. The location of defects on the 

original sheet is indicated by boxes giving the outlines 

of 1 cm. squares supplied in the logging information. 

Triggers generated by the signal processing subroutines 

(supplied in the standard array ICO) are plotted as dots 

in their appropriate location. Thus,the pattern of 

triggers may be compared with the defect distribution on 

the original sheet very easily. For economy in memory

usage,the number of

limited to 4000.

triggers the package can handle is 

'/Then this number have been

generated,detection • stops,and the videoprint is
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considered complete. Thus,the size of a sheet may apDear 

to change with threshold level.

Other forms of plot are provided for special 

purposes,e.g.

Histograms (fig 2.9) used for displaying estimates 

of probability density function,plotted using subroutine 

HSTPLOT.

Scatter diagrams (fig 2.15) used for displaying 

correlation relationships between pairs of components of 

vector signals. Subroutine PSCAT is used.

Fourier spectra together with the original signal 

(fig 4.21)

Cross-correlation functions of successive pairs of 

waveforms (fig f subroutine PLTCON.

Three subroutines have been developed for 

processing signals prior to thresholding,to enhance 

defect contrast. These are:-
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(a) CVIEWS,which generates a scalar signal which is 

a linear weighted sum of* the three component signals 

obtained from the three sensors. The weights are 

supplied via punched cards.

(b) 3MDATA,which synthesises the signal which would 

be obtained by scanning with a spot N times the length of 

the scanner spot used,and M times its width. This is 

achieved by convolving N consecutive samples together for 

.X consecutive scans,and summing the results.

(c) DMFTR,which convolves the signal with a 

two-dimensional array which is N samples along the scan 

(x) direction,and M samples in the y-direction. The 

maximum value of N is 25,that for M is 10. Since the 

samples are separated by 0.4 mm in the scan (x) direction 

and 1 mm in the y direction,the maximum size filter is 

approximately square. The values of the filter elements 

are supplied from punched cards.

Four subroutines have been produced for 

thresholding the signal,which is the fundamental decision 

stage in the detection. All involve comparing an analog 

signal with a reference signal,such that when signal 
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crosses reference,in either the negative direction or the 

positive direction,a trigger is generated for the 

particular sample or samples. The output is thus binary. 

The subroutines are:-

(a) 3TRIG3,a simulated SIRA detector,which uses a 

non-recursive low-pass filter to generate the reference 

signal. The delay between filtered and unfiltered 

signals,the reference signal cut-off frequency and 

attenuation,and the direction of the threshold (positive 

going or negative going) were specified on punched cards.

(b) MFB,which simulates the one-dimensional matched 

filter bank with up to six shapes possible. The shapes 

of the filters,and the thresholds for each shape,are 

supplied on punched cards. The software had been 

developed by Hill (1977) for use in his tinplate 

study,with minor modifications to provide compatibility.

(3) TTRIG3,which implements a simulated 3IRA 

detector turned through 90 degrees to operate on signals 

composed of corresponding samples from consecutive 

scans,i.e. in the y-direction,in contrast to strigs 

which operates along the x-direction.
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The following subroutines were prepared for 

association of triggers after thresholding,to distinguish 

randomly distributed noise triggers from clustered ASWjt 

triggers

(a) ATRIGS,which rejects triggers within a cell N

samples by M, unless at least I are present within the 

cell.The parameters and I were supplied on punched

cards. ATRIGS implements the 'association in a box' 

filter described in section 5.2.

(b) PROXT,which rejects triggers for which no 

adjacent sample also contains a trigger. This implements 

the 'AJ' filter discussed in section 5.3

(c) FTRIGS,which rejects triggers at sample number 

K unless a store for sample K contains a count of L or 

higher. When the input for sample K is at level '1 *,the 

store is incremented,otherwise it is decremented. This 

imolements the 'ADT' filter described in section 5.4. It 

is also possible to 'OR' together the signals in N 

adjacent scans. The parameters L and N are supplied on 

punched cards.
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The following subroutines were written to measure

where relevant on microfilm.

(i) A subroutine for measuring histograms of sample 

levels,to obtain an estimate of the probability density 

function(pdf).

(ii) SPCTAN computed the power spectra for 

individual scans,and the average power spectrum for all 

scans for a particular view of a sheet. The FFT 

algorithm (available as a library subroutine) was used to 

compute a complex spectrum a3 a first step.

(iii) LCOR computes the cross-correlation between 

scans (at a specified separation) from a particular 

sheet,by direct multiplication of corresponding samples 

from which the mean has been removed,then summing and 

normalising for variance.

(iv)FO94 ( not configured as a subroutine) analyses

cross-correlations between data from different

sensors,i.e.between the components of a vector signal.

The covariance matrix is found for the signals from the 
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three sensors,and its eigenvectors and eigenvalues are 

com nu ted«

In addition,subroutines were provided (a) for 

automatic assessment of methods for defect detection 

(SPSRF),by counting the number of defect triggers falling 

within defect squares.without actually plotting the 

videoprint, (b) for detection of non-local but periodic 

defects (DCHTS) using the FFT algorithm to compute a 

Fourier power spectrum.which was scaled logarithmically 

for display (fig 4.21),and (c) for implementing the 

analysis and syntnesis of correlated waveforms described 

in chapter 2 section 5. n
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APPENDIX ' B' - NATURE AMD PROPERTIES OF SIGNALS

In this appendix some concepts and methodologies 

used in the body of the thesis to describe signals and 

analyse them are defined and explained.

A SIGNAL is a physical observable which conveys 

information. To be analysed theoretically signals must 

be represented mathematically by functions. Signals 

generally appear naturally in ANALOG form,for which the 

mathematical representation is a function f ( x) ,where x is 

a continuous independent variable,e.g.space or time. 

Generally,the properties of signals are independent of 

the nature of the variable x,thus concepts developed for 

time variant signals apply equally to spatial signals. 

For analog signals,f(x) may take an infinite range of 

values within an interval (the DYNAMIC RANGE of the 

signal) and is defined for all values of x. It must be 

finite and single valued,though it may possibly be 

COMPLEX,in which the function f(x) has both real and 

imaginary components .

A VECTOR signal is composed of two or more scalar 

(component) signals f(l,x), f(2,x),f(3,x)...etc.,in which 
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each component possesses individually the properties 

required for a scalar signal. The components may be 

related to one another,i.e.,knowledge of f(l,x) may 

provide information concerning f(2,x).

For processing by computer,signals must be 

represented in an alternative,DISCRETE form. This 

comprises a sequence of numbers, g( 1 ),g(2 ),g(3 ), ... 

,g(k), ...,where k is an integer indicating the order of 

g(k) within the sequence. To enable processing to be 

implemented economically in hardware for high speed 

operation,it is further necessary to constrain each g(k) 

to occupy only specified discrete values within the 

dynamic range,e.g. the integers 0 to 256. This yields a 

DIGITAL representation.

Digital signals are obtained from analog signals by 

SAMPLING,followed by QUANTISATION. Sampling involves 

multiplying the analog signal by a sequence of unit 

impulses,which converts the analog signal into a sequence 

of numbers (the values of f(x) at the impulses). 

However,the numbers may still occupy an infinity of 

values within the dynamic range. The NYQUIST CRITERION 

states that provided the impulses are separated (on

2S8



average) by a distance less than X, where X=l/2W,and W is 

the highest frequency at which energy is present in the 

signal,then the analog signal may be recovered uniquely 

from the sequence of samples. That is,all information 

present in the analog signal is retained in its discrete 

representation. This is strictly true only if the signal 

segment is of infinite length.

To produce the digital representation,each sample 

of the discrete signal is rounded off to the closest of a 

finite number of discrete levels. This process,termed 

QUANTISATION,removes information irreversibly from the 

signal manifested by the addition of random noise which 

is white with a uniform distribution. The amount of 

noise added is inversely proportional to the number of 

levels.

Properties of signals,and relationships between 

them,can often be described very lucidly by using a 

SIGNAL SPACE (fig.4.8,B. 1 ) representation. In this,the 

samples describing a discrete signal are considered to 

define the axes of a Euclidean space. Each 

distinguishable signal, i.e.each different waveshape,is 

in its sampled representation, specified by a distinct
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point within the apace. The Euclidean distance between 

different signals in the space provides a useful 

(inverse) representation of their similarity. The energy 

of a signal is represented by the squared length of its 

vector in signal space.

Signals are either DETERMINISTIC or STOCHASTIC,or 

contain both a deterministic component and a stochastic 

component. For deterministic signals,the function f(x) 

may be inferred to an arbitrary degree of 

approximation,from samples within any finite interval X. 

The more samples that are used,the better the 

approximation. For stochastic signals,on the other 

hand,f(x) cannot be extrapolated from observations within 

an arbitrarily small finite interval. By observation at 

a large number of randomly chosen,widely spaced 

points,some information can be obtained concerning 

f(x),such as the probability P(x) that f(x) is larger 

than some threshold x (the cumulative probability 

distribution function, or PDF,for the signal). The 

probability density function p(x) which is the derivative 

of P(x) is also useful for describing stochastic signals.

A stochastic processes can alternatively be 
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regarded as an ordered sequence of random variables. The 

properties of the most general kind of ensemble require 

for their specification statement of the .joint 

probabilities of all orders. If however the ensemble is 

ordered into a sequence specification is generally much 

simpler. When the .joint probability density between the 

kth and 1th members of the sequence is a function only of 

their separation (k-l=m),the process is said to be

stationary. Specification of the joint pdfs of all

orders is in this case provided by the AUTOCORRELATION

FUNCTION,A(m}I,for the signal. This is the expectation of

the joint p.d.f. of signal samples at a separation m. 

A(m) is 1 for m=0 for a stochastic signal,and decreases 

(not monotonically) with m.

The form of stochastic signal met most frequently 

is the Gaussian signal, for which the probability density 

function has the form:_

p( x) = 1/}sqrt(2.PI).3}.exp(Cx-x(O)]**2 /2S*)

The parameters x(0) |the mean} and s }the standard 

deviation} define the distribution. Gaussian stochastic 

signals are completely specified by their p.d.f. and 
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autocorrelation functions.

Gaussian signals are interesting because they are 

generated naturally by many physical processes and are 

tractable mathematically. The CENTRAL LIMIT THEOREM 

states that the p.d.f. of the distribution resulting 

from the combination of a large number of uncorrelated 

random variables having zero mean converges towards the 

Gaussian form,irrespective of the pdfs of the variables 

individually.

The signal resulting from the joint occurance of 

two uncorrelated Gaussian signals having variances 

s(x)**2 and s(y)**2,and coefficient of correlation r, has 

the form:-

If the signals have further the same variance 3**2 and 

are uncorrelated,the above equation then reduces to:~

f(x,y) = 1 expj-(x**2 +y**2)/2s**2}/2s**2
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On transforming this to polar co-ordinates r,3\and 

incorporating the property that the distribution is now a 

function of r only,we obtain the RAYLEIGH distribution:-

f(r) = r.exp(-(r**2/2s**2)}/s**2

The mean (expectation) of the Rayleigh distribution is 

(Papoulis,1965) s/|(r/2)**2| The cumulative distribution 

function F(b) that the signal has amplitude greater than 

some threshold b is then given by:-

00
(

F(b) = f(r).dr = exp(-b**2/2s**2)

The GAMMA distribution has the form:-

f(x) = C**(b+1)/G(b+1).exp(-cx) (x>01

where b and c are arbitrary constants,and G is the gamma 

function. If b is integral, G(b+1 ) = b!. The mean

(expectation) of the Gamma distribution,E(x) ,is:-(b+l)/c

The NEGATIVE EXPONENTIAL distribution (a special 

case of the gamma distribution, when b=0 and c=l/g),has
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the form:-

f(x) = 11 /g| .exp(-x/g)

where x>O,and g is a parameter. The mean of the negative 

exponential distribution is g.

In analysing stochastic signals,it is frequently 

necessary to infer the properties of a POPULATION of 

signals,by analysis of finite segments of signal which 

must be maintained as short as possible for economy in 

computation. The estimates thus obtained are said to be 

UNBIASSED if the estimate i3 equal to the true value for 

the population,is ASY?4PTOTICALLY UNBIASSED if any bias 

vanishes as the quantity of sample data used 

increases,and is CONSISTANT if the mean square error of 

the estimate converges to zero as the quantity of sample 

data analysed increases. The estimates used in this work 

|chap 2,sect.4) possess the latter two properties.

The components of stochastic vector signals may be 

related to one another mutually. A useful measure of 

this relationship for signals of zero mean is provided by 

the CROSSCOVARIANCE ,C(x,y) between two signals x,y.
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Thia is defined aa the expectation of the product 

f(x).f(y). The CORRELATION between f(x),f(y) ia defined 

aa C( x,.y)/(s( x) .s(y)),where s(x) and s(y) are the 

atandard deviations of the individual signals. For 

Gauaaian signals,components which are uncorrelated are 

alao mutually independent,i.e.,the expectation of the 

probability of the joint event f(x),f(y) ia the product 

of the probabilities of the individual events, x) . (y).

For a acalar signal,the 

AUTOCOVARIANCE,C(x,x),deacribea the expectation of the 

product f(x).f(x-k),where f(x-k) ia k samples distant 

from the reference sample f(x). The autocovariance C ia 

related to the autocorrelation A by:-

A = C/s**2

where 3**2 ia the signal variance.

For multidimenaional vector signals,the mutual 

relationahipa between the componenta are deacribed by the 

covariance matrix,Fc],for which the (i,j) th entry ia the 

covariance between the ith and jth components. The entry 

on the main diagonal (i,i) is the variance of the ith
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component. symmetric and Dositive

semidefinite.consequently its eigenvalues are always 

non-negative. By dividing the (i,.j)th entry in ] by 

the product of the standard deviations of the i th and j 

th signals, the correlation matrix,[a 1,is obtained. This 

matrix is also symmetric and positive semidefinite,and 

the entries on the main diagonal are all unity.

The properties of a signal may often be clarified 

by orthogonal transformation. The signal is regarded as 

comprising a sequence containing N samples,of which the 

(k)th is designated f(k). Following transformation, the 

(k)th component is expressed as a linearly weighted sum 

of orthogonal signals g(l,k),where k is a sample index 

and 1 identifies the orthogonal signal within the 

family,i.e.

The basis functions g(l,k) have the property that:-

'g( l,m) .g(u,m) = 0 .unless l=u,in which case

the sum is non-zero.
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If ,in addition,the sum is unity when l=u,the functions 

are orthonormal.

Using the definition of orthogonality,it is 3een that the 

coefficients a( 1) can be computed from the expression:-

The term g(l,k) ia the KERNEL of the orthogonal 

representation. The a( 1) are scalar numbers,which may be 

complex if the g(i,x) are complex,even if f(x) is real. 

For a vector signal containing N components,N orthonormal 

basis functions are required. The transformation may be 

visualised as multiplication of the signal regarded as an 

N element vector [f  ] by an N-square matrix ;G],to yield a 

transformed signal ' A. 1 which is also a column vector. 

From the definition of orthonormality .just given, the 

matrix [g ] has the property:-

= [i]

Here.^G'] Is the transpose of [g ]. This implies that the 

matrix representing an orthogonal transformation has its 

inverse equal to its transpose.
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The significance of orthonormal transformation may 

be appreciated by reference to a signal space.(fig B.1). 

The signal (x(k),where k is an index) comprises a 

sequence of samples numbers representing amplitude. The 

separation between members of the sequence may equally 

represent space,time etc. in which axes representing the 

original (unsampled) representation are shown as solid 

lines,whilst those indicating the orthogonal functions 

are shown dotted. The effect of the orthonormal 

transformation is to rotate the axes of the space about 

the origin. The signal remains unaltered. Its 

components in the new representation are its projections 

on the rotated axes. *Iot only is information within the 

signal preserved, as for any nonsingular 

transformation,but the relationships between different 

signals in the space,as represented by relative lengths 

and the angles between the signals,are also preserved.

Orthogonal functions are in general GLOBAL,in 

contrast to signal samples which are LOCAL. The way in 

which the same signal can be described by two alternative 

representations,one local,the other global,is explained 

in fig.(B.1)
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Although many orthogonal representations are

avai1able,one particular form,the Discrete Fourier 

Transform (DFT),has been used exclusively in this work. 

In the DFT,the orthogonal functions are the discrete 

sequences exp(2 x PI x nm/N),where n is the sample index, 

m is the function index, N is the number of samples in 

the signal. N is also the number of functions in the 

representation. These are sampled sinewaves designated 

by frequency which is the number of zero crossings per 

unit length function when the d.c. component is removed. 

Both symmetric (cosine) and antisymmetric (sine) forms 

are included. The DFT may be computed sueedily using the 

Fast Fourier Transform (EFT) algorithm which is normally 

provided as a standard library subroutine. It reduces 

the number of complex multiplications to transform an 

N-element sequence from N squared to N log N.

Several important theorems relate the spatial and 

spectral representations of a signal. PARSEVAL'S theorem 

states that the energy of a signal (the squared length of 

its vector representation in signal space) is unchanged 

on orthonormal transformation^fig.BI). The 

WIENER-KHINCHIN theorem states that the autocovariance 

function of a signal is the Fourier transform of its
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power spectral density,i.e.:

C(x,x)= DFT(a(k).a’(k)) 

where a(k),a’(k) are the real and imaginary parts 

respectively of the transformed signal. The CONVOLUTION 

theorem states that time domain convolution (a vector 

multiplication) corresponds in the frequency domain to a 

scalar point-by-point multiplication,

This theorem assumes implicitly that the signal sequence 

is repetitive outside its interval of definition.

DECOMPOSITION AND SYNTHESIS OF STOCHASTIC VECTOR 

SIGNALS Consider an ensemble of N scalar Gaussian 

stochastic signals having zero mean,of which the kth ha3 

zero lag autocovariance c(k,k),and the zero-lag 

cross-covariance between the ith and ,jth members of the 

ensemble is c(i,.j). This ensemble may be expressed as a 

linearly weighted sum of N uncorrelated Gaussian signals. 

The idea is illustrated by the signal flow graph shown in 

figure 2.16.
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This property nay be used to uncouple signals which are 

not independent, to increase message contrast and to 

disclose relationships which have physical significance 

but are not perceptable in the original signal.

The form of this decomposition (i.e.,the auto- and 

cross-covariances of the N uncorrelated signals and the 

weighting coefficients) is generally not unique but the 

Karhunen-Loeve decomposition is preferred,and will be 

described.

The vector of correlated signals is denoted R,with 

its kth member r(k). The vector of uncorrelated signals 

is S,with its 1 th. member s(l). The fraction of s(l) 

which must be used in the synthesis (or decomposition) of 

r(k) is m(l,k). Thus,each r(k) is formed from the 

following summation:-

The coefficients m(l,k) may be considered to form a 

square matrix M,thus the process whereby the vector R is 

generated from the vector S may be expressed by the 

matrix equation:-
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[R ] = L'4 ]. '_d ]

The K/L theorem 3tates that and the covariance

matrix for [r ] which is fc] are related by the following 

equation:-

W = H'1-i" with T’d'].Fy ]=Fi]

where l_K| is a diagonal matrix whose (k,k)th entry is the 

variance of the kth uncorrelated signal,s(k),and l_’<] is 

orthogonal. Since [c1 is real and symmetric,the elements 

of 1^] are never negative.

This decomposition has the following advantages:- 

(i) The elements of •_S ] are Drovided in descending order 

of amplitude |s(k)>s(k+1),)and s(k) decreases in the most 

rapid way possible as k increases. Thus,if I_R] is 

considered to be composed of only the first J elements of 

Fs],the best mean square approximation is obtained for 

given J.

(ii) The equation for the decomposition is solved 

by finding eigenvectors and eigenvalues for a symmetric 

302



matrix ,i.e.by using an algorithm which is normally 

provided as a standard library subroutine on most 

computer systems.

The approach can be used alternatively to 

synthesise a vector signal having a given [c],using a 

random number generator to create each element of 1,3 ], 

for use in simulation experiments.
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