
              

City, University of London Institutional Repository

Citation: Elshehaly, M., Jianu, R., Slingsby, A., Andrienko, G. & Andrienko, N. (2025). 

Designing for Collaboration: Visualization to Enable Human-LLM Analytical Partnership. 
IEEE Computer Graphics and Applications, doi: 10.1109/MCG.2025.3583451 

This is the accepted version of the paper. 

This version of the publication may differ from the final published version. 

Permanent repository link:  https://openaccess.city.ac.uk/id/eprint/35390/

Link to published version: https://doi.org/10.1109/MCG.2025.3583451

Copyright: City Research Online aims to make research outputs of City, 

University of London available to a wider audience. Copyright and Moral Rights 

remain with the author(s) and/or copyright holders. URLs from City Research 

Online may be freely distributed and linked to.

Reuse: Copies of full items can be used for personal research or study, 

educational, or not-for-profit purposes without prior permission or charge. 

Provided that the authors, title and full bibliographic details are credited, a 

hyperlink and/or URL is given for the original metadata page and the content is 

not changed in any way. 

City Research Online



City Research Online:            http://openaccess.city.ac.uk/            publications@city.ac.uk

http://openaccess.city.ac.uk/
mailto:publications@city.ac.uk


DEPARTMENT: Viewpoints

Designing for Collaboration: Visualization to
Enable Human-LLM Analytical Partnership
Mai Elshehaly, giCentre, City St George’s, University of London, UK

Radu Jianu, giCentre, City St George’s, University of London, UK

Aidan Slingsby, giCentre, City St George’s, University of London, UK

Gennady Andrienko, giCentre, City St George’s, University of London, UK

Natalia Andrienko, giCentre, City St George’s, University of London, UK

Abstract—
Visualization artifacts have long served as anchors for collaboration and
knowledge transfer in data analysis. While effective for human-human
collaboration, little is known about their role in capturing and externalizing
knowledge when working with large language models (LLMs). Despite the
growing role of LLMs in analytics, their linear text-based workflows limit the ability
to structure artifacts into useful and traceable representations of the analytical
process. We argue that dynamic visual representations of evolving analysis —
organizing artifacts and provenance into semantic structures such as idea
development and shifts in inquiry — are critical for effective human-LLM
workflows. We demonstrate the current opportunities and limitations of using
LLMs to track, structure, and visualize analytic processes, and propose a research
agenda to leverage rapid advances in LLM capabilities. Our goal is to present a
compelling argument for maximizing the role of visualization as a catalyst for more
structured, transparent, and insightful human-LLM analytical interactions.

T he need for capturing, externalizing, and vi-
sualizing accumulated knowledge during data
analytics has long been advocated in the Vi-

sual Analytics (VA) literature. The seminal report by
Thomas and Cook [8] emphasized the need for “knowl-
edge representations to capture, store, and reuse the
knowledge generated throughout the entire analytic
process” [8, p. 42]. Effectively perceivable and explicitly
structured knowledge representations, e.g., in the form
of knowledge graphs, are instrumental for supporting
collaboration, communicating analysis results, main-
taining provenance, and guiding analytical processes
[10]. However, eliciting pre-existing knowledge and
capturing new insights generated during analysis re-
mains a persistent challenge [1, sec. 6.6], not least
because it cannot be automatically captured easily [9].

The rapid development of Large Language Models
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(LLMs) is having impacts across many disciplines,
and visual analytics is no exception. There has been
significant work investigating the use of LLMs as in-
telligent user interfaces to support visual analytics
[5], including processing data, running analytical tech-
niques, producing visualisations and even extracting
insights. However, we see more profound opportunities
for LLMs’ reasoning capabilities to track the activities
conducted by human analysts and capture the
knowledge generated from these activities. Namely,
LLMs can be leveraged to capture the provenance of
analytic artifacts, the state of knowledge accrued, and
the process of knowledge evolution. This is becoming
more feasible as LLMs advance their ability to track,
structure, and externalize knowledge dynamically.

We envision an intelligent assistant that cap-
tures and visualizes the process of knowledge co-
construction between human and LLM during an anal-
ysis workflow. We call for more research into how LLMs
can help achieve this goal and capture analysts’ inter-
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actions, while augmenting their capabilities to external-
ize their own thought processes, analytical intent, and
progress of their investigation. We see opportunities for
LLMs to enable the dynamic generation of these knowl-
edge constructs and reduce the overhead incurred
by traditional approaches to analytic provenance. We
also see great opportunities for visualization research
to shape the agenda for human-LLM interfaces that
support their analytical partnership.

VISION: Visualized LLM-supported Workflow

1) Initialization: The analyst poses a question, uploads
relevant datasets, and provides references to back-
ground information materials, initializing the knowledge
model and base representation.

2) Dynamic Evolution: As the analysis progresses, every
action (including prompts, data transformations, visu-
alizations, hypothesis refinements, observations, com-
ments, etc.) is captured by an LLM-powered Analysis
and Knowledge Modelling Module. The system con-
tinuously updates the current state of analysis and
knowledge, tags each artifact with its provenance, and
tracks the entire analytical workflow.

3) Visualization and Interaction: A visualization layer
presents the evolving analysis process (e.g., as a time-
line, flowchart, or data narrative), the current state of
knowledge (e.g., as an interactive knowledge graph),
and on-demand provenance links for deeper explo-
ration. Analysts and LLMs use and modify these multi-
layered representations to: (i) structure and deepen
their understanding of the knowledge being created, (ii)
extend and refine the analysis, and (iii) share context
and enhance communication.

4) Collaboration and Tailored Representations: The
system facilitates dynamic partnership between ana-
lysts and the LLM by enabling adaptive, personalised
knowledge representations tailored to different exper-
tise levels and analytical roles. The LLM can generate
alternative views of the knowledge model, adjusting the
level of detail, terminology, and visualization formats to
align with the backgrounds and specializations of dif-
ferent experts. The system also supports collaborative
review and annotation, allowing analysts and the LLM
to jointly tackle inaccuracies, refine interpretations, sug-
gest new inquiries, and iteratively improve the analysis.
Comprehensive reports capturing both human and LLM
contributions ensure transparency, reproducibility, and
effective knowledge sharing.

Human analysts

LLM

Visual interface Natural language

Current knowledgeAnalysis 
process

Analytical 
artifacts

Provenance

This paper promotes the argument that VA re-
search must capitalise on these opportunities. We
distinguish between the role of LLMs in tracking the
analytical process, maintaining evolving knowledge,
and recording provenance and the role of visualisation
in representing this information to human analysts and
supporting interaction through visual interfaces. We
advocate for visualisation research that builds on the

strengths of LLMs in summarization and organization
while focusing on effective visual representations of
artifacts provenance, knowledge states, and analysis
process in LLM-assisted analytics.

To support our argument and test the feasibility
of our ideas, we present a proof-of-concept explo-
ration workflow that demonstrates LLM’s capabilities in
(a) understanding and manipulating human-produced
knowledge visualization; and (b) producing its own
knowledge visualization. Our experiment is not in-
tended to present an exhaustive characterisation of the
fast-evolving LLM capabilities or a typology of knowl-
edge structures it can capture and visualize. Instead,
our aim is to demonstrate, with a concrete example, the
potential and limitations in the current state of visual
knowledge exchange between human and LLM, and
offer a perspective on research directions to enable
refining, evolving, reusing, and transforming visual an-
alytic artifacts with LLMs.

Opportunities for Visualization in
Human-LLM Partnership

For centuries, people have relied on knowledge ex-
ternalisation artifacts—such as diagrams, whiteboards,
post-it notes, and tokens—to represent, explain, and
share mental models, facilitate referencing, and estab-
lish a shared context for collaboration. As LLMs be-
come more sophisticated, they are shifting from mere
tools to active partners in analysis. Our premise is that
just as external representations scaffold human col-
laboration and knowledge construction (as established
in [1]), they can similarly catalyse human-LLM co-
construction of knowledge, providing a shared frame-
work for structured reasoning and interactive, iterative
refinement.

Figure 1 presents an extension of the VA knowl-
edge construction framework in [1] to capture this
role. In this updated framework, the knowledge model
becomes distributed between human cognition and
the LLM. Visualization is not only aimed to support
the analyst’s understanding of data, but also of the
entire process of LLM-assisted knowledge construc-
tion. VA research has long promoted the benefits of
such knowledge externalisation. Specifically, visualisa-
tion systems have traditionally sought to fulfil three
main knowledge externalisation requirements:

R1 Provenance Tracking – documenting the lineage
and semantic rationale behind analytical artifacts.

R2 State Representation – reflecting the current
knowledge, including established findings and re-
maining gaps.
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FIGURE 1. We build on an established framework that regards VA as a model building activity [1]. LLM-related components of
knowledge construction are highlighted in blue and enclosed with dashed lines. This diagrammatic representation reveals the
anticipated role of LLMs in communicating with the analyst and capturing their knowledge, process, and provenance of artifacts.

R3 Process Representation – capturing the overall
sequence of analytical transformations.

The advent and increasing use of LLMs in analysis
adds a new dimension to such efforts. First, because
Natural Language (NL) is their primary input, analytical
processes naturally become explicit. Via prompts, an-
alysts express their thought processes as they spec-
ify goals, reflect on outcomes, and define iterations.
This makes thought externalisation an inherent part of
analysis rather than an added burden, and creates the
premise for enriching captured provenance with deeper
semantic context. Second, LLMs excel at summarising,
aggregating, and restructuring knowledge, reducing
the effort needed to construct, moderate, and maintain
externalised knowledge structures.

This section highlights opportunities and limitations
in state-of-the-art to support the three requirements
above and desiderata for visualisation research to bet-
ter support the human-LLM data analytic partnership.

R1: Provenance Tracking
Understanding the process by which an analytic insight
is generated is often referred to as “insight prove-
nance”. More broadly, “analytic provenance” captures
different semantic layers of this process, from low-
level keyboard strokes and mouse events to high-
level sensemaking tasks and analytical intent [9]. The
purpose of visualisation has been to reduce cognitive
overhead for analysts by automating the capture and
representation of these steps to support recall, repli-
cation, action recovery, collaborative communication,
presentation, and meta-analysis [6]. Specific to human-

FIGURE 2. The PrompTHIS system visualizes an image
variant graph to support provenance in artistic creation [4].

AI collaboration, Guo et al. expanded the definition
of provenance to include “text and images involved
in the prompt history” in an AI-supported creative
process [4]. The purpose of provenance in this context
is to enable the organisation, review, and comparison
of pairs of human-generated and AI-generated variants
of knowledge or artistic artifacts, and the decisions
made throughout their production (e.g., Figure 2).

This semantic layer of provenance is particularly
central to our vision, as it provides deeper insight into
the reasoning, intent, and rationale behind analytical
choices. Instead of merely logging interactions and out-
puts, provenance should capture the motivations and
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FIGURE 3. A visual language for visualisation of knowledge
state: nodes, links, tags, comments, and references [10].

justifications behind transformations or refinements, of-
fering a structured representation of decision-making.
Extracting rationales seamlessly from analyst-LLM di-
alogues presents an opportunity to integrate richer se-
mantic context into provenance without overburdening
analysts. Additionally, LLMs can facilitate contextual
linking between interactions, prompts, and generated
insights, enhancing the interpretability and traceability
of the analytical workflow.

Thus our Research Desideratum [D1] for prove-
nance is to develop a framework for interactive multi-
level provenance visualisation that captures and traces
the full analytic lineage—including prompts, inter-
actions, and data transformations—while enriching
provenance with semantic context, explicitly represent-
ing the intents, rationales, and interpretations driving
analytical decisions.

R2: State Representation
The need for capturing, externalising, and visualising
the state of accumulated knowledge during an analytic
process was repeatedly advocated in the VA litera-
ture [2, 3]. Such state can be expressed in the form
of rules, models, and computational constructs that in-
form data selection, analyses, and interpretation (e.g.,
Figure 3). The importance of knowledge state external-
ization is further discussed in [1], which reviews state-
of-the-art approaches for representing the analyst’s
mental model. A key challenge consistently highlighted
is that “the level of facilitation of the knowledge exter-
nalisation job is insufficient; it still requires much effort
of the analyst beside the analysis itself.” [1]. While the
role of visualization in knowledge internalization (e.g.,
sensemaking) is well established, its role in supporting
knowledge externalization remains less clear [3].

Similar to provenance tracking, LLMs can assist in
capturing and maintaining the evolving state of knowl-
edge, thereby reducing the manual effort required from
analysts. Their ability to synthesize, summarize, and

organize knowledge structures facilitates a more seam-
less co-construction process, where humans and LLMs
collaboratively refine and update shared knowledge.

It is important to emphasise the personal nature of
knowledge construction. We hypothesise that design
aesthetics that account for elements of affect could
enhance analysts’ engagement with externalizing their
knowledge. Recognizing the analyst’s experience and
cognitive involvement in this process may inspire new
approaches to facilitating knowledge externalization.

Beyond individual reasoning, externalized analysis
states also function as a shared medium of com-
munication between human analysts and LLMs. By
providing a structured, persistent context, these rep-
resentations help sustain analytical conversations, en-
suring that both the analyst and the LLM can refer
to, interpret, and build upon prior knowledge. To fulfil
this role, visualization of externalized analysis states
should be designed with LLM interpretability in mind,
and incorporate interactive mechanisms that facilitate
fluid exchanges between analysts and LLMs.

Thus, our Research Desideratum [D2] for analysis
state visualisation is to develop visually compelling,
adaptive representations of analysis states that serve
as both a shared medium for human-LLM commu-
nication and a scaffold for reasoning. These repre-
sentations should capture the cognitive and emotional
dimensions of the analyst’s knowledge acquisition pro-
cess to motivate active externalisation and sharing of
evolving thoughts.

R3: Process Representation
Current visual analytics systems typically represent
the analysis process as a sequence of visual states
corresponding to particular configurations of a visual
display. Transitions between states are defined by the
interactive operations that modify the display. This
representation, often referred to as a “navigation view”,
allows analysts to retrace their steps, revisit previous
states, and branch into new lines of exploration [7].
While being useful, this view primarily operates at a
low level, focusing on changes in the visualisation itself
rather than the underlying evolution of knowledge.

Our vision shifts the focus from a record of in-
terface states to a conceptual model of knowledge
evolution, where consecutive knowledge states are
explicitly linked by reasoning processes and derivation
of new analytical artifacts. By structuring the analytical
process in terms of evolving insights, hypotheses, and
discoveries rather than just visual transformations, we
aim to support a more semantic, high-level understand-
ing of how knowledge develops throughout an analysis.
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Thus, our Research Desideratum [D3] for process
is to develop a unified, interactive process visualisation
framework that dynamically integrates provenance and
state representations into a coherent, multi-layered
narrative of the entire analytic process, enabling users
to trace lines of reasoning, transformation sequences,
compare alternative analytic paths, and iteratively re-
fine their workflow in real time.

Proof-of-concept Exploration
To offer a preliminary illustration of our vision’s feasi-
bility, we engaged GPT-4 in a process of visual knowl-
edge exchange between human and LLM. While not
a systematic evaluation, this exploration demonstrates
the potential of current LLMs to support structured
knowledge co-construction. First, we supplied GPT-
4 with a detailed specification of the desired LLM
behaviour as an analytic partner. A full listing of the
prompt, the LLM’s response and subsequent prompts
can be found at https://dx.doi.org/10.17605/OSF.IO/
SU9MB. Subsequent prompts instructed the LLM to
break down the problem into smaller parts including:
dynamic knowledge representation (STEP 1), and pro-
gressive refinement towards specific capabilities, such
as identifying insights, externalizing knowledge, and
visualizing processes (STEP 2).

Step 1: Dynamic Knowledge Representation
We provided GPT-4 with three manually created graphs
illustrating stages of a data analytic process: initial
exploration, extraction of relevant information, and hy-
pothesis testing. Figure 4 (left) shows an example
graph representing the first stage of analysis. The
model was able to interpret the provided graphs, iden-
tifying key analytic elements such as questions, obser-
vations, hypotheses, and relationships between them.
It also generated semi-structured JSON-like represen-
tations capturing the evolving analysis process. Al-
though the captured structures were partial and lacked
full semantic depth, the results indicate that LLMs can
assist in externalizing analytic states and provenance
in a form amenable to visualization. This presents a
good starting point for our research desiderata.

We argue that the visualization of knowledge state
should also include high-level knowledge constructs,
in addition to the captured elemental knowledge ar-
tifacts. Such higher constructs should include pat-
tern artifacts, derived from collections of information
such as temporal and spatial patterns, higher-order
knowledge artifacts, such as argument , causality ,
estimation, etc. and complex reasoning constructs,
such as hypothesis, rationale, conclusion or inference

(deduced from some premises). It is also important to
capture the attributes of knowledge such as confidence
(e.g., agreement/ importance per user), and origin
(references to external sources), etc.

Next, we prompted the LLM to expand a data-
analytic scenario (“a story”). A full listing of the LLM-
generated story is included in supplementary material.
Here, we focus on elements of interactive visualization
that the LLM was able to capture (Figure 4 (right)).

Node Sequencing- The LLM detected a sequential
order among graph nodes that represent knowledge
states. It assigned numeric labels to those nodes in
the generated scenario. Figure 4 (right) overlays the
LLM-generated node numbers on the graph.

Edge Labels- The LLM identified new labels for some
of the existing graph edges. For example, it defined a
refinement relationship between the initial_questions
and refined_questions.

New Nodes- The LLM generated new nodes that
were not in the initial representation of each state.
Node 7 in Figure 4 (right) is an example of an LLM-
added node, capturing observations found by the ana-
lyst from data (“high workplace mobility correlates with
rising cases; stay at home policies reduce cases” ).
New Edges- The LLM introduced new types of re-
lationships such as context , requires_analysis, and
supports_hypothesis (see Figure 4).

Interaction- Several interactions were described by
the LLM including: (i) highlighting nodes (e.g., the
original question) to adjust relationships or propose
refinements; (ii) filtering nodes, e.g., to focus on the
nodes relevant to the user’s refined question; (iii) graph
annotation, linking findings like periodic variations to
supporting datasets; and (iv) graphical interfaces. In
addition to these graphical interactions, LLM-supported
natural language interactions were also described like:
(i) drilling down into specific observations and their
provenance; (ii) using the LLM to generate alternative
hypotheses, such as “Does vaccination coverage af-
fect patterns?” ; and (iii) exploring counterexamples or
anomalies flagged by the LLM.

Key Takeaways- The LLM understood the graphical
representation of the knowledge generation process
and used our manually-created examples to generate
a natural language description of an analytic workflow.
It was able to produce some, but not all, necessary
nodes and edges for knowledge representation. It was
also able to describe anchors for collaboration (e.g.,
sharing with colleagues who can annotate, suggest re-
finements, or query for additional insights), and human
communication (e.g., present findings to stakeholders).

May/June 2025 5
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FIGURE 4. Manual representation of the first phase of the analysis (left) and the LLM-envisioned variant (right). Dashed arrows
represent new relationships generated by the LLM.

The scenario suggests that LLM reasoning can
support multi-level provenance visualization (relevant
to D1). This was shown through its ability to describe
possible interactions that connect with users’ analytic
intent. The cognitive dimension of the knowledge ac-
quisition process (relevant to D2) was captured in
its description of the analysts’ iteration (e.g., refining
questions and hypotheses, linking observations to hy-
potheses within the graph, etc.). Finally, the LLM pro-
duced a multi-layered narrative (albeit an incomplete
one) to capture a coherent sequence of analytic steps
that make up the process (relevant to D3). It was able
to integrate nodes representing both knowledge and
analysis states in its natural language representation.

The examples supplied to the LLM in this step are
meant to communicate expectations and requirements
for an intelligent assistant that is capable of generating
dynamic knowledge representations ready for visual-
ization. However, these examples are limited in number
and diversity. Therefore, we do not expect them to
showcase the full capability of what LLMs are able
to produce. Nevertheless, we anticipate that the LLM
would be able to produce similar representations when
presented with a new data analytic problem.

Step 2: Knowledge Visualization
Our next set of prompts aimed to assess the LLM’s
capability to apply the reasoning it learned in Step 1 to
generate visual knowledge representations for a new
data analytic problem. We supplied the LLM with an
email trail in which a real-world data analytic problem
was discussed. The emails were from stakeholders at
a local authority describing questions they would like to
answer from data about air quality across their district.

Similar to Step 1, the LLM was able to successfully
extract textual descriptions of the knowledge nodes
that existed in the email trail. The extracted nodes in-

cluded research questions, assumptions, data sources,
etc. However, when asked to create a JSON struc-
ture of this knowledge graph and generate code for
its visualization, the results demonstrated the LLM’s
limited capability in both generating and visualizing the
knowledge graph.

Figure 5 shows an example of the produced graph.
The LLM was able to produce JavaScript code to
visualize the graph as a Sankey diagram. It was not
able to suggest more appropriate design alternatives
for representing the process. Additionally, there were
several limitations in knowledge capture and represen-
tation. For example, the LLM was not able to connect
data and task nodes with any other node categories.
Therefore, these nodes are represented as discon-
nected blank nodes to the right of the graph. It was
not able to encode different types of relationships in
the visualization, despite being able to describe some
types of relationships in natural language. Information
relating to data provenance was very limited, despite
the email trail having sufficient detail about the data
sources and capturing mechanisms.

Research Agenda
Although our vision for LLM-mediated externalizations
of analytical processes to enhance human-LLM dia-
logue is clear, how these externalizations should be (i)
modeled and visualized; (ii) evolved over the course of
an analysis; and (iii) used to support analysis activities
is far from obvious. Here, we discuss these themes and
highlight research opportunities to tackle them.
(i) Modeling and representing analyses
Large context window sizes of modern LLMs enables
them to track the evolution of knowledge and main-
tain coherence across multiple complex workflows. In
addition, LLMs can integrate external memory with
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FIGURE 5. LLM-generated knowledge graph for a new data analytic process.

knowledge retrieval mechanisms to cross-reference
prior findings, obtain additional information, and build
a structured provenance trail. A question then is:

RQ1: How can we effectively externalize analyti-
cal processes in ways that are amenable to vi-
sualization and interpretation by humans? First,
flexible knowledge representation models are needed
to represent non-linear analytic processes in ways
interpretable to humans and usable by LLMs. Tem-
poral Knowledge Graphs (TKGs) show promise, but
their effectiveness needs further exploration. Second,
visualizations must adapt to different goals: analysis,
communication, or collaboration. They should highlight
understanding, uncertainties, and rationale, while tai-
loring detail to specific users. For example, analysts
track and address uncertainties, while stakeholders
need a narrative linking evidence to decisions.

RQ2: How can we effectively represent the multi-
modal and non-linear nature of real-world anal-
ysis? Analytic building blocks span text, data, code,
and visuals. Insights often arise from visual patterns,
like trends or anomalies. These patterns should be
treated as first-class artifacts, and linked to reasoning
and provenance. Such non-linear and multi-modal rela-
tionships among artifacts present several visualization
challenges. Furthermore, the very definition of analytic
building blocks can be challenging. For example, they
can follow normative frameworks (e.g., goals, methods,
evidence) for structure or emerge organically through
interaction, reflecting natural reasoning. A hybrid ap-
proach can also offer both rigour and flexibility, while
adapting to real-world workflows.

RQ3: How can we balance granularity and usability
when capturing and visualizing complex analysis
histories? Capturing analysis in too much detail can
lead to complex, hard-to-use models. Key choices
include whether to include minor steps, dead ends,

or aggregate insights. Visualizations should balance
clarity and depth, using overviews with expandable
detail. Focus+context techniques can highlight relevant
content while preserving the full analytical flow.

(ii) Co-evolution of Knowledge
In our proof-of-concept exploration, we demonstrated
LLM capabilities for extracting analysis structures from
static visual and NL descriptions of data analytic prob-
lems. However, in real-world analytic scenarios we
envision that for the most part analysis structures
would evolve continuously and in full symbiosis with
text prompting and visual interactions.

Designing effective mechanisms for integrating
LLMs into the creation and evolution of diagrammatic
representations presents several research questions.
RQ4: What interactions best support the co-
construction and assessment of analytical struc-
tures with LLMs? Interactions should enable fluid
and intuitive changes to the analysis structure, keeping
the process smooth and natural. Models should make
uncertainty and ambiguity explicit while enhancing in-
terpretability and supporting decision-making. Further
research is needed to explore how LLMs and interac-
tive visualization can best augment human reasoning.
RQ5: How can LLMs integrate updates across vi-
sual and textual representations while maintaining
consistency and interpretability? LLMs should inte-
grate prompt elements into existing structures without
losing key details, ensuring that analysts can detect
inconsistencies or omissions. Furthermore, LLMs must
cohesively combine text-based and visual represen-
tations, optimizing multi-modal reasoning to maintain
consistency and interpretability in model updates.

(iii) Collaboration and Evaluation
We envision that co-evolved diagrams of the analytical
process, created collaboratively by human analysts
and LLMs, could facilitate multi-modal interactions and
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serve as a shared reference, much like traditional
schematics help establish common ground in collab-
orative problem-solving.

Analysts could use these diagrams to seamlessly
integrate visual elements into their prompting strate-
gies, enhancing the fluidity and precision of inter-
actions. However, the benefits would not be one-
directional. Instead of relying solely on text-based con-
text, the LLM could reference specific, well-defined
diagram elements when making analytical sugges-
tions, validating insights, or tracking changes. Updates,
refinements, and recommendations generated by the
LLM could thus be explicitly anchored to visual com-
ponents, making it easier for analysts to track the
model’s contributions, detect hallucinations, and under-
stand how analytic artifacts integrate into the evolving
analysis.

Beyond aiding human understanding, structured
schematics could also enhance LLM reasoning. Hu-
man analysts benefit from externalized visual struc-
tures to organize thoughts and processes [4], and
similarly, supplementing prompts with structured visu-
alizations could improve the LLM’s ability to retain key
elements, reduce ambiguity, and enhance reasoning.
By embedding analysis diagrams into the collaborative
workflow, we can create a more transparent, inter-
pretable, and cognitively effective interaction paradigm
for human-LLM analytical partnerships. A key research
question must be addressed before we can reap these
benefits:
RQ6: How can interaction design and evaluation
methodologies be leveraged to establish the ef-
fectiveness of multi-modal interactions in human-
LLM partnerships? Interaction design should support
intuitive exchanges, with LLMs navigating and refer-
encing structured representations. Effective prompting
techniques are key for meaningful interactions with
both text and diagrams. A question here is: How can
interaction design increase the effectiveness of the
human-LLM collaboration through these diagrammatic
representations? Finally, LLMs may reason better
with structured diagrammatic context. Evaluation meth-
ods should assess whether this hybrid approach im-
proves analytical workflows and outcomes. Therefore,
we must answer the question: How can the impact
of multi-modal interactions on analytical outcomes be
evaluated to establish the effectiveness of the human-
LLM collaboration?

CONCLUSION
While visualization artifacts have been shown to im-
prove human-human collaboration, their role in human-

LLM partnership remains underexplored. Our explo-
ration highlights how visualization can serve as an
anchor for this partnership, enabling LLMs to both
understand and produce structured representations of
knowledge and knowledge generation processes. By
structuring analytical workflows through visual knowl-
edge representations, we can enhance transparency,
traceability, and shared understanding between human
analysts and LLMs.

However, realizing this vision requires address-
ing several challenges. We propose an agenda and
desiderata for new frameworks for provenance track-
ing, state representation, and process visualization that
seamlessly integrate with LLM-driven analysis. Further,
research is needed to refine LLMs’ ability to generate,
manipulate, and reason over structured visual artifacts
dynamically. By advancing these capabilities, we can
move beyond linear, text-based interactions to richer,
more intuitive multi-modal collaborations.

Ultimately, our viewpoint highlights the potential
of visualization to elevate human-LLM analytics into
a more structured, interactive, and interpretable pro-
cess. We call for deeper interdisciplinary research to
develop visualization-driven methodologies that max-
imize LLMs’ analytical contributions while ensuring
human agency, oversight, and interpretability remain
central. This agenda paves the way for the next gen-
eration of intelligent analytical assistants, where visual
representations act as cognitive scaffolds for complex
reasoning, decision-making, and collaborative knowl-
edge discovery.
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