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Abstract

This work analyses breast cancer histopathology images with the objective of per-

forming segmentation of the different tissue components, with special focus on the

tumour region, which is of irregular shape and of complex characteristics, in terms of

texture, light intensity, and contrast. On the other hand, the images come from spe-

cialized slide scanners, that digitises the glass slide into a high resolution digital file.

Manipulating a single gigabyte-scale image is a challenging and time-consuming task,

requiring an efficient implementation during experimentation. The images analysed

are primarily of breast cancer, although the selected approach was also used for

prostate cancer images. Two approaches have been explored for this research work,

a hand-craft method based on image processing algorithms for feature extraction,

and Deep Learning models. Both methods reveal the evolution in digital pathol-

ogy during the last decade, and both were analysed and implemented in different

clinical tasks. The first task is the tumour cellularity assessment in patients under

Neo-Adjuvant treatment, which is a medical treatment of breast cancer given before

the main treatment. In this experiment, the tumour area of the image is estimated.

Next, multi-class segmentation is analysed on breast cancer tissue, with the main

goal of segmenting the different tissue components. All of the images come from the

grand challenge platform, and the results presented in this work were also submitted

to the corresponding challenge. This thesis provides a comprehensive workflow of

the digital pathology for breast cancer analysis, covering both approaches. Future

research can be done in other types of cancer as well as in newer pathology stained

images.
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Chapter 1

Introduction and overview

1.1 Overview

Histopathology is the study of a disease based on the observation of tissue samples

under the microscope, and it plays an important role in the diagnosis of cancer,

because abnormalities in tissue and cells can be identified (Dey, 2022; Veta et al.,

2014; Irshad et al., 2013). The cells observed under the microscope in natural state

lack of colour and contrast and are not visible, therefore a tissue section obtained by

biopsy is stained to reveal cellular components. Two common staining techniques

with a well-defined procedure are used in histopathology: haematoxylin and eosin

(H&E), and immunohistochemistry (IHC) (Veta et al., 2014); which make the tissue

visible to be analysed by the pathologist. Today, a modern histopathology scan-

ner can digitise the image from the tissue to obtain a high-resolution digital file,

that can be visualised and processed by a computer. With the aid of specialised

application software, pathologists have now tools that assist them in the diagnosis,

therefore, this support tool is sometimes called Computer Aided Diagnosis (CAD)

(Gurcan et al., 2009), and the full process is known as digital pathology or com-

putational pathology (Hosseini et al., 2024). This support tool is available mainly

due to advances in computer processors, software tools, and the quality of scanner

hardware. As a result, CAD helps relieve the workload on pathologists (Veta et al.,

2014). After a positive confirmation of the disease, a quantitative measurement

of the tissue reveals the severity of the cancer by the experienced pathologist. A

well-defined workflow for computational pathology analysis, based on the one done

by the specialist, is: colour normalisation, colour separation, selection of a region
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of interest, nuclei segmentation, features extraction, and cell classification (Gurcan

et al., 2009; Song et al., 2023). Colour normalisation is required due to the vari-

ations in the staining and scanning of histopathological samples, for example, the

normalisation can be performed by processing the colour histograms of an image

(Reinhard et al., 2001a). The selection of a region of interest (ROI) is a relevant

step in computational pathology particularly when high-resolution images scanned

from the full tissue are studied, due to the size of the image only the selected interest

region is processed, this avoids unnecessary processing time, like doing analysis of

a background area which has no information. Next, to quantify the cancer severity,

the pathologist requires to identify and quantify the histological structures of the

tissue (Michael et al., 2021a), which is performed by segmenting task. The fea-

tures extracted from the segmented structures are based on the visual attributes

(Gurcan et al., 2009) observed by clinicians for disease classification and diagnosis,

some examples of these parameters are nucleus size, shape, texture, among oth-

ers (Boucheron, 2008). Finally, in the classification step, special algorithms use the

extracted features to determine if the segmented structure is tumour or non-tumour.

Machine learning (ML) methods have been used for classification, which are

special algorithms that learn and improve with data without being explicitly pro-

grammed to do so, and are grouped into supervised, nonsupervised and reinforce-

ment learning (Rashidi et al., 2019). Unsupervised methods uncover inherent struc-

tures or features within the data without previous labeling, for example, K-means

(Shalev-Shwartz and Ben-David, 2014; Takano, 2021) is a method for grouping sim-

ilar data, therefore it can be used for classifying the tissue. Reinforcement learning

is a ML method for a decision-making process that is trained to learn the opti-

mal behaviour (Rashidi et al., 2019). Supervised methods require training with

labelled input-output reference data, such as deep neural networks (DNNs) (Good-

fellow, 2016; Komura and Ishikawa, 2018), in addition, the inclusion of DNN into the

pathology workflow process has transformed computational pathology by enhancing

accuracy and efficiency (Hosseini et al., 2024). New relevant medical tasks have been

studied instead of the diagnostic task (Madabhushi and Lee, 2016). For example,

to discover new relationships between specific medical behaviors and morphological

properties—as in the work of (Beck et al., 2011), which revealed that the stromal

region has a strong relationship with cancer survival. Computational pathology has

been used as a support tool for common pathological tasks, but the potential of
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this tool might have an enormous impact. Also, computational pathology tends

to be gradually included in daily practice for automated morphological biomarkers

detection and evaluation of more complex clinical tasks (Song et al., 2023).

The word cancer has its origin in Hippocrates who named karkinos, the Greek

word for crab, a breast tumour that resembles a crab. Cancer is a genetic disease

that causes alterations in the normal growth and life cycle of cells. Abnormal cells

accumulate forming tumours that can extend to other organs of the body affecting

their function. This accumulation is originated by genetic mutations or errors in

DNA. There are genes involved in cancer formation (oncogenes), tumour-suppressing

genes, and DNA repair genes, some of which can be altered and promote tumour

proliferation (Pardee and Stein, 2009). Oncogenes are activated in cancer and lead

to uncontrolled cell proliferation, whereas a tumour-suppressor gene reduces the

probability that a cell will turn into a tumour cell. Micro-RNA genes are non-coding

genes that maintain the stability of the human genome. This complex relationship is

expressed in figure 1.1, on the left side are the tumour suppressor genes, oncogenes

on the right side, and stability genes on the bottom. Many causes of cancer are

external factors, for example, tobacco, infectious agents, radiation, sun exposure,

and even certain food diets that increase the risk of developing the disease (Pardee

and Stein, 2009). There are also internal causes like inherited mutations, but these

are not frequent (Aqeilan et al., 2008).

Figure 1.1: The complex relationship between the factors that cause cancer. Oncogenes
(right side) control cell proliferation, tumour suppressors (left side) reduce it, and stability
genes (bottom) support the stability. Image adapted from (Pardee and Stein, 2009).

Types of cancer can be described according to the tissue, the organ from which

is originated, and also based on the degree of severity. Types based on tissue are
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carcinoma, sarcoma, and lymphoma (Weigelt et al., 2010). The most common organs

affected are the breast, prostate, lung & bronchus, colon & rectum, and pancreas,

among others. Table 1 lists the types of cancer based on the area of origination.

Type Area of origination

Adenocarcinoma Glandular tissue

Blastoma Embryonic tissue of organs

Carcinoma Epithelial tissue

Leukemia Tissues that form blood cells

Lymphoma Lymphatic tissue

Myeloma Bone marrow

Sarcoma Connective or support tissue

Table 1.1: The main types of cancer based on the origin are listed in the table, carcinoma
and adenocarcinoma are the common types of breast cancer, (Pardee and Stein, 2009).

Breast cancer (BC) is a serious disease, and one of the most common cancers

in women, 31% of new estimated cases and 15% of estimated deaths worldwide in

2023 were of this kind of cancer, as reported in (Siegel et al., 2023), and shown in

the figure 1.2.

1.2 Problem identification

Image processing of pathological images is important for breast cancer diagnosis

(Zhang et al., 2021a). Segmentation is a crucial task within the pathology work-

flow. It involves partitioning an image into its objects, allowing elements such as

tumours to be extracted and studied from the images. Computer-based methods

for cell segmentation have been explored since the early days of digital pathology.

This task is necessary for cell quantification, which measures cell proliferation, an

essential parameter for grading the severity of breast cancer. The segmentation of

the full tumour region and quantification of the tumour area is relevant for grading

the tumour (Michael et al., 2021b). Invasive Ductal Carcinoma (IDC) and Ductal

Carcinoma in Situ (DCIS), which will be described in chapter 2, have been studied

by digital pathology methods. However, direct segmentation of the tumour area in

histopathology images has not been fully explored (Guo et al., 2019). Segmentation

of the tumour is a challenging task, due to tumour shape, intensity variation, tex-
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Figure 1.2: Cancer statistics for the year 2023. Breast cancer has the highest estimated new
cases with 31%, and estimated death cases are also high with 15%, source of the image: (Siegel
et al., 2023) under creative common license.
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ture, and location (Su et al., 2015). Also, there is a lack of labeled reference images

(Priego-Torres et al., 2020). The development of efficient computer-based methods

would enhance digital pathology and promote efficient workflow.

1.3 Motivation

Early diagnosis of breast cancer is relevant, as detecting and treating it in its early

stages can prevent it from spreading to other parts of the body (Champaign and

Cederbom, 2000; Sasieni et al., 2023). Smaller tumours are generally easier to remove

surgically, and chemotherapy or radiation therapy could be less intensive. Breast

histopathology is used to determine the grade of breast cancer, usually based on

three main levels: in grade 1 (the lower grade), cancer cells look relatively similar

to healthy cells and grow slowly. Grade 2 is the intermediate and cancer cells look

bigger and more abnormal than grade 1 cells. Grade 3 is the highest grade and

cells grow and spread quickly (Theissig et al., 1990). There are several treatment

options when detected early and also, there is a higher survival rate compared to

the rate in later stages (Crosby et al., 2020). When breast cancer is detected at an

early stage, the 5-year relative survival rate is significantly higher. This rate refers

to the percentage of patients who live at least five years after a positive diagnosis.

In early-stage detection, the survival rate can be as high as 99%. However, when the

cancer progresses to grade 2 or 3, this rate drops significantly. Early diagnosis gives

also the opportunity for a better quality of life. In a less invasive treatment, higher

survival rates positively impact patients’ physical and mental well-being. Finally,

early treatment reduces the chance of a future return.

1.4 Aims and objectives of this work

This work is focused on the study of ML techniques to analyse, quantify, and segment

the breast cancer tumor from IHC and H&E stained images. The main aim of this

work is to propose a novel methodology for the segmentation of cancer histopatho-

logical images. To achieve this several objectives have to be met;

a To study the state-of-the-art in the analysis of breast cancer images for tumour

segmentation and to identify the most relevant computer pathology methods.
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b To implement a known model and compare and analyse the performance of the

selected model with different histopathology images.

c To propose an improved model that outperforms current models for the segmen-

tation of histopathological images of breast cancer.

1.5 Contributions

The contributions of our work are summarized in two main areas, first, the im-

portance of image processing and computer vision methods is emphasized, called

traditional methods, as a support for newer ML and DL techniques. Traditional

methods were explored for nuclei segmentation and tissue classification. A nuclei

segmentation method was proposed, based on nuclei enhancement to quantify tu-

mour cellularity. The morphological analysis of BC images, based on traditional

methods, produced a journal publication (Ortega-Ruiz et al., 2020). The next con-

tribution is the result of the study that reveals some of the important characteristics

of a segmentation model called UNet (Ronneberger et al., 2015), as a result, a novel

model called DRD-UNet that outperforms the original UNet is proposed. The eval-

uation and the results of the proposed model generated a publication (Ortega-Rúız

et al., 2024).

1.6 Organization of the thesis

Chapter 2 addresses the importance of image segmentation with an overview of

the evolution of methods for breast cancer segmentation, starting from traditional

methods to DL techniques, and it also includes a basic description of breast tissue

for a better comprehension of the type of images under analysis. Chapter 3 covers

the related work and describes the images used in the referenced studies. Chapter

4 includes a description of the datasets used in this work. Chapter 5 presents a

full digital pathology experiment for tumour cellularity estimation in neo-adjuvant

breast cancer treatment, which is a special therapy administrated before the main

treatment. The experiment is mainly based on traditional computer vision meth-

ods. Chapter 6 presents a comparative analysis of three well-known Deep Learning

networks for multi-class segmentation: MobilenetV2, ResNet, and UNet. A rele-

vant conclusion derived from this chapter is the performance of UNet over the other
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models, based on the accuracy. Chapter 7 describes a segmentation approach used

for the assessment of the Gleason score of prostate cancer. The images came from

the Gleason Grading Challenge 2022, a contest for the development of methods for

grading prostate cancer. An ablation study for the UNet model is presented in

Chapter 8. This study gives a better understanding of this state-of-the-art model

and proposes an improvement of UNet model named DRD-UNet. In this analy-

sis, a comparison between different relevant modifications implemented in UNet is

presented. The metrics used for this comparison are Dice, Jaccard, and Accuracy.

Finally, Chapter 9 presents a summary of this thesis and future work directions.

1.7 Summary

A general overview of digital pathology for breast cancer is presented in this chapter.

The workflow for the pathology image analysis was described in this chapter, which

is based on colour separation, nuclei segmentation, feature extraction, and tissue

classification. This workflow is executed by a computer that is used as a support

tool for the pathologist’s daily work. The main motivation of this research is the

relevance that breast cancer has in the total cases per year, which motivates to

propose efficient methods for analysing breast cancer images.

The main goals of this research are stated as well as the main contributions and

achievements during the study, with the description of the full thesis organization,

this chapter gives a general comprehension of the scope of this research.
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Chapter 2

Background

This research is focused on the segmentation of Breast Cancer (BC) histopathology

images, and calculation of Tumour Cellularity (TC). A general background is pre-

sented in this chapter. It begins with a basic explanation of breast histopathology,

which is essential for understanding the segmentation components of breast tissue

presented in this chapter. A description of the screening methods gives support

for understanding the nature of the images to be analysed. The study covers the

general characteristics of a digital pathological image and its properties, obtained

from a glass slide scanner, which is described in this chapter. The different imaging

solutions for breast diagnosis are examined, and a special interest is in histology im-

ages. The relevance of segmentation is stated, and an overview of the segmentation

methods is explored. This review starts from the traditional methods until deep

learning techniques. This Chapter, helps to understand the general background on

images and methods for BC analysis and segmentation.

2.1 Breast Cancer

2.1.1 Breast tissue

Normal breast tissue is categorized into two major regions, the epithelial compart-

ment and the stroma or supportive connective tissue (Guinebretiere et al., 2005).

The epithelial is the glandular tissue responsible for milk production and is formed

by the lobular units and ducts. Lobules are clusters of milk-secreting cells composed

of smaller units called alveoli. In histopathology images, lobules and ducts are round

structures that show a single layer of epithelial cells. In Figure 2.1, the structure
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of a breast can be seen, and its corresponding histological image. Ducts are tiny

tubes that drain the milk produced by the lobules towards the nipple, and in the

histological image appear as branching structures with a double epithelial layer. The

stroma is the supportive connective tissue that surrounds and embeds the epithelial

compartment, is composed of various elements including fibroblasts, which are cells

that produce collagen fibers capable of providing structural support to the breast

tissue. Adipose tissue is formed by fat cells that contribute to the size and shape of

the breast. Blood vessels and lymphatics are the responsible to deliver nutrients and

remove waste products (Pandya and Moore, 2011). The normal function of breast

cells and structures are affected when cancer arises.

(a) Breast tissue section (b) Structure of the Breast

Figure 2.1: Description of breast tissue, figure (a) is the histopathology description of breast
healthy tissue, image from commons wikimedia (de Bel et al., 2022), and (b) is the structure
of the breast anatomy, the glandular tissue contains the milk producing lobules and the ducts.
Image retrieved from (Zolfagharnasab et al., 2018), image available under Creative Commons
License.

2.1.2 Breast cancer (BC)

The type of BC can be identified through breast histopathology, Invasive Ductal

Carcinoma (IDC) is the most common type, and Invasive Lobular Carcinoma (ILC)

is the second most common invasive BC (Thomas et al., 2019). IDC starts in the

milk ducts, and invades surrounding tissues; ILC starts in the milk lobules, and

can spread to other tissues. The origin and evolution of IDC are shown in Figure

2.2, with a normal breast duct formed with a single layer of epithelial cells on the

left, after an alteration, cells start to proliferate into a ductal hyperplasia, and a

lesion is produced. After a greater proliferation, ductal carcinoma in situ (DCIS) is
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formed from tumour cells confined in the duct. When proliferation extends to the

surrounding tissue, there is IDC (Wang et al., 2024).

The main goal of this work is to develop efficient methods for segmenting the

different regions of cancerous breast histopathology tissue.

Figure 2.2: A graphical description of the origin and evolution of ductal carcinoma, showing
cancer evolution from left to right, image adapted from (Coleman, 2019).

(a) Normal (b) Benign (c) DCIS (d) IDC

Figure 2.3: Samples of H&E normal breast tissue in (a), a benign tumor in (b), DCIS in c),
and IDC in (d). The images are from ICIAR 2018 grand challenge (Campilho et al., 2018).

2.1.3 Breast Cancer Diagnosis

Cancer diagnosis involves various clinical tests and the observation of specific abnor-

malities, along with the collection of patient symptoms and clinical history (Grob-

stein, 2005a).

Self-examination

Breast cancer detection starts with regular breast self-examination, which is a simple

method for detecting abnormalities, and it is done by a visual observation of both

breasts and a gentle examination with the fingers to detect any irregularity or dif-

ference between breasts. The purpose of this self-test is to identify any abnormality

but also to promote the self-awareness of BC in the patient (Iacob et al., 2024).
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Mammography, ultrasound, and MRI tests

The most common image modalities used for BC diagnosis are: mammography,

ultrasound, Magnetic Resonant Imaging (MRI), Computer Tomography (CT), and

Histopathology imaging (Jafari et al., 2018).

A regular clinical laboratory test or screening is recommended. Mammography

is considered the gold standard for BC and is used for tumour detection (Sood et al.,

2019). In this technique, a low X-ray dose is used to generate images of breast tissue.

Mammograms show the internal structure of the tissue and radiologists can identify

masses, and distortions associated with breast cancer. Mammography is usually used

to detect cancer in an early stage when it is too small to be detected by self-touch

and its relevance is that it can increase the survival rate (Champaign and Cederbom,

2000). The American Cancer Society (ACS) recommends mammography screening

once a year after 45 years (Oeffinger et al., 2015), it is the best option for diagnosis,

but cancer is not detected in the case of a dense breast, in which ultrasound can be

used. Also, mammography is a cost-effective screening tool.

Ultrasound images are generated from high-frequency sound waves (which is

why they are called ultrasound), used to describe different tissues and organs of the

body (Aldrich, 2007). The waves travel inside the body, and those waves that are

reflected, present a delay (or echo) used to create an image based on the type of tissue

(Bartrum Jr, 1986). Ultrasound complements this screening process (Tadesse et al.,

2023); it is used for the analysis of breast masses and the assessment of their density.

Ultrasound is a complementary tool to mammography and is also recommended for

young women under 40. It is important to mention that mammography is a radiation

technique, and must not be applied to pregnant women, for whom ultrasound is

preferred.

Magnetic Resonance Imaging (MRI) is a technique with high resolution and high

sensitivity response when detecting IDC and DCIS (Harms, 1996; Mann et al., 2019).

MRI is a time-consuming and expensive method that is used for high-risk patients

and in preoperative cases. It is used when mammography is not conclusive, although

is a more expensive technique. In the cases when abnormal mammography is ob-

served, ultrasound, or MRI are recommended for a malignant tumour confirmation

(Gao et al., 2020).

A comparison of screening methods for breast cancer diagnosis is presented in
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Figure 2.4: An ultrasound image with a breast lesion, as presented by (Iacob et al., 2024)

table 2.1

Advantages Disadvantages

Mammography Most common method Not effective in dense breast

Ultrasound detection in dense breasts not detects misscalcifications

MRI high sensitivity expensive method

Table 2.1: Table description of the advantages and disadvantages between screening methods
in breast cancer detection.

2.1.4 Histology

Histology is the study of tissues and their structure, when a disease is present,

histopathology images from the affected tissue are analysed. The image corresponds

to a tissue sample that is extracted and observed under the microscope. This method

is used in many diagnosis procedures, for example in infections and inflammatory

cases (Kradin et al., 2017). After a biopsy analysis, the pathologist presents a

detailed report indicating if cancerous cells are present and the grading (Dey, 2022).

A tissue slice is extracted and stained to highlight different tissue structures. A

dye is applied to reveal the morphological features of the tissue observed under

light microscopes. The two most common laboratory staining techniques used by

pathologists to generate visual images are: Haematoxilyne and Eosin (H&E) and

Immunohistoquemistry (IHC).
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Biopsy test: Haematoxilyne and Eosin (H&E)

Haematoxilyne binds to acidic (basophilic) structures like the ADN in the nucleus

of the cell, and it stains this in a blue colour. Eosin binds to basic (acidophilic)

structures, and stains cytoplasm or stroma with a pink colour (Alturkistani et al.,

2015). H&E staining is used to identify the morphological features of the tissue. The

process for staining is the following, first the extracted tissue is preserved in formalin

to prevent degradation. Next, thin tissue slices are cut (between 3 − 5µm) and

embedded in paraffin wax. Paraffin is removed and the staining starts. Haematoxylin

is applied which is responsible for staining the nuclei in a blue colour, and after a

time, a rinse removes the staining. Finally, eosin is applied, to stain cytoplasm and

extracellular components in pink. This technique reveals morphological features

like the tumour region, which can be well identified. This technique is widely used

because of its simplicity and reliability (Fischer et al., 2008). An example of an

H&E histopathology image is presented in Figure 2.5.

Figure 2.5: Example of an H&E stained image from the ACROBAT dataset (Weitz et al.,
2022). Pink colour corresponds to stroma and blue colour is for the cell nuclei.

Immunohistochemistry

H&E staining confirms whether the tumor is malignant, while immunohistochem-

ical tests provide additional information for classification and treatment guidance.

Immunohistochemistry uses antibodies to detect specific proteins, such that the dis-

tribution of the proteins in the tissue section is revealed (Hussaini et al., 2022). In

the image in Figure 2.6, we can see a sample image from the ACROBAT dataset

(Weitz et al., 2022) for proliferation marker Ki-67 in (b).
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Figure 2.6: Example of an IHC stained for Ki67 protein, image from the ACROBAT dataset
(Weitz et al., 2022). It is interesting to observe that the image corresponds to the same tissue
section as the previous example presented in Figure 2.5 from the same patient, a slice from
biopsy is used for H&E staining and the next slice is used for IHC staining.

Examples of IHC biomarkers are estrogen receptor, progesterone receptor, hu-

man epidermal growth factor receptor 2 (Maleki et al., 2013), and proliferation index

Ki-67 (Bertrand et al., 2022). These are specific biomarkers that provide informa-

tion on tumour behavior, and a guide for adequate therapy. In this type of test,

diaminobenzidine (DAB) is the most common color substrate used, and it produces

a brown stain (Prichard, 2014).

Estrogen(ER) and Progesterone (PGR) receptor

Estrogen receptor (ER) is a biomarker that indicates that tumour growth is stim-

ulated by estrogen hormone in the same way as the progesterone receptor (PGR)

biomarker test. In these cases, the tumor is treated by hormone blocking therapies.

Proliferation marker Ki-67

The proliferation marker or Ki-67 indicates the proliferation rate, or how fast the

tumour grows. A higher index indicates a more aggressive tumour, which is usually

treated with chemotherapy (Bertrand et al., 2022).

Human Epidermal Growth Factor Receptor 2

Human Epidermal Growth Factor Receptor 2 or HER2 is also a immunohistochem-

istry (IHC) test that measures the amount of HER2 protein on the surface of the

cancer cells, this over-expression of protein HER2 indicates cancer cell growth and
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cell division (Vandenberghe et al., 2017). After the visual analysis by the pathologist

HER2 is classified as HER2-negative or HER2-positive (in this case, when tumour

is over-expressing HER2 protein). The different IHC biomarkers described can be

seen in Figure 4.7, which is an image from ACROBAT dataset (Weitz et al., 2022).

This dataset contains digitized samples from the different biomarkers.

(a) ACROBAT example 1 (b) ACROBAT example 2

(c) ACROBAT example 3 (d) ACROBAT example 4

Figure 2.7: The ACROBAT dataset (Weitz et al., 2022) contains images from different
laboratory tests: a)H&E image, b)IHC staining for Ki-67, c) IHC for progesterone and d)HER2
response. All the different images correspond to the same patient.

2.1.5 Whole Slide Imaging

Whole Slide Imaging, or WSI is an image obtained by a specialized scanner that

digitizes a glass slide into a high-resolution digital image (Veta et al., 2014). The

scanner is a specialized device with a mechanism for digitizing several glass slide

samples, it takes a time to scan from 30 seconds to several minutes. The scanner

is a trinocular microscope with electronic control of illumination intensity, a me-

chanical system, objectives, and coarse and fine focusing, and is equipped with a

high-resolution camera. The scanner is then connected to a computer with special-

ized software for visualizing the image and sometimes with some image-processing

algorithms already integrated. WSI scanners are now widely used by the pathol-

ogists (Humphries et al., 2024), however, this technology demands high computer

resources in terms of processor and memory. A high-resolution scanned image is
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up to 40, 000 × 60, 000 pixels (Amgad et al., 2019). The software visualization of

the WSI also includes tools for adding annotations by the pathologist (Bankhead

et al., 2017). Images of this type were used in this research. Images of BC from

the ACROBAT dataset (Weitz et al., 2022) at different magnifications are shown in

Figure 2.8.

(a) Magnification 1× (b) Magnification 1.5×

(c) Magnification 5× (d) Magnification 10×

Figure 2.8: Image of an H&E WSI sample taken from the ACROBAT dataset (Weitz et al.,
2022), the image is visualized and magnified by Q-Path software (Bankhead et al., 2017), (a)
is the WSI image, and images (b-d) are at magnifications of 1.5×, 5×, and 10×.

WSI are created at different resolutions. The image is organized in a pyramidal

structure. In the coarse resolution level, users can identify large regions, and the

entire glass slide is seen as a thumbnail view, this is at the top of the pyramid. At

the top magnifications are at 5× or lower. At the bottom of the pyramid is the finest

resolution-level, usually at magnifications of 20× or 40×, where the finest details of

the image are observed. Figure 2.9 shows this representation in a pyramidal view.

The pyramid is generated through a downsampling process, at each level the image

is downsampled by 2, which generates an efficient storage and retrieval process. The

user can access the low resolution and after selecting an ROI the high resolution

of the selected ROI is loaded efficiently without loading the entire full-resolution

image.

Several software platforms are available to manipulate WSI, Q-path (Bankhead
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Figure 2.9: Pyramidal structure of a WSI, the top of the pyramid is a coarse view and
the bottom is the finest resolution, image is from (Rasoolijaberi et al., 2022), under creative
Commons License CC BY-NC-ND 4.0.

et al., 2017), is an open-source software for digital pathology that offers annotation

tools, cell detection, and classification; OpenSlide (Goode et al., 2013) is a library

available for custom development; SlideViewer is a proprietary software for visu-

alization and annotation; MATLAB has also specialized functions for opening and

manipulating WSI for academic and research purposes (MATLAB, 2023). In this

work MATLAB was used for manipulation the WSI, Figure 2.10 shows a WSI from

the AGGC dataset, of size, (87120 × 47040).

Figure 2.10: WSI sample image from the AGGC Challenge dataset. This image was opened
and processed by special MATLAB (MATLAB, 2023) functions for WSI manipulation.
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2.2 Digital Pathology in Breast Cancer

Manipulating a digital image, represented as a matrix, alters the original pixel values.

This process can enhance the image, detect object edges, or encode the entire image.

Computer vision is a subfield of Artificial Intelligence (AI). Originally, computer vi-

sion methods relied solely on digital image processing techniques, often referred to

as traditional handcrafted methods. However, modern AI-based techniques, espe-

cially those using neural networks, have become more popular due to their superior

performance compared to traditional approaches.

2.2.1 Segmentation of BC images

An accurate detection of the tumour boundaries is a crucial task for the diagnosis

process, and is required by the different image modalities (mammography, ultra-

sound, MRI or histopathology slices) (Michael et al., 2021b). Image segmentation

consists of assigning a label or class to each image element. Semantic segmentation

means that every pixel has a class or label assigned (Michael et al., 2021b; Irshad

et al., 2013). Several segmentation approaches have been proposed over the years.

At the early years of digital pathology, segmentation was centered on the nuclei

segmentation. In addition, other tasks have attracted attention, like the differenti-

ation of various types of tumours, IDC from DCIS, tumour delineation, and other

structures present in histopathological images (Irshad et al., 2013), for instance,

segmentation of epithelial tissue, stroma, lymphocytes, blood vessels, necrotic re-

gions, and other histological features (Amgad et al., 2019). Therefore, this is called

multi-class segmentation, and is critical for comprehensive histopathological analy-

sis, enabling pathologists to assess tissue composition, tumour micro-environment,

and disease progression (Song et al., 2023; Michael et al., 2021b). As mentioned,

tumour size quantification, shape, and spatial distribution are useful in cancer diag-

nosis, staging, and treatment planning (Song et al., 2023). The Present research is

centered on multi-class segmentation for BC tissue.

2.2.2 Digital pathology methods evolution

Traditional Methods

The first stage of digital pathology was in the 80’s-90’s with the analysis of images

obtained from the microscope by the first digital cameras. Image processing opera-
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tions were used for the analysis of these images, some examples are: thresholding,

clustering, texture-based methods, and morphological operations. Wide Slide Im-

age (WSI) scanners were first introduced in 1999 and since then, they have been

widely adopted by the pathologist community. A WSI scanner is a device capable

of digitizing an entire tissue slide, and a high-resolution image can be displayed on

a computer screen. With the use of specialized software, the image is visualized as

it is seen on the microscope.

Machine Learning

Important progress in computer pathology was achieved with the implementation

of Artificial Intelligence (AI) methods. Machine Learning (ML), is a type of AI

algorithm that improves and learns based on the features and insights of the data.

Therefore, ML is a subset of AI and can be understood as a software system that

simulates intelligent behavior. The subsets of AI are seen in Figure 2.11.

Figure 2.11: Machine learning is a subset of artificial intelligence and refers to those computer
methods with the property of learning from the data itself, Deep-Learning is a subset of
Machine Learning. Image adapted from (Prince, 2023).

In supervised learning models, the output is known and the model defines a

mapping from the input data to the output. A relevant supervised method for

the classification task is the Support Vector Machine (SVM), which is based on

finding an optimal hyperplane that separates the different classes. It is a well-

accepted method within the digital pathology workflow. Unsupervised learning is

a model constructed from the input without any known of the output, this means

no supervision. The model must understand the structure of the data and uncovers

the insights of data without labeling it. K-means is a classification method used
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to group data into clusters of similar characteristics, it can be used for segmenting,

counting, and basic tissue classification tasks. Reinforcement learning is an ML

method for a decision-making process that is trained to learn the optimal behavior

(Rashidi et al., 2019). ML has been extensively used in digital pathology. Some

of the relevant methods are Decision Tree (Karalis, 2020), Linear Discriminant (Li

and Wang, 2014), Gaussian Naive Bayes (Bansal et al., 2022), Linear SVM (Cortes,

1995), Fine KNN, SVM Kernel, Boosted Trees (Elith et al., 2008), and Logistic

Regression (Cox, 1958). These ML methods have been jointly used with computer

vision methods to classify cancerous tissue. Computer vision techniques extract the

image features, and next, ML performs the classification task. Examples of features

are: intensity, colour, texture, and shape morphology. Because of the way features

are extracted, they are also called hand-craft methods.

Deep Learning

Deep learning (DL) is a supervised method based on neural networks with multiple

layers that outperforms traditional methods. DL requires large amounts of data

for training. An artificial neural network or ANN is a machine learning algorithm

inspired by the human brain. Our brain is a collection of millions of neurons as the

one represented in Figure 2.12. Each neuron receives electrical and chemical signals

and transmits its output through a dendrite to another neuron at a junction named

synapse.

Figure 2.12: A biological neuron is formed by a cell body connected to another cell by
a dendrite, the joint connection is the axon, image under creative common licence, source:
commons wikimedia.

An ANN is a computational model inspired by the behavior of the biological
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Figure 2.13: An artificial neuron emulates the biological neuron, xi are the inputs, wi are
weights and φ(.) is the activation layer. Image adapted from (Prince, 2023).

neuron. Figure 2.13 shows an example of an artificial neuron. A collection of multiple

artificial neurons can be connected and each neuron processes the input to obtain an

output to the next one. A model based on multiple neural network layers is called

Deep Neural Networks. ANN started being studied many years ago, however, it has

attracted great interest recently due to its potential in real problem-solving. This is

due to modern computers capable of training multiple neural networks.

2.2.3 Deep Learning Evolution

The first artificial Neural Network was introduced by McCulloch and Pitts (Palm,

1986) in 1943 by a model that processed a binary input to generate an output.

Rosenblatt (Rosenblatt, 1958) developed the perception, an electronic device with

a certain threshold that linearly combines inputs to generate a no/yes decision out-

come. Minsky and Papert (Minsky and Papert, 1969) demonstrated the limitations

of a two-layer perceptron, which cannot handle the OR exclusive problem, however

extra hidden layers with non-linear activation functions can handle more complex

input/output systems. The common activation functions used in a neural model

were sigmoid and tanh functions. The Rectified Linear Unit, or ReLU function,

was later used by Fukushima who trained a multilayer network for hand-written

characters recognition (Fukushima, 1975). An important achievement in the ANN

evolution was the backpropagation algorithm presented by Paul Werbos, in his PhD

thesis. Werbos formalized the backpropagation algorithm to compute the gradients

in a neural network. Backpropagation was rediscovered and refined by Rummelhart,

(Rumelhart et al., 1986)along with Geoffrey Hinton, who demonstrated its practical
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application in training a multilayer neural network. This period is considered the

second generation of NN. However, there were several limitations in training a net-

work by that time, only shallow networks were well trained and not deeper networks.

For that reason, NN were not well accepted, mainly by the Machine Learning com-

munity, and were temporarily forgotten (Kurenkov, 2020). Hinton (Hinton et al.,

2006) used for the first time the term Deep-Learning to the idea of a neural network

with many layers, and presented a clever way to train a deep neural network, this

contribution represented a re-born of neural networks. The Convolutional Neural

Network (CNN) is based on the use of digital filters to learn features from data

(Lecun et al., 1998), it has been successfully used for the image analysis problem.

During the 2012 ImageNet Large Scale Visual Recognition (ILSVRC) Challenge,

Krizhevsky (Krizhevsky et al., 2012) introduced the network called AlexNet which

demonstrated outstanding performance over the rest of its competitors. This event

is considered a turning point in the evolution of neural networks and artificial intel-

ligence. The factors that allowed this event, were larger training datasets, improved

processing power by use of computer graphics units or GPU’s for training, the use

of the ReLU activation function, and stochastic gradient descent algorithm. In sum-

mary, what modern deep-learning is nowadays. Since 2012, more than a decade

ago, the impact of Deep Neural Networks is being seen in the solution of real life

problems like image classification, segmentation, regression.

In 2025, Goeffry Hinton was awarded with the Nobel Prize in Physics 2024, as

stated by the Nobel Committee “for foundational discoveries and inventions that

enable machine learning with artificial neural networks”.

2.3 Summary

This chapter presents a general overview of computational pathology for breast can-

cer (BC). For a better understanding of the problem, a description of the breast

anatomy and BC disease, including the most relevant diagnosis tests, are also pre-

sented. Tumour segmentation of BC images is a pertinent task in cancer diagnosis

and is addressed in this research work. A general overview of BC image segmen-

tation is presented in this chapter. It described digital pathology on BC image

analysis. Nuclei segmentation was first addressed, also, tumour segmentation, and

more recently multi-class segmentation for all the different elements visible in the
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tissue. Finally, the evolution of segmentation methods is discussed, from traditional

image processing techniques to modern deep learning approaches.
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Chapter 3

Related Work

In this section, the related work on BC image analysis and segmentation is pre-

sented. Several works have been published on breast cancer image analysis, which

have evolved from hand-engineering feature extraction to a deep learning approach;

the works presented in this chapter also show this evolution. Although much work

has been published on the analysis of mammograms, ultrasound, and MRI, as sum-

marized by (Michael et al., 2021a), the overview presented in this chapter is oriented

to the most relevant studies published on immunostained and H&E tissue images.

Early works performed on immunostained BC images were done on the mitotic

count of cells. The International Conference of Pattern Recognition (ICPR) (Heyden

et al., 2014) introduced the Mitosis and Atypia contest for mitosis score and atypia

grading from 2012 to 2014. Mitosis detection is also an important indicator of BC

aggressiveness (Heyden et al., 2014), although this is not a segmenting task, several

contributions were made within this challenge for the BC computational pathology.

It is interesting to note that in the 2012 contest, several works were still based on

hand-craft feature extraction and classification algorithms (Ludovic et al., 2013).

The work presented by (Dong et al., 2014) aims to classify tissue into DCIS

and UDH (Usual Ductal Hyperplasia). It is based on the extraction of a high-

dimensional vector of features, mainly from the nuclei, and it performs a tissue

sample classification task based on machine learning methods. This method is not

fully automated because the samples need to be manually selected by a specialist

containing a tumour area on the image itself.

The detection of IDC was addressed by (Cruz-Roa et al., 2014), which was one

of the early works based on a deep CNN for the automated detection of IDC. The
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model was built with a CNN, based on a two-layer network, and a logistic regression

classifier to predict if an image patch belongs to an IDC tissue or not. It is interesting

to mention that the delineation performed by pathologists was not very precise,

which the author states is the main cause of the misclassification of tissue cases.

A more complex network was proposed by (Chen et al., 2016), which combined

two CNNs in cascade, which is an example of a deeper architecture by increasing

the size of a single convolutional layer. This approach outperformed the accuracy

of other methods by a large margin within the mytosis score and atypia grading

challenge.

(Janowczyk and Madabhushi, 2016) presented a comprehensive tutorial with

seven DL tasks, some of which are for BC: IDC classification, nuclei segmentation,

epithelium, stroma, and tubule segmentation. The authors explored segmentation,

classification, and localization tasks, and employed Alexnet network (Krizhevsky

et al., 2012), which was specifically trained for the selected tasks.

Several works were publised for the detection of metastases in H&E images under

the Camelyon 16 challenge, organized by the IEEE Internet Symposium on Biomed-

ical Imaging (ISBI) (Bejnordi et al., 2017). Two tasks were addressed: tumour

localization and classification. In the classification task, some of the works also per-

formed the segmentation of metastases regions. The most relevant works were based

on DNN implementation. For example, the work by (Wang et al., 2016), which was

the winner of the contest, evaluated the performance of VGG16, GoogLeNet, and

AlexNet, with the highest accuracy obtained by the GoogLeNet model.

The work by (Mehta et al., 2018) for the detection of benign, atypia, DCIS,

and IDC (Elmore et al., 2015) of H&E images was based on a modification of UNet

(Ronneberger et al., 2015) for joint segmentation and classification tasks. A special

dataset was prepared for this research.

The determination of the different BC categories was explored over the BREAKHIS

challenge (Pereira, 2023). It is formed of H&E images acquired in magnifications

of 40×, 100×, 200×, and 400× images for the classification of benign or malignant

tissue and as well as to determine different categories: adenosis (A), fibroadenoma

(F), phyllodes (PT), tubular adenoma (TA), ductal Carcinoma (DC), lobular Car-

cinoma (LC), mucinous carcinoma (MC) and papillary carcinoma (PC). The main

goal is a multi-category classification task. Several results were published based on

this dataset, which also showed the transition from traditional models (based on
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handcraft feature extraction) to DL models like DCNN (Spanhol et al., 2016; Yari

et al., 2020; Benhammou et al., 2020).

The task of localizing the tumour area in a WSI image was included in the

automated workflow within the Grand Challenge on Breast Cancer Histology images

(BACH) organized with the 15th International Conference on Image Analysis and

Recognition (ICIAR 2018). It comprises 400 training and 100 WSI test images that

contain annotations by pathologists for benign, in Situ Carcinoma, and invasive

Carcinoma (Aresta et al., 2019a). The data is divided into two parts: part A contains

images for a classification task into the 4 categories, while part B is used for a rough

segmentation of a scaled version of the WSI into the same 4 classes categorized in

a mask numerical image. Most of the relevant works were done by a pre-training

of models like ImageNet (Russakovsky et al., 2015), VGG (Balasubramanian et al.,

2024), ResNet, and Densenet (Aresta et al., 2019b). These networks were fine-tuned,

which means that the classification layer of the original pre-trained network, usually

a fully connected layer, is replaced by a new reclassification layer and trained for

the medical images of interest. For the localization task over the WSI image, some

models used UNet (Ronneberger et al., 2015).

The dataset from the BreastPathQ challenge organized jointly by the Interna-

tional Society for Optics and Photonics (SPIE), the American Association of Physi-

cists in Medicine (AAPM), the U.S. National Cancer Institute (NCI), and the US

Food and Drug Administration (FDA) provides a set of images to determine the tu-

mour cellularity (TC) of breast cancer images (Peikari et al., 2017). This task does

not request a tumour region delimitation but rather the tumour area estimation or

TC as an important factor for neo-adjuvant (NAT) treatment (Akbar et al., 2019;

Peikari et al., 2017). Methods based on feature extractions as well as deep learning

were used for this task (Akbar et al., 2019; Ortega-Ruiz et al., 2020).

Most of the works presented so far have used pre-trained, well-known deep learn-

ing models. For example, the work by (Celik et al., 2020) used Resnet50, and

Densenet 161 for IDC detection. Few studies have proposed new models or sig-

nificant modifications over the pre-trained models. The work by (Bolhasani et al.,

2020) presented a network named FusioNet, which is an autoencoder network based

on residual convolution, and it was calibrated for IDC detection.

By the other hand, most of the works presented perform a classification task on

the tissue image sample. A direct segmentation of a tumour region of BC images was
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not addressed until 2019 by (Guo et al., 2019), whose work has the aim to delimitate

the lesion area of the image. Semantic segmentation implies the class assignment at

a pixel level; previously described works were trained for a classification task and not

for segmentation. This difference is also explained by (Guo et al., 2019). In his work,

segmentation is performed in two steps: first, a classification network by an Inception

V3 (Szegedy et al., 2016), and next, a DCNN was used for a refined segmentation.

A heatmap likelihood image at 1
8 of the original WSI image is obtained in 11.5

minutes. Due to the lack of image sets for the segmentation task, (Priego-Torres

et al., 2020) created a dataset for direct tumour segmentation. A web-based platform

was implemented for pathologists to visualize and make annotations on WSI images,

and a DCNN encoder-decoder with Atrous convolution, i.e., convolution with dilated

kernel architecture, was implemented. The goal was to determine the type of tumour:

ductal carcinoma in situ, invasive ductal carcinoma, carcinoma tubular in situ, or

invasive tubular carcinoma (Priego-Torres et al., 2020).

Finally, there are few works reported on multi-class segmentation of H& E im-

ages. For example, a non BC task was the head and neck tumour segmentation

(HEKTOR) 2022 Challenge (Andrearczyk et al., 2021) which is the segmentation of

head and neck (H & N) tumours and lymph nodes. The work done by (Liu et al.,

2022) proposed a 3D UNet network with an attention module, and (Yuan, 2021) pre-

sented an encoder-decoder network similar to UNet for performing the segmentation

of primary tumours and metastatic lymph nodes. Another multi-class segmentation

example for the delineation of the different breast tissue elements was presented

at the Breast Cancer Semantic Segmentation Challenge (BCSS) by (Amgad et al.,

2019). Within this challenge, the reference data consists of 151 WSI images with

the delineation of 22 different regions. Due to the lack of labeled data, this dataset

is a valuable support for BC segmentation research. The authors also present re-

sults from a segmentation model based on a VGG-16 network, which are used as a

baseline reference. This data was used in the present work and will be explained in

detail in Chapter 4.

In summary, this review highlights that there is still significant work to be done to

achieve accurate tumor segmentation directly from immunostained and H&E-stained

cancer images, particularly in the context of breast cancer (Guo et al., 2019). While

numerous studies have addressed tumor area segmentation in mammogram images,

Guo et al.’s work is among the earliest efforts in this direction, and progress has
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been limited mainly due to the lack of annotated reference images. Furthermore,

segmentation of additional breast tissue components remains an underexplored area

(Priego-Torres et al., 2020).

The BCSS dataset introduced by (Amgad et al., 2019) offers a valuable resource

for training and evaluating models for this particular task, enabling segmentation

of various breast tissue structures, something previously not fully addressed. Ad-

ditionally, many existing works reviewed in the literature rely on pre-trained, well-

established models. There is a clear need to explore different architectures and

modifications to improve performance (Spanhol et al., 2016).

Therefore, this research addresses both of these challenges: improving segmen-

tation of multiple breast tissue components and exploring novel or adapted model

architectures. Moreover, the methods reviewed in this section reflect the broader

evolution of the field—from traditional image processing approaches to modern ma-

chine learning (ML) and deep learning (DL) methodologies.
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Chapter 4

Materials

This chapter presents a description of the images and datasets used in this research.

Most of the images were sourced from selected challenges focused on breast cancer,

along with one dataset related to prostate cancer grading. The datasets include:

BreastPathQ, a collection of histopathology images for cellularity estimation; Breast

Cancer Semantic Segmentation dataset (BCSS), which provides images along with

corresponding labels for the segmentation of various tissue components; Automated

Gleason Grading Challenge (AGGC), used for assessing prostate cancer severity;

and ACROBAT, which includes multiple breast imaging modalities. Each of these

datasets is explained in detail in this chapter.

4.1 SPIE-AAPM-NCI BreastPathQ challenge dataset

The SPIE-AAPM-NCI BreastPathQ challenge dataset was presented in 2019 by the

International Society for Optics and Photonics (SPIE), along with the American

Association of Physicists in Medicine (AAPM), and the National Cancer Institute

(NCI) in the Grand Challenge forum (Peikari et al., 2017). It is a set of 96 breast

cancer hematoxylin and eosin (H&E) stained pathological slides from 64 patients

with residual invasive Breast Cancer under Neoadjuvant Treatment. Each slide was

scanned by magnification of 20X using an an Aperio AT Turbo 1757 scanner (Leica

Biosystems Inc.). The dataset was collected at the Sunnybrook Health Sciences

Center, Toronto, Canada. The dataset is divided into the training, validation, and

test datasets. From each slide, patches of size 512 × 512 pixels from a region of

interest (ROI) were selected and extracted as uncompressed TIFF images. For each

patch, the Tumor Cellularity (TC) rate was assigned by the pathologist. Seeden
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Viewer platform was used to visualize each slide by selecting a specific point in the

image and a square of 512× 512 pixesl was extracted at each specific point as seen

in Figure 4.1.

Figure 4.1: After visualizing the full WSI, patch sections were extracted by the pathologist
for selected points of interest. After a point is selected a 512×512 image centered at that point
is extracted. Image taken from (Peikari et al., 2017), used with permission of the authors.

A total amount of 2394, 185, and 1119 patches for training, validation, and

testing were obtained and provided for the challenge. Some representative samples

are seen in Figure 4.2. We can observe images from low to high TC. The TC values

assigned to each path have values from 0.1, 0.2, · · · , 1.0.

(a) TC=0 (b) TC=0.4 (c) TC=0.7 (d) TC=1.0

Figure 4.2: Four images with cellularity values of 0, 0.4, 0.7, and 1, where the prevalence of
cancerous cells can be observed.

The challenge was held in November-December 2018, in which participants sub-

mitted algorithms and results for the test set. The submission consists in a .csv file

with predictions for the TC assignment for each patch image. The Ground Truth

was provided for the training and validation sets only, and not for the test set. After

December 2018 the challenge was still open for submissions in an ongoing phase.

There were 317 participants in the initial phase. The submissions were measured by
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the Intra-Class Correlation coefficient (ICC)

4.2 Breast Cancer Semantic Segmentation (BCSS) dataset

The main goal of this dataset is to provide valuable material for training algorithms

for H&E breast cancer image segmentation of different tissue regions (Amgad et al.,

2019). The images within this dataset are 151 WSI from the Cancer Genome Atlas.

The images are tissue samples stained with H&E of different sizes and resolutions.

Each image has a representative ROI selected by a doctor and used to do the an-

notations. Images were manually annotated by pathologists, pathology residents,

and medical students, in a crowd-sourcing process as described by (Amgad et al.,

2019), and more than 20, 000 segmentation annotations are provided. Structured

crowd-sourcing refers to a process of assigning tasks based on the experience of

participants. Each participant was asked to annotate 5 or 6 different ROI’s and

the more challenging slides were transferred to the more experienced participants.

The different regions were carefully delineated by the participants. A total of 22

different classes were annotated: tumour, stroma, inflammatory, necrosis, glandular

secretions, blood, fat, plasma cells, immune infiltrate, mucoid material, normal aci-

nus or duct, lymphatics, nerve, skin, blood vessels, and undetermined. The labeled

image is a mask image whether each pixel contains an integer value that corresponds

to one of the 22 labeled classes. Samples of this dataset are shown in Figures 4.3 and

4.4, the original WSI image can be observed, and an overlaid image of the original

image with the annotation mask using different colors.

The full dataset is presented in the Breast Cancer Semantic Segmentation (BCSS)

Challenge

4.3 Automated Gleason Grading Challenge 2022 dataset

This dataset of H&E Whole Slide images consists of prostatectomy and biopsy spec-

imens with annotations performed by experienced pathologists. Tissue specimens

were collected from the Department of Pathology, at the National University of Sin-

gapore Hospital (NUHS) (Huo et al., 2024). The samples were prepared following the

standard operating procedures of a CAP-accredited histopathology laboratory (Guo

et al., 2019; Dey, 2022). The slides consist of 4µm sections stained with haematoxylin
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(a) Example 1, image from the BCSSC (b) Example 1 labeled by the pathologist

(c) Example 2, image from the BCSSC

(d) Example 2 labeled by the pathologist

Figure 4.3: H&E images taken from the BCSS challenge dataset, (a) corresponds to the file
TCGA-E2-A1AZ-DX1, and (b) is the overlaid image for the region annotated by specialists.
The tissue regions selected in this work are tumour (red), stroma (green), inflammatory (pur-
ple), necrosis (blue), and other (gray). Sample TCGA-AO-A129-DX1 (c) from BCSS dataset
and the corresponding annotation done by the pathologist is in (d). Notice that some regions
are easier to distinguish, whereas stroma and necrosis are irregular regions and harder to dis-
tinguish
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(a) Example 3, image from the BCSSC (b) Example 3 labeled by the pathologist

(c) Example 4, image from the BCSSC (d) Example 4 labeled by the pathologist

Figure 4.4: Figures (a) and (b) are the corresponding H&E and annotated images for file
TCGA-E2-A1AZ-DX1, (c) and (d) are the images for the TCGA-S3-AA15-DX1 file from the
BCSS dataset.
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and eosin from tissue blocks of radical prostatectomy and biopsy specimens. There

were 187 prostatectomy specimens corresponding to a tissue area of 112, 400mm2

and 156 biopsy specimens (tissue area 7, 723mm2) from 214 patients.

Figure 4.5: Scanners used within AGGC (Guo et al., 2019) and their corresponding scanned
image is below. It can be seen differences in colour and light intensity, as well as the background
in Zeiss scanner. Image retrieved from (Guo et al., 2019).

The images come from different types of scanners to analyse variations caused by

image digitization. Initially, the images were acquired using an Akoya Biosciences

scanner with bright-field imaging at 0.5µm×0.5µm per pixel resolution. To analyse

the effect of the scanning, 38 prostatectomy specimens were scanned at the same

resolution by 5 other scanners (Olympus, KFBio, Zeiss Leica, Philips). The dataset

is divided into three subsets; subset 1 consists of 105 training and 45 test cases,

subset 2 consists of 37 training and 16 test cases and, finally, subset 3 is composed

by 144 training cases and 67 test cases, all of them scanned by multiple scanners:

Akoya Biosciences, Olympus, Zeiss, Leica, KFBio and Philips. Figure 4.5 shows the

scanners used for the generation of this dataset and Figure 4.6 shows three slide

samples of the biopsy.

The annotations for GG are selected regions in the image with the categories:

Gleason Pattern 3, Gleason Pattern 4, Gleason Pattern 5, Normal, and Stroma

performed by the pathologists under a special platform called !AHistonotes (Huo

et al., 2024). The annotations are binary masks corresponding to each class. It is

important to remark that in some cases there are pixels assigned to more than one

class, for example, there might be pixels with annotation for Gleason pattern 3 and

Gleason pattern 4, in the experiment presented in section 5.3 from this research a

selection criteria is explained for this cases.

The main objective of this challenge is to develop algorithms for Gleason grading

by using the test images. Participants submitted the test images as PNG images
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(a) Subset1 Train 3 (b) Subset1 Train 6 (c) Subset1 Train 9

Figure 4.6: Three sample images from AGGC dataset. The visualization is done at the
lowest resolution. The images correspond to the files a) Subset1 Train 3, b) Subset1 Train 6,
and c) Subset1 Train 9.

with pixels assigned to numbers corresponding to each of the selected categories.

4.4 Breast cancer ACROBAT dataset

The ACROBAT dataset consists of 42124 whole slide images (WSIs) from 1,153

patients. There are image sections stained with H&E staining and IHC (Weitz

et al., 2022). The main objective of the dataset is to develop algorithms for image

corregistration, which is the task of performing an alignment between H&E and IHC

images taken from the same biopsy (Weitz et al., 2022). Registration is particularly

challenging due to the gigapixel size of the images. The dataset also contains image

tests for Ki-67, estrogen, progesterone, and HER2 response for each biopsy.

Although the main purpose of this data set is to develop WSI registration meth-

ods, the dataset has an enormous potential for research in the context of computa-

tional pathology. Figure 4.7 shows an example of all the images contained in the

dataset, it is interesting to remark that all of the images displayed are for the same

patient biopsy sample.
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(a) ACROBAT example 1 (b) ACROBAT example 2

(c) ACROBAT example 3 (d) ACROBAT example 4

Figure 4.7: The ACROBAT dataset (Weitz et al., 2022) contains images from different
staining, the H&E image is in (a), an IHC staining for Ki-67 is shown is on (b), an IHC for
progesterone (PGR) in (c) and the HER2 response is in (d). All the four images are from the
same patient.

Feature BreastPathQ BCSS AGGC22 ACROBAT

Type Breast Breast Prostate Breast

Modality H&E H&E H&E and IHC H&E

stained WSIs stained WSIs stained WSIs stained WSIs

Task Tumour Tissue Classification Grading

cellularity segmentation (classification)

Resolution 40× 40× 40× 40×

No. of WSIs 151 257 800 435

License research use open open open

(CC BY 4.0) (CC BY 4.0) (CC BY 4.0)

Table 4.1: Comparative table of main characteristics of the datasets used in this thesis
research.
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4.5 Summary

This chapter provides a general description of the materials used in this research,

which include pathology images from breast cancer cases and biopsy tissue samples

from prostate cancer. A comparison of the datasets is summarized in Table 4.1.

As it can be seen from the table, most of the images employed in this research

are whole-slide images (WSIs) acquired using high-resolution scanners. As a result,

they are often large in size—on the order of gigabytes—and can be challenging to

process and manipulate. It is important to note that the BreastPathQ and BCSS

datasets were used in their entirety, while approximately 50% of the images from

the AGGC dataset were utilized. In contrast, only a small number of images from

the ACROBAT dataset were used, primarily for validating certain programming

routines. Details regarding the slide scanners used in the AGGC dataset can be

found in Appendix B.
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Chapter 5

Tumour cellularity assessment

This chapter presents a comprehensive digital pathology example for Tumour Cel-

lularity (TC) estimation, utilizing traditional computer vision and image process-

ing methods. The approach includes Otsu’s binarization (Otsu, 1979), K-means

clustering for colour separation (Ghosh and Liu, 2009), watershed segmentation

(Meyer, 1994), and morphological analysis for feature extraction. Machine learning

techniques are then applied to assess TC. This work follows the traditional digital

pathology pipeline, as outlined by (Dong et al., 2014): colour separation, segmen-

tation, feature extraction, and classification. The results were compared against a

baseline established by (Peikari et al., 2017), and the outcomes of this research were

published in a scientific journal (Ortega-Ruiz et al., 2020).

5.1 Overview

TC is a relevant parameter of breast cancer for patients under Neo-Adjuvant Treat-

ment (NAT). NAT is a preliminary treatment administrated to the patient before

the main treatment (Grobstein, 2005a), the response to NAT gives information on

therapy efficacy; this response is measured by the residual cancer burden index com-

posed of two metrics: TC and assessment of lymph nodes (Symmans et al., 2007).

TC is given by the percentage of the tumour area over the total area of the im-

age, thus, the tumour needs to be measured. Although this experiment is not a

direct tumour segmentation task, our approach estimates an approximation of the

tumour region in an intermediate step to determine the TC. This work presents

a novel nuclei segmentation technique, as well as computer vision routines for the

analysis of regional parameters, like features from breast duct. Therefore, the main
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contributions of this experiment are: (1) an efficient nuclei segmentation algorithm

based on the enhancement of nuclear structures, and (2) a method for breast duct

detection grounded in set theory. This work relies on traditional image process-

ing techniques, underscoring their continued relevance. The cellularity assessment

results were validated using the Intraclass Correlation Coefficient (ICC) and com-

pared with the results from (Peikari et al., 2017). While our method demonstrates

improved performance over that baseline, it does not outperform results obtained

using deep learning approaches; however, it highlights the potential of traditional

techniques when properly optimized.

The morphological parameters from histopathology images are extracted, and the

correlation between the features and the residual TC is examined. Linear regres-

sion and statistical methods were applied, and twenty-two morphological features

from the nucleus, epithelial region, and the complete image were extracted. Then,

Machine Learning (ML) algorithms were trained with the selected key parameters

for a cell classification. The methodology was validated with the score assigned by

pathologists through the ICC, given in the work by (Peikari et al., 2017). The se-

lection of key morphological parameters improved other results reported based on

ML, and were very close to DL techniques.

5.2 Materials

The data used for this experiment is the SPIE BreastPathQ Challenge Dataset

described in chapter 4. It consists of a total of 2, 395 images divided into a training

and testing that were extracted from 15 whole slide images (WSI) of breast tissue

stained with Haematoxylin and Eosin (H&E) released in the 2019 SPIE Breast

Challenge. In the bottom of Figure 5.1, we can observe images from low to high

TC, and the TC value assigned to each case. In this dataset, every image from the

2, 395 has assigned a TC value by a specialized pathologist given by a real number

in the interval TC → (0, 1). Only the training dataset is knwon to the participants.

The statistical distribution of the training dataset can be seen in Figure 5.2.
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

0 0.4 0.7 1.0

Figure 5.1: The sample images show cellularity values from zero to one and magnified versions
of cases with values 0, 0.4, 0.7 and 1.

Figure 5.2: The statistical distribution of the 2394 images from the SPIE BreastPathQ
dataset in a histogram reveals the total amount of patches in the 16 selected intervals.

5.3 Methods

The methodology proposed in this experiment is based on the traditional computer

vision workflow described in the overview chapter of this thesis. We divided this

methodology into three basic steps, a pre-processing for the colour separation and

nuclei segmentation. Next, feature extraction is done by manual handcraft methods

using image processing and computer vision techniques. Finally, the classification

to estimate TC.

This approach based on feature extraction parameters is similar to the one de-

scribed by (Peikari et al., 2017). Also, the methodology is similar to (Dong et al.,

2014), but we also include parameters from the neighborhood of the nuclei and the

whole image patch. It also has similarities to the work presented by (Fondón et al.,

2018), in which the region around the nuclei is analysed; however, we included the

morphology parameters from the ducts region and the whole breast patch image.

The full process of this method is presented in figure 5.3. The program runs for
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Figure 5.3: The computer program runs under two operational modes, one for training the
machine learning models and another for cellularity assignment. The extracted features are
obtained from the nuclei, regional, the ducts cluster regions, and the full image.

training the machine learning model and runs for inference to process the testing

data. In the training mode, parameters from each image are extracted and saved

to train the ML classifier. In the inference mode, the full set of testing images is

processed to estimate TC. The main computer vision routines are explained in the

next sections.

5.3.1 Colour separation

Image is converted to HSV colour space and separated in colour components by K-

means clustering (Shalev-Shwartz and Ben-David, 2014; Takano, 2021). Clustering

algorithms such as K-means can also be used for image segmentation by grouping

similar pixels based on their feature vectors; then, the separation of colours is ob-

tained. This is a non-supervised method based on grouping the elements closest

to a reference parameter through a minimization function, usually the Euclidean

distance. Let the image I = {x1, x2, ...xM×N} = x, be represented in vector

form x where xi is a 3-space colour, K be the number of clusters (for the H&E

histopathology image case are three colour components pink, blue and background)

and Ck = {C1, C2, ...Cj} be the set of pixels assigned to the kth cluster, where

k = 1, 2, ..,K. The centroid µk of cluster kth is given by the formula,

44



µk =
1

|Ck|
∑

xi∈Ck

xi (5.1)

where |Ck| is the size of Ck, i.e., the total number of pixels in cluster Ck.

This method attempts to find the given K clusters through an iterative process

by an objective function that minimizes the sum of the square distances between

each pixel and its corresponding centroid.

min
∑
k

∑
x∈Ck

dist(x, µk) (5.2)

where Ck denotes the kthcluster k, and µk is the centroid of Ck.

This method was used to extract the three main colour component: blue for

nuclei, pink for stroma and the remaining is the background. Let, Is, In, and Iba

be the binary mask images for each corresponding cluster, in which Is is for stroma

(pink colour), In is for the nuclei (blue colour) and Iba for the remaining background

of the image. These binary images can be considered subsets from the original image

and are mutually exclusive, which means:

Is ∩ In ∩ Iba = ∅ (5.3)

and

Is ∪ In ∪ Iba = 1 (5.4)

Samples of the extracted images are shown in Figure 5.4.

5.3.2 Nuclei Segmentation

A nuclei segmentation method based on a novel nuclei enhancement algorithm is ap-

plied after the implementation of K-means colour separation, and before the Otsu’s

binarization step. The nuclei enhancement function increases the contrast of the

nuclei in the H&E grayscale original image. The motivation of the nuclei enhance-

ment method is due to the idea of using the nuclei colour information obtained after

the colour separation step to improve the contrast between nuclei and background,

which avoids the segmentation of artifacts and elements that are not part of the

nuclei region, as in most of the cases are of different colours. The enhancement pro-
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(a) TC example 1 (b) TC example 2 (c) TC example 3

(d) Nuclei example 1 (e) Nuclei example 2 (f) Nuclei example 3

(g) Stroma example 1 (h) Stroma example 2 (i) Stroma example 3

(j) Background example 1 (k) Background example 2 (l) Background example 3

Figure 5.4: The images represent the colour separation by K-means algorithm, the first row
are three H&E patches and second row are the coloured images for the nuclei region (blue
cluster), the third row are the colour images for the stroma region (pink cluster). The fourth
row are images for the background region.
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cedure weakens the background and makes the nuclei clearly visible by the use of the

gamma function. The result of the proposed enhancement algorithm modifies the

histogram making an image with higher contrast as can be seen in the histograms

shown in Figure 5.5.

(a) (b)

Figure 5.5: Histograms before and after the enhancement algorithm. In figure a) the his-
togram shows a soft transition between background and foreground (nuclei), which means there
is no clear boundary between background and foreground; and in b), the transition is sharp,
which indicates the background can be better removed.

The enhanced image is calculated by:

Ien = K1 ∗ [Io. ∗ Im] +K2Io + γ(Im, 0.1) (5.5)

where Io is the RGB image converted to graylevel, Im is the gray image after a

median filter of size 3 × 3 was applied, and γ(Im, 0.1) is the gamma correction Im

of parameter 0.1. This value was selected low to start from a lighter background.

K1 and K2 are constants that control the enhancement of nuclei and weakens back-

ground intensity respectively, and were experimentally adjusted. First, both con-

stants were fixed to 0.5 and as K1 is increased and K2 is reduced the nuclei region

is enhanced. The enhanced image Ien is binarized by Otsu’s algorithm (Otsu, 1979)

combined with watershed (Meyer, 1994) separation of overlapping nuclei.

Thresholding

A straightforward segmentation solution is thresholding. It offers high performance

when the images have enough contrast between objects of interest and the back-

ground. It lacks robustness when texture changes and cannot separate overlapping

objects (Irshad et al., 2013).

Let Ig be a grayscale image as defined in equation (2.3). It can be converted into

a binary image IBW by selecting a threshold value T and classifying the ith pixel
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in the image (i ∈ Ig) as foreground or background based on whether its intensity is

above or below the threshold. This can be expressed,

IBW (i) =

1, if I(i) > T,

0, otherwise.
(5.6)

In case T changes during the conversion to binary, it is a variable threshold,

which means the value of T depends on the neighborhood properties of the pixel i.

This is called adaptive or dynamic threshold. An optimal adaptive method for the

threshold estimation was presented by Nobuyuki Otsu (Otsu, 1979), which is based

on a histogram distribution analysis and it maximizes the inter-class variance and

minimizes the intra-class variance. It is the well-known Otsu’s Method.

Watershed algorithm

In region-based methods, pixels are grouped into regions based on certain criteria

such as color, texture, or intensity similarity. One popular region-based method is

the watershed algorithm (Meyer, 1994), which treats the image as a topographic

surface and simulates flooding to segment regions. First, the gradient of the image,

LS(i), indicates the slope connecting pixel i to its neighbors,

LS(i) = maxj∈N(i)

(
I(i)− I(j)

d(i, j)

)
(5.7)

where d(i, j) represents the Euclidean distance between pixels i and j, and N(i) is

the set of neighbors of the pixel i. LS is a measure of the local intensity variation

or gradient variation between pixel i and its neighbors. Pixels with low LS values

(this means low-intensity differences with their neighbors) are considered markers for

starting the flooding process in the watershed algorithm. To perform the flooding,

a cost function is used to analyse the path from pixel i to pixel j, and is defined as

cost(i, j) =


LS(i)d(i, j) if I(i) > I(j)

LS(j)d(i, j) if I(i) < I(j)

1
2(LS(i) + LS(j)) if I(i) = I(j)

(5.8)

The topographical distance between pixels is measured based on intensity values,
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which is the topographic distance, and it is calculated by,

min(i0,...it)∈Π

t−1∑
k=0

d(ik, ik+1)cost(ik, ik+1) (5.9)

and Π represents all paths from i to j. The topographic distance is used to determine

the flow of water between neighboring pixels.

The watershed transform is suitable for overlapping object separation and is

commonly used for nuclei separation. This segmentation procedure is seen in Figure

5.6 for three TC cases. The enhanced grayscale image is in column c) and watershed

result, which is applied after Otsu’s binarisation, is presented in column d). A

validation analysis of this procedure was done by means of Jaccard Index (Jaccard,

1901) shown in (e). The same images segmented without the enhancement method,

and without the watershed separation can be seen in Figure 5.7

(a) (b) (c) (d) (e)

Figure 5.6: The first row corresponds to a TC value of zero, the second row is an example
of TC= 0.5 and the third row is TC= 1, cases of low, medium and high cellularity values
were chosen. Images in column (a) are the original image, (b) grayscale images, (c) enhanced
images, notice that the nuclei region is darker whilst the background becomes lighter, (d)
Binary image obtained with an adaptive threshold and after applying the watershed algorithm
and (e) validation of nuclei segmentation by Jaccard index. The reference image was segmented
manually by using QuPath Platform, in column e) green colour are false positives, and pink
colour are false negatives. It can be seen for high TC that false negative cases are reduced.

5.3.3 Ducts segmentation

As described, ducts are tube-like structures responsible to carry milk to the nipple.

In DCIS cancerous cells grow within the ducts and do not invade surrounding tis-
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(a) (b) (c)

Figure 5.7: Otsu segmentation without any pre-procerssing or post processing. Images
are the same of previous example and column (a) are the original grayscale image, (b) are
the binarised images and c) are the validation of nuclei segmentation by Jaccard index. The
reference ground truth image was segmented manually by using QuPath Platform, green colour
are the false positive and pink colour are the false negatives. Some artifacts, which are elements
that are not positive cells, were segmented and presented in green, which corresponds to false
positives. When the enhancement method is applied, artifacts are weakened and then, they
are not segmented.

sues. In this step of the method, ducts segmentation is performed, the goal is to

determine features from this particular structure. A new colour separation by the

K-means algorithm of size K=2 was performed, and a new background image, say

Iba is obtained. Ducts are detected based on set theory: let I be the original color

image, ID is the ducts image, ID ⊆ I. Then ID is obtained by subtracting the new

background mask from original image I,

ID = I − (Iba + Is) . ∗ I (5.10)

when the mask Iba is multiplied by I, it gives the remaining region outside the

ducts. Although it is a straightforward method, it obtains the ducts efficiently as

seen in figure 5.8.

5.3.4 Extraction of nuclei morphological parameters

The binary image of the nuclei cells is then analysed by morphological methods to

obtain a set of features from the nuclei region: area, perimeter, roundness, eccen-

tricity, centroid X, centroid Y, major axis, minor axis, and orientation angle. Also,
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(a) Image with visible clusters (b) Clusters detected

Figure 5.8: (a) The original patch with visible clusters. (b) Clusters detected by the method,
the image was modified to colors red and yellow to emphasize the result.

a sub-region inside the segmented cell body was obtained to compute the texture

and mean HSV values of the nuclei cell body.

Morphological Methods

Morphology operations are used to extract the main features of an object in a binary

image. Set theory is used to explain this type of processing (Gonzalez, 2009). In

the morphology operations, a predefined shape called structure is compared with

the original image. Let Uf = I−1 ({1}) be the foreground pixels of image I. The

structure S, where S ∈ Z×Z, is a small array of pixels, which is compared with all

the corresponding pixels of an image neighborhood. Some of the common structures

are square, diamond, disk, cross, and line (Gonzalez, 2009). The structure is posi-

tioned at all possible regions of the image, this is a morphological operation between

the image and the structure. Two basic morphological operations are erosion and

dilation.

Dilation

It is an operation associated with the growth of the object, that is, it enlarges the

object by the shape of the structure. Let Uf be the object and S be the structure,

the operation x+ s represents the translation of the structure along the foreground

object. The dilation operation is defined as:

Uf ⊕ S = {x+ s|x ∈ I ∧ s ∈ S} (5.11)
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when a pixel from the structure overlaps with the foreground object the structure

is added to the image.

Erosion

The erosion is the opposite of dilation, which means it reduces the object. This

operation is defined as follows:

UfΘS = {x|∀s ∈ S, x+ s ∈ Uf} (5.12)

when any part of the structure fits the background, then the central pixel of the

structure is removed.

Opening

The opening is defined as an erosion followed by dilation and is defined as:

Uf ◦ S = (UfΘS)⊕ S (5.13)

The erosion operation removes those pixels in the image that are smaller than

the reference structure then dilation returns the image object to its original size and

the final image is smoothed out.

Closing

It defined as a dilation followed by erosion

Uf • S = (Uf ⊕ S)ΘS (5.14)

through this operation, the holes smaller than the reference structure are filled.

Opening and closing have distribution properties

(Uf ◦ S) ◦ S = Uf ◦ S (5.15)

(Uf • S) • S = Uf • S (5.16)
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Top-Hat Transformation

This operation is defined by subtracting the original image by its opening. The

top-hat transformation of image I defined as Tw (I) is:

Tw (I) = Uf − (Uf ◦ S) (5.17)

This structure is important to enhance details and small elements within the

image.

Bottom-Hat Transformation

Bottom Hat transformation is obtained first by closing the image and then subtract-

ing the original image from the result of the closing. It is defined as Tb (I):

Tb (I) = (Uf ◦ S)− Uf (5.18)

The object properties can be calculated by morphology functions of binary ob-

jects: size, perimeter, roundness, centroid, elongation, and orientation of all ele-

ments. These operations are defined next.

Area

The area is the total number of pixels that form a binary object. First, the object

O of the binary image I is formed by the K connected pixels, the area is calculated

by

Area (O) =
∑
x∈O

1 (5.19)

Perimeter

The perimeter is defined from the boundary of the object B, which is the set of

pixels of the object which are adjacent to a background pixel. The perimeter can

be determined by the length of the boundary,

Perimeter(O) =
∑
x∈O

length(x) (5.20)
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where the contribution of the boundary is based on its connectivity, pixels in

diagonal have a norm of 1 pixel size =
√
2, and its length is

length(x) =


1 horizontal and vertical

√
2 diagonal

(5.21)

Circularity

Circularity indicates how close to a perfect circle an image object is. It is measured

by the following equation,

C(O) =
4πArea(O)

Perimeter(O)2
(5.22)

Centroid

The centroid coordinates (m̄, n̄) is the point that concentrates the object mass and

can be determined by

m̄ =
1

Area(O)

∑
(m,n)∈0

m (5.23)

, where m and n are iterated through all the object coordinates.

n̄ =
1

Area(O)

∑
(m,n)∈0

n (5.24)

where m,n are coordinates of pixels within the object.

Elongation

Elongation is the relation between the longitude and width of the object and is ob-

tained by the relation between the major axis length (which is the longest dimension

of the object), and minor axis length (which is the shortest dimension perpendicular

to the major axis), and is evaluated by the equation

Elongation(O) =
Major Axis length

Minor Axis Length
=

b

a
(5.25)

Eccentricity

Eccentricity describes how much an object’s shape deviates from a circle, and it can

be calculated as
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Eccentricity(O) =

√
1− b

a
(5.26)

where a and b are the semi-major and semi-minor axes of the ellipse that matches

the second order central moment.

Nuclei parameters

Area Eccentricity Roundness Centroid x,y

Perimeter Orientation Major Axis Minor Axis

Contrast 1 Contrast 2 Homogeneity 1 Homogeneity 2

Mean H Mean V Mean S

Regional parameters

Stroma Ip Background Iba Mean Ib Epithelial Tissue

Mean H Mean S Mean V

Histogram H1 Histogram H2 Histogram H3 Histogram H4

Histogram S1 Histogram S2 Histogram S3 Histogram S4

Histogram V1 Histogram V2 Histogram V3 Histogram V4

Ducts parameters

Area Roundness Total cells Distance to centroid

Global image mean values

Stroma Ip Background Iba Nuclei Ib

Table 5.1: Summary of extracted features. Nuclei parameters measure the nuclei shape.
Homogeneity and contrast are texture parameters. Features at a regional level are computed
at 4 different window sizes. Features from the full image represent mean values.

5.3.5 Extraction of regional morphological parameters

The original image was divided in sections of different window sizes to extract also

parameters of a regional area surrounding the segmented nuclei. Table 5.1 indicates

the parameters extracted from this new sub-image indicated as regional parameters.

Figure 5.9 shows examples of mean values of stroma and nuclei for a window size of

30×30 pixels, which can be seen in each small square in images f) and g). The mean

intensity is presented in a colour scale in which brown color indicates the lowest and

white is the highest mean value. Different window sizes were selected: 30 × 30,

60×60, 90×90, and 120×120 pixels. The correlation analysis (as will be explained

in the next section) indicated that the best window size was the smallest. At each
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(a) Original image (b) Stroma image (c) Stroma mask Is

(d) Nuclei image (e) Nuclei mask Ib

(f) Stroma concentra-
tion

(g) Nuclei Concentra-
tion

Figure 5.9: Regional Analysis of the image, figure (a) is the original image I. Figure (b) is the
stroma region image obtained from color separation by I.∗Is. The figure (c) is the mask image
Is. Figure (d) is the nuclei image obtained from color separation and calculated by I. ∗ In.
Figure (e) is the nuclei mask In image. Regional image mean values of the stroma region is in
(f), in which brown color indicates the lowest and white is the highest region concentration.
Figure (g) is the regional concentration of In. This example was processed at 30 × 30 pixels
window.
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window area, the parameters estimated are the four bins histogram from the HSV

image and also the mean values of R of Is, Iba, and In masks as described in the

colour separation section. The mean colour value mask is a real value computed by

the formula

R = TW /TP (5.27)

where TW is the total number of white pixels, and TP is the total pixels inside the

selected window neighborhood. Another regional analysis is the estimation of the

parameters from ducts and lobular units, already described in previous section (see

Figure 5.8). The following morphological parameters can be extracted from the

cluster regions: total cluster area, roundness of cluster, number of cells inside the

cluster, and distance from cells centroid to cluster centroid. A summary of the full

set of extracted parameters is presented in table 5.1.

5.3.6 Correlation analysis of morphological parameters to TC

From the full dataset of training images, those corresponding to cellularity values

equal to (0, 0.1, 0.2...1.0) were selected and processed to determine all the mor-

phological parameters at the three regions of interest, and their mean, standard

deviation, maximum, and minimum values were computed. Over 150 features were

obtained, and linear regression and lasso analysis were determined. Parameters of

coefficient above 0.80 from linear regression and in concordance with lasso-selected

parameters, after redundant removal, yield 22 parameters that have the strongest

correlation with TC. The plot in Figure 5.10 illustrates three parameters with the

strongest correlation with TC.

The 22 selected parameters are described next. Features related to segmented

nuclei are eccentricity, roundness, major axis, minor axis and perimeter. Parameters

computed at neighborhood region are nuclei density concentration, Hue, Value, and

Saturation histograms of the regional HSV colour map image. Finally, parameters

computed from the full image are HSV average values from HSV components, nuclei

concentration, background concentration, and stroma average concentration.

5.3.7 Training of machine learning algorithms

Machine learning algorithms were trained with the 22 vector size parameters de-

scribed before. To generate the ground truth training data, a subset of random
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Figure 5.10: Graphical display of three selected morphological parameters against the cel-
lularity: Global stroma region (o), minor axis (△) and Value (from HSV) concentration in
region (x). Cellularity was manually ranked by a pathologist for each patch, and the corre-
sponding parameters extracted from each patch also. Plots represent average parameter value
normalized with maximum value to be compared in the same graph. The graph indicates an
inverse relationship between respective parameter and cellularity.

images with TC zero was used to extract features for the class non-tumour, and a

subset of images from low cellularity to high cellularity was used to extract features

for the tumour class. From these sample images, 4533 nuclei cell images were ob-

tained, and their morphological parameters were used as ground truth for training a

prediction model for nuclei classification between malignant and normal cells. Three

algorithms were tested: Support Vector Machines (SVM) (Boser et al., 1992), Near-

est K-Network (KNN) (Fix, 1985), and Adaptive Boosting (AdaBoost) (Freund and

Schapire, 1997).

Support Vector Machines SVM

Support Vector Machine is an algorithm used for the classification of multiple vari-

ables into a defined number of classes (Boser et al., 1992). Let’s start with a basic

linear classification of two classes, for example, squares and circles. A linear classi-

fier separates objects by a dividing line called a hyperplane. SVM is a method that

separates both classes, maximizing the margin M , which is defined as the distance

between the hyperplane and the closest data point. This is explained in figure 5.13.
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Figure 5.11: The image describes a basic linear SVM classification between two categories
(circles and squares) and Support vectors with the distance to be maximized on the hyper-
planes.

Let x be a vector of dimension n of data that belongs to class A or B. There

are p examples of the data given by (x1, y1) , (x2, y2) , · · · , (xp, yp) in which yk = 1 if

xk ∈ A or yk = −1 if xk ∈ B. This algorithm is based on a decision function defined

as

D(x) = wφ(x) + b (5.28)

where w are adjustable parameters and φ is a predefined function. Starting

with a dot product, two hyper-planes that define the offset on each side of the main

hyper-plane can be created. No objects can be located within the region that spans

between the main hyper-plane, and edge hyper-planes. On one side, the equation is

w · x− b = 1 (5.29)

and on the other side is

w · x− b = −1 (5.30)

The objects that lie on the edge hyper-plane are the support vectors. Having a

bigger gap between the categories there would be an increase in confidence in the

predictors, and maximizing the distance would be minimizing the value w. The

distance d is:

d =
D(x)

∥w∥
(5.31)
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Where || || is the Euclidean norm. The maximization is done by the Lagrange

multipliers. Also, the method can be extended into a multidimensional space to

separate categories as much as possible. Non-linear classification can be applied.

Nearest Neighbor pattern classification KNN

KNN was selected because it is a well-known algorithm within clustering and data

classification, which was used in our case to classify outcomes between normal and

malignant classes. KNN, as described by (T.M. Cover) is a classification method

that predicts the class of a data point based on the values of its neighbors by using

a distance metric, in which the Euclidean distance is generally used, given by

d(A,B) =
√
(x2 − x1)2 + (y2 − y1)2 (5.32)

(a) (b)

Figure 5.12: The Euclidean distance a) is used to measure how close one point is to another
data point. New data is classified by the calculation of the K number of neighbors, and the
class is selected by majority voting.

Adaptive Boosting AdaBoost

AdaBoost is a decision-tree learning algorithm that starts from observations of a

certain item. In a simple decision tree, a classifier has a structure similar to a tree,

with its root at the top and a certain condition splits the tree into branches, until a

leaf is reached, which is a node that do not split, as can be seen in Figure 5.13.

There is a special tree classifier named bagged-tree, which has a time T , and a

number of n training samples with replacement; thus, T training sets of size n are

obtained. The decision tree is trained with these sets, combined with a majority

voting rule. Adaptive boosting, also called AdaBoost, is a bagged tree classifier with
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Figure 5.13: A tree classifier has a tree structure, based on one root node, multiple internal
nodes, and multiple leaf nodes. The leaf nodes correspond to the decision outcomes. Image
adapted from (Zhou, 2021).

a weight added to it. This weighted sample is the input to the next tree for training,

and the process is repeated. In this process, the final trees are focused on classifying

hard samples.

The accuracy of the training process for every selected method with the training

data showed values up to 0.99 due to a high correlation between the selected features

used for training. True Positive Rate (TPR) achieved are 0.97 for SVM, 0.95 for

AdaBoost, and 0.97 for KNN.

5.4 Assessment of Tumour Cellularity

The methodology to estimate TC is illustrated in Figure 5.14 with three represen-

tative images with increasing TC from top to bottom. The nuclei are segmented,

and their corresponding parameters are extracted. Then, the prediction function

classifies every cell as either normal (green) or malignant (red) as illustrated in the

second column in Figure 5.14. Next, an estimation of full cell cytoplasm is done

by morphological dilation drawn with the white circles around malignant cells, see

column 3 in Figure 5.14. The cellularity detected region is shown in column 4, the

white area is a rough representation of tumour segmentation. TC is computed as

the ratio of the area covered by cellularity (white in the figure) over the total area

(white and black).

5.5 Results

The experiment presented in this chapter performs the estimation of TC of BC

images under NAT therapy. However, for this task, the nuclei segmentation is first

obtained. A validation analysis of the nuclei segmentation was done through the
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 5.14: Three TC cases are presented in each row: 0, 0.5 and 1. Column 1 are the
original images, the image is segmented and key parameters are computed, then a classification
predictor estimates either malignant or normal cells, shown in red and green respectively in
column 2. A dilation of malignant nuclei estimates full cytoplasm of every detected cell in
column 3, and TC region is shown in white in column 4. The cellularity metrics calculated
for the three examples by the proposed methodology are: TC = 0.0113, TC = 0.5181 and
TC = 0.9936.
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Jaccard Index (Jaccard, 1901). As there is no ground truth for the segmented cells,

the reference nuclei masks were obtained by a manual segmentation of a selected

subset of images using the QuPath platform. Results indicate an average Jaccard

index of 0.73, after comparing cases of low, medium and high TC. Although this

result might be improved, (Peikari et al., 2017) suggests that cell segmentation

accuracy does not have a significant effect in TC assessment.

Three machine learning prediction functions were trained to classify cells into

tumour and non-tumour classes. TC was computed by measuring the total tumour

cell area. The method was tested with the set of 2579 images already classified by a

pathologist with a TC value, without using the selected subset of training images. A

dispersion plot for each model is presented in Figure 5.14. The dispersion plot indi-

cates how close the method approximates the pathologist classification assignment,

larger boxplots indicate poorer concordance. Results have a better approximation

at higher cellularity values (TC > 0.70) and perform well with the KNN algorithm.

Also, around the middle region (0.4 < TC < 0.6) has a good approximation with

AdaBoost. At low cellularity values (TC < 0.3) three methods present deviation,

with its higher at cellularity zero, which corresponds to images with only benign

nuclei cells. According to Mean Square Error (MSE), SVM performs better overall

the cellularity region. This result can be validated by a visual inspection of boxplots

of Figure 5.15, in the three cases there is a positive correlation between the ac-

tual cellularity (horizontal) and the estimated cellularity (vertical). However, SVM

shows less dispersion, especially in the lower values of cellularity as compared with

the other two techniques.

(a) SVM Results (b) KNN Results (c) AdaBoost Results

Figure 5.15: Results of implementation on Training Data shown as boxplots. a) SVM, b)
KNN and c) AdaBoost. Every boxplot corresponds to the statistical result of all the same TC
value results. Large boxplot indicate large deviation. A visual inspection indicates the lowest
deviation corresponds to SVM method in (a).

Intra-correlation coefficient was computed over the test set after submission to
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the challenge, and indicates a 0.78 ICC. This result outperformed those obtained

by the method of (Peikari et al., 2017). Results based on DL techniques like a

combined hand engineering Deep Neural Network reported by (Akbar et al., 2019)

are slightly above the proposed methodology. These results were compared over the

1119 testing images used during the submission to the SPIE Breast Challenge, with

an unknown TC value. Our participation in the challenge resulted in an average

ICC=0.76, which resulted in the middle score ranking of participants.

Hand Engineering Key Parameters Combined Deep Network

(Peikari) (This research) (Akbar)

ICC 0.75 0.78 0.79

[L,U] [0.71, 0.79] [0.75, 0.80] [0.76, 0.81]

Table 5.2: The Intraclass Correlation Coefficient (ICC) of the proposed methodology against
a Hand Engineering Methodology (Peikari et al., 2017), and a combined DL and hand en-
gineering methodology (Akbar et al., 2019). Lower and upper bounds are shown in square
brackets. Notice how close are the results of the proposed methodology against the combined
DL approach.

5.6 Summary

This chapter presents an automated computational pathology experiment that pro-

cesses H&E-stained histopathology digital images by extracting key morphological

parameters at the cellular, regional, and global levels. After a statistical analy-

sis of the extracted features, 22 key morphological parameters were found to be

strongly correlated with tumour cellularity. Notably, the most significant parameter

was stroma concentration, aligning with the findings of (Beck et al., 2011), which

suggests that stromal histology is closely associated with breast cancer prognosis.

To identify tumour regions, three different machine learning algorithms for cell

classification were evaluated, with the best performance achieved using Support

Vector Machine (SVM) algorithm. The relevance of this work lies in the careful

selection of morphological features used to train the model, which yielded results

comparable to those achieved by deep learning methods.

While modern deep learning techniques dominate the field, this work highlights

that traditional, handcrafted methods—when properly designed and applied—can

still deliver competitive results. These approaches should not be disregarded, as

they continue to offer valuable insights and remain relevant in certain contexts.
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Chapter 6

Deep learning networks for

multi-class segmentation

This Chapter explores the use of Deep-Learning (DL) methods to perform multi-

class segmentation of BC H&E images. Three different DL models were compared to

perform multi-class segmentation: MobileNet, ResNet, and UNet. The Breast Can-

cer Semantic Segmentation Challenge (BCSS) dataset was used in this experiment,

which was prepared by a collaborative effort to develop machine learning models for

automated tissue segmentation (Amgad et al., 2019). To train the selected mod-

els, the hyper-parameters were adjusted, and a performance comparison in terms

of Dice, Accuracy, and Mean AUC is presented. The results reveal that UNet and

ResNet18 performed better; and the tumour class had the highest accuracy and

dice coefficient. These results motivated us to select the UNet model for a prostate

cancer Gleason grading system, and also, to perform a study for an improved UNet

network.

6.1 Segmentation of multi-class BC histopathology im-

ages related work

Segmentation of the different breast tissue components was studied earlier using

computer vision methods; a study based on spectral analysis is presented by (Khan

et al., 2013). In this work, segmentation is based on color analysis and separation

combined with graph-based spectral segmentation for the determination of histolog-

ical structures in H&E images, which is an example of a traditional computer vision
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method approach. In the work by (Su et al., 2015), region segmentation of breast

cancer is analyzed by a deep learning neural model, by means of a 7-layer DCNN

trained to perform segmentation of different tissue regions. Other models have been

used for BC analysis, like AlexNet, GoogleNet, ResNet, and VGG16. In the work

by (Ehteshami Bejnordi et al.), BC is analyzed based on deep learning methods for

the detection of lymph node metastases. Tumour segmentation has been explored

in the work by (Priego-Torres et al., 2020); a DL model for segmentation of DCIS,

IDC, LCIS, and ILC was proposed based on an architecture formed by an encoder

and decoder network. The authors also prepared a breast cancer image dataset

for the analysis. (Khalil et al., 2022a) presented a segmentation of metastatic foci

model based on different neural models like UNet, SegNet, and a FCN. Similarly,

the work by (Benmabrouk et al., 2022), the tissue sections are segmented by a UNet

model, which was trained by a dataset prepared by a computer vision method to pre-

pare the tumour region masks by colour detection and colour separation. Also, this

fact indicates the lack of annotated data for the segmentation task. In more recent

works, the combination of different models have been explored (Demir, 2021). In the

work by (Liu et al., 2023), segmentation of invasive carcinoma regions is obtained

by a combination of multiscale morphological features with a deep learning model.

From this review, deep learning methods have better performance over traditional

methods (Khan et al., 2013). Early DL approaches were based on convolutional

neural networks. Next, some known models like AlexNet, VGG, ResNet, and UNet

were used for accurate segmentation of BC tissue. More recent approaches are the

combination of different models, as well as traditional computer vision and image

processing techniques.

6.2 Materials

The BCSS dataset (Amgad et al., 2019), previously described in Chapter 4, was used

in this task. It consists of 150 whole-slide images (WSIs) along with corresponding

annotations for 22 different tissue classes. To train the deep learning model, image

patches of size 256 × 256 were extracted. Following data augmentation—including

rotations and horizontal/vertical flips—over 10,000 patches were generated.

Fifteen WSIs, not used during training, were randomly selected and reserved for

testing. As a point of comparison, in the work by (Su et al., 2015), a dataset of 92
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WSIs was used, with 75 images for training and 17 (approximately 18%) for testing.

In our case, 10% of the total dataset, i.e., 15 WSIs, were used for testing. During

testing, each WSI was divided into 256 × 256 patches; after inference, the full-size

WSI and its corresponding segmentation mask were reassembled.

Table 6.1 summarizes the original dataset and the extracted patches used for

training. Figure 6.1 shows an example of a pathologist-labelled image used in

this experiment. For simplicity, only five tissue classes were selected for segmen-

tation: tumor (red), inflammatory (purple), necrosis (blue), stroma (green), and

other (gray). Figure 6.1 displays four sample patches extracted from the same im-

age. Additionally, patches with a 126-pixel overlapping stride were included in the

dataset (not shown).

The next section describes the training process of the models.

WSI from BCSS

Description Parameter

Total WSI 150

Magnification 40×, 20×

Maximum image size 6813 × 7360 pixels

Minimum image size 1036 × 1222 pixels

Mean ROI 1.18 mm2

Total Classes 22

Extracted Patches

Description Parameter

Patch size 256 × 256 pixels

Image resize 1/4

Data Augmentation +90,+180, flip up/down, flip left/right

Total patches 12,930

Training set 10,736 (patches)

Validation set 2,194 (patches)

Test set 15 WSI images

Total Classes 5

Table 6.1: Characteristics of the dataset used in this work, the above table indicates original
WSI parameters provided by Breast Cancer Semantic Segmentation (BCSS) challenge and the
lower one describes patches extracted for training the different networks.
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(a) Original H&E (b) Annotated ROI

(c) Magnified ROI

Figure 6.1: Figure (a) is one H&E image example taken from BCSS challenge dataset. Figure
(b) is a rectangular region of interest (ROI) annotated by the specialists. The tissue regions
selected in this work are tumour (red), stroma (green), inflammatory (purple), necrosis (blue),
and other (gray). Magnification of the region of interest with lines that indicate patches that
were extracted is presented in (c). Notice that tumor region is easier to distinguish, whereas
stroma and necrosis are irregular regions and harder to distinguish.

(a) Patch 1 (b) Patch 2 (c) Patch 3 (d) Patch 4

Figure 6.2: Four representative images extracted from previous image ??. After applying
data augmentation patches are used to train the DNN model. The image shows separated
patches, but also patches with an overlap gap of 126 pixels were extracted.
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6.3 Method

Three different architectures were evaluated for the segmentation task: MobileNet

V2 (Howard, 2017), Resnet (He et al., 2015), and UNet (Ronneberger et al., 2015).

As described in the related work section, these three models are examples of some

of the relevant models used for BC tissue analysis. The models selected for this

research were chosen based on the fact that we trained them with local computer

resources, for that reason UNet which can be successfully trained with a limited

number of images (Ronneberger et al., 2015), and MobileNet, that is an efficient

model created for mobile applications (Howard, 2017). Also, due to the quality and

its precision (Aljuaid et al., 2022), as well as for the efficient training process, ResNet

was selected. However, these models were created for a classification task, and

they needed to be modified for the segmentation task. First, the final classification

layer (fully connected) is removed and is replaced by a convolutional layer. Next,

to recover the original image resolution, a decoder upsampled the image until the

original resolution was restored. Then, each pixel has a class prediction to perform

semantic segmentation.

We present a brief description of the models, and the results of the training

process are also described.

6.3.1 The DL models

MobileNet V2

MobileNet V2 is a network designed to reduce the computation of the convolution

operation so it can run properly on a mobile device. It was developed to separate

the normal convolution into a two-step operation, the depth-wise convolution and a

point-wise convolution. This is described in Figure 6.3,

In a normal convolution with kernel k of size 3 with c = 3 channels from a feature

map of input M × N , the convolution filters are applied c times. In a depthwise

convolution, a single filter is applied to each input channel as seen in the upper part

of Figure 6.3. For the pointwise convolution a 1 × 1 convolution is applied that

combines the outputs of the depthwise convolution; at the end, the total amount of

operations can be reduced between 8 to 9 times. Applications of this network can

be seen in face detection implemented on mobile cameras.
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(a) Depth and Point Wise convolutions

Figure 6.3: The Convolution is reordered in two separate operations, depthwise and pointwise
that combined results in the same 3x3 kernel convolution, image adapted from (Howard, 2017)

Resnet

Deep networks have demonstrated better performance over shallow networks on

complex tasks, however, as the network becomes deeper it is difficult to train (Bengio

et al., 2013). The main problem is the vanishing, which means the gradients become

smaller and convergence is difficult to achieve. In case it converges, a degradation

problem sometimes results in poor performance.

These problems can be solved by the residual block as seen in Figure 6.4 and it is

based on a skip connection that bypasses and connects the input and output, which

means the block learns the residual instead of learning unreferenced functions and

then very deep models can be trained reducing the risk of gradient degradation. It

was presented by (He et al., 2015) at the 2015 Conference on Computer Vision and

Pattern Recognition.

UNet

The UNet architecture introduced by (Ronneberger et al., 2015) was designed for

semantic segmentation, and it is constructed by a cascade of encoding blocks com-

posed of convolutional and max-pooling layers. Next, a cascade of upsampling and

deconvolutional layers decodes the compressed representation of the input and per-

forms the prediction of its output. All convolutions are followed by non-linear ReLU

activation functions and a pixel-wise softmax activation function at the output of

the network. As shown in Figure 6.5, the UNet model describes a ‘U’-shape, hence
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(a) Residual Block

Figure 6.4: This is a description of the residual operation presented by (He et al., 2015). The
block D1 represents a convolution with diation D = 1. The residual is a block that consists
of a skip connection between the input and output, as a result, the overall block learns the
residual. The block presented in the figure will be used as part of the modifications in the
ablation study.

its name.

(a) UNet

Figure 6.5: This figure is the Model presented by (Ronneberger et al., 2015). As stated by
the author, each blue box is a multichannel feature map, and the number on top of the box
indicates the number of channels.

UNet network was selected for an ablation study, and a detailed description of

71



this popular architecture, as well as different modifications to this architecture will

be described in Chapter 8.

6.3.2 Training the DL models

The original WSI was resized by 1
4 , and the labeled region was divided into 256×256

sections to prepare the training dataset. After data augmentation, 12, 000 patches

for training and validation of the models were obtained. For each of the three models,

the hyperparameters were explored systematically during the training until the best

accuracy performance was reached. Special care was taken into account to avoid

overfitting. The training was performed completely from scratch, and as presented

in table 6.2, this process required performing a complete training, validation, and

testing process for each parameter’s value selected. Initially, the parameters were

selected randomly, which resulted in a poor performance. Then, the value was

reduced and increased. Also, after the optimal value was found, the rest of the

parameters were tuned again for this particular value to guarantee it was indeed

the optimal value. For this reason, as well as for the limited computer resources

available, only the optimal epochs were not selected for the rest of the experiments,

but a lower number of epochs, as it takes many hours to train. Also, because one

of the main objectives of this research is to propose a new model, the results of this

part of the experimentation were used for the model selection for this proposal. The

hyperparameters selected are explained next:

Mini-batch

size was tested for values 1, 2, 4, 8 and 16 during different training iterations, and

the best results were obtained with a mini-batch of size 8.

Loss function

. The binary cross-entropy function was selected for the loss function.

L2 Regularization

was tested for values of 0, 0.0001 and 0.0004
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Shuffle

means the data is reordered before each epoch, and it was tested for both cases,

with shuffle and not shuffle

Optimizer

. Different optimizer methods were evaluated during the training: stochastic gradi-

ent descent with momentum (sgdm), root mean square propagation (rmsprop), and

adaptive moment estimation (adam). Adam provided the best segmentation results.

Momentum

was tested for values of 0.9 and 0.7.

Epochs

Scenarios of 5, 10, 30, and 50 epochs were tested. Whilst 50 epochs provided the

best results it took over 50 hours of training, for that reason 30 epochs were selected

during the training phase.

A Computer with processor Intel core i7-7700k, 16 GB RAM, and CPU at 4.20

GHz with GPU with MATLAB 2020b was used to train the models. A summary

of the accuracy obtained by the selected hyper-parameters is presented in table 6.2,

the number shown in the table is the accuracy.

15 WSI that were reserved and not used during training were separated for testing

the model. Each image is also split into 256 × 256 patches, and after applying the

DL model the resultant image is reassembled and rescaled to the original resolution

image size, but only the labeled region by the pathologist was used for measuring

the performance.

6.4 Results

The three models were trained with the tuned selected hyper-parameters. Loss

and accuracy measured during training indicate there was no overfitting. No pre-

processing or post-processing was applied to the original patches for the metrics

calculation. Figure 6.6 illustrates the results of the architectures with each class

depicted in different colours, and in Figure 6.7, the correct and incorrect pixels are

shown in white and black, respectively. A summary of the results obtained by the
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Batch Size

1 2 4 8 16

Validation 0.52 0.52 0.53 0.69 0.67

Training 0.40 0.41 0.74 0.72 0.70

Loss function

sgdm adam rmsprop

Validation 0.69 0.76 0.74

Training 0.72 0.87 0.85

Epochs

5 10 30 50

Validation 0.63 0.69 0.76 0.90

Training 0.81 0.87 0.88 0.95

Table 6.2: Parameters evaluated during network training. These parameters were used for
all the selected models, a different training was done for every single parameter, and accuracy
was measured for the validation set after averaging on the overall tissue regions

(a) Original WSI from BC-
SSC

(b) Ground Truth of the
BCSSC image

(c) Segmented image from
BCSSC

Figure 6.6: Illustration of semantic segmentation into 5 classes of the image TCGA-S3-
AA15-DX1 with an overall accuracy of 0.8297. (a) Original Image (b) Ground Truth (GT)
indicated by shading (Tumour = red, Stroma = green, Inflammatory = purple, Necrosis =
blue, Other = gray). (c) Segmentation with UNet.
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(a) MobilenetV2 (b) Resnet18

(c) Resnet50 (d) UNet

Figure 6.7: Pixel to pixel comparison of GT and segmentation for: (a) MobilenetV2, (b)
Resnet18, (c) Resnet50 and (d) UNet. Correctly classified pixels are labelled white and incor-
rect are black.

75



Baseline

Mean AUC Dice Accuracy

Overall 0.945 0.888 0.799

Tumour 0.941 0.851 0.804

Stroma 0.881 0.800 0.824

Inflammatory 0.917 0.712 0.743

Necrosis 0.864 0.723 0.872

Other 0.886 0.666 0.670

Mobilenet V2

Overall 0.951 0.795 0.763

Tumour 0.961 0.873 0.837

Stroma 0.918 0.809 0.743

Inflammatory 0.967 0.839 0.875

Necrosis 0.972 0.812 0.678

Other 0.938 0.644 0.682

Resnet18

Mean AUC Dice Accuracy

Overall 0.950 0.827 0.841

Tumour 0.947 0.876 0.837

Stroma 0.924 0.823 0.760

Inflammatory 0.978 0.846 0.944

Necrosis 0.963 0.883 0.876

Other 0.962 0.706 0.788

Table 6.3: Comparison of the Baseline results (Amgad et al., 2019) and the results obtained
in this work. Best results are highlighted in bold.
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Resnet50

Mean AUC Dice Accuracy

Overall 0.950 0.788 0.763

Tumour 0.952 0.867 0.857

Stroma 0.916 0.779 0.668

Inflammatory 0.977 0.833 0.938

Necrosis 0.978 0.808 0.713

Other 0.926 0.653 0.640

UNet

Mean AUC Dice Accuracy

Overall 0.941 0.789 0.737

Tumour 0.960 0.890 0.910

Stroma 0.923 0.831 0.790

Inflammatory 0.979 0.856 0.830

Necrosis 0.936 0.808 0.745

Other 0.906 0.558 0.410

Table 6.4: Comparison of the Baseline results (Amgad et al., 2019) and the results obtained
in this work. Best results are highlighted in bold.
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different networks is presented in Tables 6.3 and 6.4. The metrics selected were Dice,

Accuracy, and mean AUC. It can be observed that two networks (ResNet18 and

UNet) outperform the baseline results reported by the challenge organizers (Amgad

et al., 2019). The inflammatory and tumor regions, which include lymphocytes,

plasma cells, and cancerous tissue respectively, achieved an accuracy greater than

0.9. In contrast, necrosis and stroma regions remained below this threshold. Our

results suggest that necrotic areas are sometimes misclassified as stroma, possibly

due to their similarly irregular shapes, which are characteristic of stromal tissue. The

”other” category, which encompasses out-of-focus regions, noise artifacts, blood, fat,

and other non-specific tissue, showed the lowest accuracy. This is likely due to the

heterogeneous and noisy nature of the content within this class.

6.5 Summary

In this chapter, semantic segmentation of breast cancer (BC) images was studied

for a better understanding of deep learning approach. The hyperparameters from

three DL models were explored and adjusted to achieve optimal performance for the

segmentation of BC tissue components. The results suggest that further improve-

ments can be achieved by increasing the number of epochs, applying a higher data

augmentation, and incorporating extra overlapping regions during patch extraction.

Particular interest was given to the UNet model due to its performance compared

to the other models. The results obtained with the UNet have encouraged us to

further explore and this particular architecture, which will be discussed in detail in

Chapter 8.
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Chapter 7

Gleason Grading assignment for

prostate cancer

This Chapter presents an experiment implemented to estimate the Gleason Grade

(GG) on prostate cancer images. The approach is based on a multi-class segmen-

tation task for the different GG regions, and a UNet model was selected, after the

favorable results obtained in the previous experiments. Grading the severity of

prostate cancer efficiently is a relevant task for early cancer detection. The images

used in this task were described in Chapter 4, this dataset considers different colour

variance from different type of scanners. Manipulation of the original WSI images

from the Challenge is quite demanding in terms of computational complexity and

memory. A special processing pipeline was developed for this task, which splits

the WSI into patches and reconstructs the original image in a lower manageable

resolution. The results were successfully submitted to the AGGC challenge contest.

7.1 Motivation: Prostate Cancer and the Gleason Grad-

ing score

Prostate cancer is quite relevant because it is the most frequently diagnosed cancer

among males (Siegel et al., 2023). The estimated cases in 2023 were 288, 300 and

cancer deaths 34, 700 cases worldwide, see also Figure 1.2. These numbers indicate a

need for an adequate diagnosis and screening. Grading the disease is also important

because it measures cancer severity and it helps the physicians to choose an adequate

treatment (Bulten et al., 2020). The two common grading systems are the Gleason
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Grading (GG) score and the ISUP (International Society of Urological Pathology)

grading system. The GG score is a method based on visual inspection of the cell and

the tumour in the microscope. The basic grading assigns the value 3 for cancerous

cells that look similar to normal prostate cells, a scale of 4 for cells that look more

abnormal, and grade 5 for highly abnormal cells. The final grading is calculated

by adding two grades and the range starts from 6 (3 + 3), score 7 (for 3 + 4 or

4 + 3), and score 10 (5 + 5). Estimating this score is a time-consuming task done

by a specialized pathologist. As emphasized by (Huo et al., 2024), this process

is subjective and suffers from inter-observability differences between pathologists.

For that reason, the use of computer tools based on AI and ML as a support for

pathologists appears to be well accepted (Huo et al., 2024). An application called

Paige was the first AI-based platform for digital pathology approved by the FDA in

the US, which provides a solution for GG. However, as stated by (Huo et al., 2024)

the challenge to train AI and ML models relies on a well-annotated dataset with a

high number of images. Also, models are influenced by colour variation of staining

due to the sample preparation done at the pathology laboratory, as well as colour

variations from different WSI scanners. In this context, the Automated Gleason

Grading Challenge (AGGC) dataset used in this experiment considers the different

scanners and colour variations.

The main goal of the challenge is to detect different patterns in the images

and generate binary masks to indicate stroma, Normal, Gleason Pattern 3 (GP 3),

Gleason Pattern 4 (GP 4), and Gleason Pattern 5 (GP 5) respectively. Figure 7.1

shows an image sample of this dataset, it can be seen the regions annotated by the

pathologist.

7.2 Materials

The Automatic Gleason Grading Challenge (AGGC) dataset consists of 286 train-

ing and 128 testing WSI with annotations for prostate cancer, which were divided

into 3 subsets. It was obtained from 187 prostatectomy specimens and 156 biopsy

specimens from 214 patients, done at the Department of Pathology of the National

University Hospital (NUH) in Singapore(Huo et al., 2024). Images are H&E stained,

and the dataset is described in Table 7.1.

An important characteristic of this dataset is that it was collected from differ-
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WSI from AGGC

Description Parameter

Type of scanners Akoya Biosciences, Olympus, Zeiss

Leica, KFBio, Philips

Total prostatectomy specimens 187

Total biopsy specimens 156

Annotation area (prostatectomy) 22, 148m2

Annotation area (biopsy) 2, 224m2

Annotation on prostatectomy per class

Area mm2

Stroma 3, 816

Benign 3, 182

GP 3 5, 517

GP 4 8, 889

GP 5 744

Annotation on biopsy per class

Area mm2

Stroma 238

Benign 781

GP 3 278

GP 4 433

GP 5 494

Table 7.1: Characteristics of the AGGC dataset used in this work, the above table indicates
WSI parameters of the original AGGC WSI images (Huo et al., 2024).
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Figure 7.1: This is a sample image from the AGGC, source: (Huo et al., 2024). The annotated
region selected by the pathologist is shown in the corresponding color. Purple for stroma, blue
for benign, green for GP 3, Yellow for GP 4 and red for GP 5.

ent acquisition scanners, not previously considered in other datasets. The images

were initially acquired using Vectra Polaris from Akoya Biosciences with bright-field

imaging at 0.5 µ m × 0.5 µ m per pixel resolution. The dataset was presented at

the Automatic Gleason Grading Challenge (AGGC) contest in 2022 to promote the

development of AI models for automated GG. The images came with annotations

for the different tissue regions and the GG scales: stroma, benign tissue, GP 3, GP

4, and GP 5, as seen in table 7.1. It is a clear imbalance between classes, as GP5

has the smallest annotated area. The total annotation area is 22, 148mm2 on 187

prostatectomy specimens and 2, 224mm2 on 156 biopsy specimens. Digitized images

passed through a quality revision process by a processing tool called A!MagQCout,

which tests out-of-focus, low contrast, saturation, artifacts, and texture uniformity.

A cloud-based annotation platform named A!HistoClouds is used by pathologists to

annotate the regions manually.

A preliminary analysis of the data was performed to improve out understanding

of the GG assessment task, and the complete AGGC dataset was observed and

statistically analyzed before training the model. Valuable statistical information for

each image was revealed: the total labeled area, the non-labeled area, and the labeled

82



class distribution per image. This initial inspection indicated the total annotated

area could generate nearly 1
2 million 256× 256 patches to train a DNN without any

data augmentation; for that reason, a selective choice of the patches was needed.

Also, the inspection revealed patches not completely annotated; for that reason,

the patches were extracted based on certain annotation conditions, for example,

the percentage of labeled area in the image patch, which means that only patches

that satisfy the condition were extracted. Also, a particular WSI from any of the

three subsets was selected for patch extraction. This was done according to the

representative statistics.

Another assumption was that for overlapped annotated regions, according to

(Huo et al., 2024), certain pixels might have been labeled with more than one class;

the priority was assigned to regions with the highest GG, for example, GP5 was

the priority, next by GP4, and finally, by GP3. This was due to the lack of enough

annotated regions for the highest grades as revealed in the preliminary inspection.

Finally, from the original AGGC dataset, two datasets of patch images of size

256× 256 Pixels were extracted to train the UNet segmentation model based on the

considerations, these datasets are described in the next subsections.

7.2.1 Extracted dataset 1

The first dataset was extracted based on balanced classes (i.e. equal number of

images per class). However, as there was a lack of images from the GP5 class,

data augmentation was enhanced over this particular class for that purpose. Only

images from subset 1 were selected, the reason for this decision is because it is the

most representative subset in terms of statistics. In this dataset, no consideration

was taken for the criteria of annotated area (i.e., patches with low annotated area

were allowed). At the end, 19, 578 training images and 4, 895 validation images were

obtained under this approach.

7.2.2 Extracted dataset 2

For this dataset, different considerations were explored. Images from all subsets were

selected with a criterion of over 90% of the annotation over the patches. Under the

assumption that the performance could be improved if trained with more images,

80% of the images from the training dataset were used (the previous approach only
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utilized the 25% from subset 1). This training dataset consists of 25, 753 training

images and 8, 164 validation images.

7.3 Method

As a reference, the work by (Huo et al., 2024) presents a pipeline approach for

automated analysis and GG based on an AI classification model that operates

on patches extracted from original images, and different networks were trained:

ResNet50, VGG16, and NasNet Mobile. The classification layers from the original

networks were replaced with a weighted classification layer, and after a majority

voting selection, the final grading was estimated. Two important conclusions are

determined by the authors: AI is a support tool for pathologists that reduces the

average examination time, and in some cases, accuracy is increased. In our work, we

propose a multiclass segmentation approach for GG estimation, under the assump-

tion that every pixel within the image belongs to a different tissue class or grade of

the Gleason scale. Then, a multiclass segmentation model was proposed and trained

for GG estimation. UNet neural network was selected and trained with the images

prepared and extracted from the two datasets already prepared. UNet was chosen

as a result of our previous experiment for the BC semantic segmentation task. A

special pipeline for processing WSI was implemented, which is described next.

Figure 7.2: Pipeline developed for the AGGC assessment. There are two operating modes,
one is to generate a training dataset, and the test mode is to estimate the GG over the test
set of images.
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7.3.1 Pipeline

The proposed pipeline automatically processes the complete set of WSI images. The

pipeline operates in a training and testing mode. In the training mode, it extracts

patches from the selected ROI of the images based on a certain criteria and in the

test mode, all the tissue area from the WSI is split into patches and passed to the

model, the segmented output image is reassembled to generate a segmentation mask

that indicates the GG region.

Initially, the images are downsized by 4 to visualize and manipulate them prop-

erly. It is important to mention that the images must be downsized by 10 times for

submission within the contest. Next, the background region outside visible tissue is

removed, and only the tissue area is passed to the splitting process. The background

is calculated based on the Saturation and Hue of the WSI. Saturation is variable

among the slides, especially within different scanners, and thus, a variable threshold

based on Otsu’s binarization was used. Hue is not affected, and values between 0.6

and 1 were used. Post-processing morphological functions are applied to obtain the

final segmentation of the background mask as seen in Figure 7.3 (b).

(a) Image example from AGGC (b) Background removal of WSI

Figure 7.3: Example of background removal, the image (a) is a full WSI image and (b) is
the ROI selected for the tissue region, background removal is done automatically.

In the training mode, patches were extracted only from the annotated area as
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seen in red squares in Figure 7.4. In the test operating mode, the full image is

processed. There is no information about the annotation area (the labeled region

from the test images is unknown); for that reason, all the patches from the full tissue

area are passed through a segmentation model, and an output segmentation mask is

assembled; all the test images must be processed in that way. In Figure 7.5, we can

see the WSI split into 256 × 256 patches; all the tissue must be processed; for that

reason, the testing mode is time-consuming. An efficient processing pipeline was

achieved based on a low-resolution visualization combined with the high-resolution

processing of the full test set.

(a) WSI example in training mode (b) Patch extraction in training mode

Figure 7.4: A WSI from the training set (a), it was labeled by the pathologist, and only the
labeled region was used to extract patches (b) during the pipeline training mode.

7.3.2 Training the DL model

With the use of the proposed pipeline, both datasets were successfully trained, al-

thoguh previous attempts to train and evaluate the test dataset crashed the com-

puter, due to memory requirements. This was also another motivation for the selec-
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(a) WSI example in test mode (b) Patch extraction in test mode

Figure 7.5: A WSI from the test set (a), the labeled region is unknown by participants and
the full image needed to be analysed and all the extracted patches are processed by the model.

tive training dataset generation.

The hyperparameters selected and tuned for the BCSSC described in the previous

chapter were also used and tuned during the first training attempts. The ADAM

optimization method was selected, learning rate of 0.0001, Minibatch size of 16, Max

epochs 7, and shuffle the data every epoch. Seven representative images from the

training set were reserved for evaluating the model by the Accuracy and F1 over the

annotated area given by the pathologist, as a Ground Truth. This was used for our

test, and the results are presented in table 7.2.

7.4 Results

The performance of the proposed approach was evaluated by accuracy and F-1 on

the 7 selected test images without being used during training. From the seven

selected images, Accuracy and F-1 results are presented in table 7.2 for the two

trained datasets. From the table 7.2, it can be seen there is an improvement with

the second dataset in all classes, except for stroma, and GP5, which is the class
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(a) WSI image for validation (b) Stroma region GT

(c) Estimated stroma region (d) Accuracy over estimated image

Figure 7.6: An example of the GG test image processed by the model, a WSI (a) for validation
from the training set with the corresponding Grpund Truth GT for class stroma in (b), the
segmented mask processed by the method is in (c) with the estimated stroma region, after
this is validated with the labels by the pathologist, the result is in (d). TP is in white, TN in
black, FP in green, and FN in pink.

88



(a) Validation accuracy and validation loss curves obtained in the training (dataset 1)

Figure 7.7: Validation accuracy is shown in light blue (dark blue is an average weighted
curve), and validation loss similarly in red.

(a) Validation accuracy and validation loss curves obtained in the training (dataset 2)

Figure 7.8: Validation accuracy is shown in light blue (dark blue is an average weighted
curve), and validation loss similarly in red. It can be seen a faster convergence compared to
dataset1.

89



Dataset 1

Stroma Normal GP3 GP4 GP5

Accuracy 0.8882 0.6833 0.6033 0.5654 0.4574

F1 0.9395 0.8072 0.6897 0.6766 0.0021

Dataset 2

Stroma Normal GP3 GP4 GP5

Accuracy 0.8367 0.7793 0.6538 0.7020 0.4578

F1 0.9091 0.8744 0.7509 0.8067 0.0013

Table 7.2: Measurements of Accuracy and F1 was done over a set of selected images from
the labeled by pathologists.

with the lowest annotated area. Only in the stroma class, F-1 measurement was

over 90%, and also normal tissue has a high F-1, notice the high increment from

0.8072 to 0.8744, and also with GP4 from [0.5654, 0.6766] to [0.7020, 0.8067] for both

metrics. This result indicates an improvement due to the assumptions made in the

second training. On the other hand, the grade GP5 showed no improvement with

F-1, and moreover, it still obtained the lowest performance. This implies that a

high imbalance has a negative effect. Important conclusions were obtained from this

experiment and are expressed in the summary chapter.

7.5 Summary

A semantic segmentation task was implemented to estimate the Gleason grade in

prostate cancer images. Manipulation of gigabyte WSI was challenging, and a spe-

cial pipeline to efficiently process the WSI testing images from the AGGC was im-

plemented. From the original images, two datasets were derived, corresponding to

weakly and strongly labeled annotations. The results indicate a level of improvement

when annotations are of the strong type. Due to the challenges in processing WSIs

and the scarcity of strong annotations, a different approach should be explored.

The results obtained thus far have motivated further exploration of the UNet ar-

chitecture and propose improvements to the original model, which will be described

in the next chapter.
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Chapter 8

UNet analysis and modifications

for an improved architecture

This chapter presents the analysis performed on the state-of-the-art UNet archi-

tecture for the multi-class segmentation task. Several modifications to the original

model were implemented, and the overall performance was evaluated after each

change. These modifications were based on two common techniques reported in

the literature: residual connections and dilated convolutions. This is an ablation

analysis of this architecture, with the main objective of having a better understand-

ing of the insights of this model, and also to propose improvements in terms of its

accuracy. This chapter describes this analysis and presents its results. The chap-

ter starts with a general description of the UNet network, including its motivation,

history, and architectural characteristics. A related work describing examples of

successful improvements over this model is given. Next, the description of the modi-

fications selected for the study is presented. Over 16 experiments were implemented

with the changes, some associated with the reference-reported architectures. The

dataset from the BCSSC was used for this study. The results provided valuable

insights into the performance of the UNet model. As a result, a novel block was

proposed and implemented, and its performance was compared with other variants,

with an improvement in accuracy, particularly in tumour regions. The findings of

this study, along with the proposed model, were also published in a scientific paper

(Ortega-Rúız et al., 2024).
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8.1 UNet an state-of-the-art segmentation network

8.1.1 UNet motivation

UNet was presented by (Ronneberger et al., 2015) in 2015 at the Medical Image

Computing and Computer-Assisted Intervention (MICCAI) conference. Since then,

numerous studies have been published recently presenting improvements in UNet

implementation in medical image analyses. A PubMed query reveals nearly 5,000

scientific papers have been written about this network since 2018. As summarized in

the review study by (Krithika alias AnbuDevi and Suganthi, 2022), this model has

been used to segment the Brain, Retinal Vessel, Lung, Liver, Lymph nodes, Prostate,

and Esophageal. The enormous interest in this network indicates its relevance within

the digital pathology research community. The next paragraph presents a brief

history of this network and a detailed description of its architecture.

8.1.2 Deconvolutional Neural Networks (DeCNN)

UNet is a Deconvolutional Neural Network type (DeCNN). It can be understood

as an end-to-end architecture based on two operations, convolutions at the encoder

step and deconvolutions at the decoder. It has been widely used in the segmentation

task and image generation task. The encoder-decoder model captures context by

downsampling the input and extracting features at various levels. The decoder path

upsamples the feature maps to recover spatial details and provide a segmentation

map. Multiresolution analysis on images was presented many decades ago, and

Pyramids and Quadtrees are examples of such analysis at different levels of detail

based on computer vision techniques (Adelson et al., 1984a). The precursor of

DeCNN is the Neocognitron proposed by Fukushima (Fukushima, 1975). It is based

on multiple layers that progressively extract and recognize more abstract features

from the input image. Also, Fully Convolutional Networks (FCN) incorporate at

their output a spatial map where each pixel corresponds to a predicted class or

value from its input, which is called spatially dense prediction. The work presented

by (Shelhamer et al., 2017) is a DeCNN-type network that incorporates a dense

prediction layer and a fully connected Conditional Random Field for the semantic

segmentation task. The UNet model presented by (Ronneberger et al., 2015) is

a DeCNN-type network as it uses a transposed convolution (deconvolutional) in

the decoder. It is an efficient architecture that requires a small training dataset,
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Figure 8.1: The UNet architecture as proposed by Ronneberger (Ronneberger et al., 2015).
It consists of encoder-decoder sections and contains a series of downsampling steps (encoder)
obtained by convolutions and downsampling operations, and then upsampling steps (decoder)
formed by upsampling plus convolution operations.

providing precise pixel-level predictions for segmentation.

8.1.3 UNet architecture

The UNet model is shown in Figure 8.1, formed by a contracting path and expan-

sive path, as called in the original paper by (Ronneberger et al., 2015); these are

the corresponding encoder and decoder. The contracting path is a convolutional

network that consists of two 3 × 3 convolutions each followed by a rectified linear

unit (ReLU) activation function as described in the blue left-to-right arrow in Figure

8.1 and a 2× 2 max pooling operation with stride 2 depicted in the red up-to-down

arrow. The expansive path is formed by an upsampling of the feature map followed

by a 2 × 2 convolution shown in the green down-to-up arrow. There is the same

number of decoding blocks as the encoding blocks, describing a U shape, hence its

name. The key feature of the UNet is that it makes use of residual connections that

concatenate the output of the i-th encoding block with its corresponding decoding

counterpart. These residual connections serve two purposes: they mitigate the pos-

sibility of encountering vanishing gradient effects, and they increase the chance of

exploiting visual patterns that might prove relevant for prediction but that could
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have been overlooked by the encoding process (Ronneberger et al., 2015). At the

end of the expansive path, there is a 1×1 convolution used to map the feature vector

to the desired number of classes.

8.2 Related work

In this section, we present relevant examples of UNet modifications and improve-

ments over the original architecture (Krithika alias AnbuDevi and Suganthi, 2022;

Ummadi, 2022). One of the first modifications of UNet was the inclusion of a

residual block (Han, 2017) at the encoder and decoder, presented in the ResUNet

network used for liver lesion segmentation. ResUNet achieved first place in the liver

tumor segmentation challenge in 2017. The RMS UNet, a residual modification

combined with dilated convolutions (Khan et al., 2022; Han, 2017), demonstrated

high accuracy over different publicly available datasets. In brain segmentation, the

stack Multi-Connection Simple Reducing Net (SMCSRNET) (Ding et al., 2019) is

formed with stacked encoder-decoder blocks, improving segmentation with less train-

ing time, by using a reduced parameter model. MH-UNet (Ahmad et al., 2021), a

multi-scaled network is formed with dense and residual blocks and used for multi-

organ segmentation. MI-UNet (Zhang et al., 2021b) is also a modification that

includes a procedure called brain parcellation to generate an input to UNet used for

brain stroke segmentation under MRI. Spatial weighted UNet is used for 3D CT brain

images (Sun et al., 2018) with residual-inception blocks densely connected, which

reduces trainable parameters over the MRI dataset. For retinal vessel segmentation,

the images require enhanced contrast for accurate vessel detection, and approaches

based on residual attention and supervised UNet have been proposed (Yang et al.,

2023; Wang et al., 2021). The network MI-UNet (Hu et al., 2019), which consists of

two MI-UNets connected into one S-UNet, has been used for Brain Stroke Lesions.

For nuclei and cell segmentation, RIC-UNet (Zeng et al., 2019), a network with

residual blocks, multi-scale, and channel attention mechanism, demonstrated supe-

rior performance over traditional methods. Residual-Dense blocks have also been

explored at the bottleneck connection to form D-UNet for lung vessel segmentation

(Yuan et al., 2021). Also, generative networks have been explored using the UNet,

RDA-UNET-WGAN (Negi et al., 2020) employs a Residual-Dilated-Attention-Gate-

UNet as the generator network. The UNet3+, a full-scale skip connections and
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deep supervision framework, has also been employed for 6 different architecture

segmentation models (Alam et al., 2023a). Another important improvement is the

modification of the convolution kernel size with an extended dilation (called Atrous

convolution). The segmentation of objects at multiple scales, as well as for weakly

supervised semantic segmentation, is presented by (Xu et al., 2021). The Purified

and Residual UNet or P-ResUNet (Niu et al., 2022) is based on a Dilated Pyramid

Block (DPB) and was used for brain tissue segmentation. This block consists of

dilations of sizes D = 1, 2, 3 in parallel.

Many UNet modifications have also been implemented for breast cancer image

analysis. First, relevant examples with mammograms are presented. The work by

(Li et al., 2019) is based on a dense UNet combined with attention gates for mammo-

gram segmentation. (Shen et al., 2019) presented a residual-aided network combined

with a UNet to perform a joint segmentation and disease classification. The work

by (Alom et al., 2018) for nuclei segmentation is based on a recurrent residual UNet.

An architecture called Connected-UNets, using two UNets and additional modified

skip connections, showed better visual results in segmenting the mass lesions over

mammograms (Baccouche et al., 2021); which has been addressed by different UNet

architectures, the ResUNet (Yue et al., 2022) estimates volumetric measurement of

breast cancer on MRI. The modification presented by (Hossain, 2022) aditional con-

volutions were added at the decoder, and the ReLu non-linear function was replaced

by leaky ReLu for microcalcification segmentation from mammogram images.

For histopathological images, a dense network formed by a modified UNet (Zhou

et al., 2019) with dense skip connections to bridge the semantic gap between encoder

and decoder features was studied for breast nuclei segmentation (Alam et al., 2023b).

A dense and residual network (DenseResUNet) for nuclei segmentation is based on

a UNet with dense blocks in the last layers of the encoder with Atrous residual in

the conventional skip connections (Kiran et al., 2022).

There are possibly hundreds of modifications of the original UNet model, and the

examples presented in this section suggest that two important modifications must

be analyzed: residual and dilated convolution. These operations will be described

in the methods section. Both served as a base for the modifications implemented

during the UNet analysis performed in this research.
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8.3 Dilation, Residual and Dense (DRD) block motiva-

tion

The experiments performed on UNet presented in this research were selected from

the different UNet versions described in the related work section. After the exper-

imentation, the first results suggested that a deeper network performed better. On

the other hand, the little improvement in the results observed after inserting the

residual block itself indicated that this operation only supports convergence effects

and has no influence on accuracy. In the case of Atrous or dilation convolution,

this operation had a positive effect on segmentation accuracy, and the combination

of residual+dilation was the best block modification over the original UNet. As a

result, a deeper network with extra convolution, as well as an extra residual, was

proposed, under the assumption that a deeper network in combination with the

powerful residual+dilation might improve performance, but it was initially unsuc-

cessfully trained. It could have been attributed to a convergence or memory problem

after the computer had crashed several times during the training. The combination

of Residual and Dense overcame the problem, as was also addressed by (Song et al.,

2020) in the work for a super-resolution network; it suggests the importance of the

combination of Residual and Dense. The proposed block, which we named DRD

and will be described in the experiments section (see Figure 8.9), is our main con-

tribution within this thesis research. This modification was also included in the

experiments, and its results are compared with the rest of the models.

(a) Dilation 1 (b) Dilation 2 (c) Dilation 4

Figure 8.2: Illustration of dilated convolutions (Atrous Convolution) of different sizes and
representation as blocks. Each square represents a pixel, the light blue pixels are the kernel
size (3 × 3) and the dark blue is the resultant convolution. (a) Dilation D = 1. (b) Dilation
D = 2. (c) Dilation D = 4. Image inspired from (Khan et al., 2022).
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(a) Residual (b) Dense

Figure 8.3: (a) The Residual Block introduces a skip connection between input and output;
the model learns the difference between input and output (i.e., the residual), which is useful in
deeper networks, reducing the vanishing gradient and making it easier to train. (b) The Dense
operation combines the two branches with a concatenation, as opposed to the residual.

8.4 Methods

Modifications to the UNet architecture were systematically evaluated using the

BCSS dataset (Amgad et al., 2019) for a multi-class semantic segmentation task,

as previously described in Chapter 6. The same training set of 256 × 256 patches

was used for evaluating the UNet modifications, as well as the 15 WSI images for

testing. The two main operations selected for the analysis of the UNet are: dilated

convolutions and residual connections. Convolution is a fundamental operation that

traverses an image and extracts the values of a neighborhood of pixels of a kernel

size k. It has been extensively used for feature extraction. Convolution of an image

is a 2-D digital filter, applied over a k × k, normally contiguous pixels. A dilated

convolution is the same operation over pixels separated by a factor of d, a larger

area is covered as illustrated in Figures 8.2.b and 8.2.c. These dilated convolutions

are sometimes called Atrous convolutions (Khan et al., 2022) and they produce an

increase in the receptive field, which can be understood as the area in the origi-

nal image that is seen at the input of the neuron. On the other hand, the essence

of residual connections, also known as skip connections, is to add the output of a

processing block with the input of that same block. In terms of branches, this is

a parallel branch as opposed to a single sequential process, as illustrated in Fig-

ure 8.3. Residual connections were introduced at the computer vision and pattern
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recognition (CVPR) 2016 conference (He et al., 2015), and have been demonstrated

to minimize training errors, overfitting, and vanishing gradient effects (Han, 2017).

No Name Description

1 ’ImageInputLayer’ Image Input images of size 256× 256× 3

2 ’Encoder-Stage-1-Conv-1’ 2-D Convolution 64 filters of 3×3×3

3 ’Encoder-Stage-1-ReLU-1’ ’ ReLu ReLu

4 ’Encoder-Stage-1-Conv-2’ 2-D Convolution 64 filters of 3×3×64

5 ’Encoder-Stage-1-ReLU-2’ ReLu ReLu

6 ’Encoder-Stage-1-MaxPool’ 2-D Max Pooling 2×2 max pooling with stride [2 2]

7 ’Encoder-Stage-2-Conv-1’ 2-D Convolution 128 filters of 3×3×64

8 ’Encoder-Stage-2-ReLU-1’ ReLu ReLu

9 ’Encoder-Stage-2-Conv-2’ 2-D Convolution 128 filters of 3×3×128

10 ’Encoder-Stage-2-ReLU-2’ ReLu ReLu

11 ’Encoder-Stage-2-MaxPool’ 2-D Max Pooling 2×2 max pooling with stride [2 2]

12 ’Encoder-Stage-3-Conv-1’ 2-D Convolution 256 filters of 3×3×128

13 ’Encoder-Stage-3-ReLU-1’ ReLu ReLu

14 ’Encoder-Stage-3-Conv-2’ 2-D Convolution 256 filters of 3×3×256

15 ’Encoder-Stage-3-ReLU-2’ ReLu ReLu

16 ’Encoder-Stage-3-DropOut’ Dropout 50% dropout

17 ’Encoder-Stage-3-MaxPool’ 2-D Max Pooling 2×2 max pooling with stride [2 2]

18 ’Bridge-Conv-1’ 2-D Convolution 512 filters of 3×3×256

19 ’Bridge-ReLU-1’ ReLu ReLu

20 ’Bridge-Conv-2’ 2-D Convolution 512 filters of 3×3×512

21 ’Bridge-ReLU-2’ ReLu ReLu

22 ’Bridge-DropOut’ Dropout 50% dropout

Table 8.1: Definition of the Layers within MATLAB code for a UNET of depth 3, in total,
there are 46 layers. The first 22 layers are for the encoder side.

8.4.1 Original UNet Model used in the experiments

UNet of depth 3 was used for the study, and the encoder and decoder were sys-

tematically modified and replaced with the reference blocks. Each modification is a

complete experiment represented by training and testing the modified UNet archi-

tecture and evaluating the performance. The modifications were implemented in the
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No Name Description

23 ’Decoder-Stage-1-UpConv’ 2-D Transposed Convolution 256 2×2×512 transposed

convolutions with stride [2 2]

24 ’Decoder-Stage-1-UpReLU’ ReLu ReLu

25 ’Decoder-Stage-1- Depth concatenation Depth concatenation of 2 inputs

DepthConcatenation’

26 ’Decoder-Stage-1-Conv-1’ 2-D Convolution 256 filters of 3×3×512

27 ’Decoder-Stage-1-ReLU-1’ ReLu ReLu

28 ’Decoder-Stage-1-Conv-2’ 2-D Convolution 256 filters of 3×3×256

29 ’Decoder-Stage-1-ReLU-2’ ReLu ReLu

30 ’Decoder-Stage-2-UpConv’ 2-D Transposed Convolution 256 2×2×512 transposed

convolutions with stride [2 2]

31 ’Decoder-Stage-2-UpReLU’ ReLu ReLu

32 ’Decoder-Stage-2- Depth concatenation Depth concatenation of 2 inputs

DepthConcatenation’

33 ’Decoder-Stage-2-Conv-1’ 2-D Convolution 256 filters of 3×3×512

34 ’Decoder-Stage-2-ReLU-1’ ReLu ReLu

35 ’Decoder-Stage-2-Conv-2’ 2-D Convolution 256 filters of 3×3×256

36 ’Decoder-Stage-2-ReLU-2’ ReLu ReLu

37 ’Decoder-Stage-3-UpConv’ 2-D Transposed Convolution 256 2×2×512 transposed

convolutions with stride [2 2]

38 ’Decoder-Stage-3-UpReLU’ ReLu ReLu

39 ’Decoder-Stage-3- Depth concatenation Depth concatenation of 2 inputs

DepthConcatenation’

40 ’Decoder-Stage-3-Conv-1’ 2-D Convolution 256 filters of 3×3×512

41 ’Decoder-Stage-3-ReLU-1’ ReLu ReLu

42 ’Decoder-Stage-3-Conv-2’ 2-D Convolution 64 filters of 3×3×64

43 ’Decoder-Stage-3-ReLU-2’ ReLu ReLu

44 ’Final-ConvolutionLayer’ 2-D Convolution 5 filters of 1x1×64

45 ’Softmax-Layer’ Softmax Softmax

46 ’Segmentation-Layer’ Pixel Classification Layer Cross-entropy loss with ’other’,

’tumor’, and 3 other classes

Table 8.2: Definition of the Layers within MATLAB code for a UNET of depth 3. The last
24 layers are for the decoder side and segmentation output.
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encoder as seen in figure 8.4 represented in light green blocks and the decoder on the

right side as shown in stronger green color blocks. Tables 8.1 and 8.2 show all the

encoder and decoder layers of the original UNet of depth 3 as it was implemented

in MATLAB code. The tables show the sequence of layers and the total number of

convolutional filters.

No Experiment Param. Layers

1× 106

1 UNet-3 7.69 46

2 ResUNet-i 7.84 62

3 ResUNet-e 8.65 66

4 ResUNet 15.28 75

5 ResUNet-BN 15.28 89

6 P-ResUNet 15.36 96

7 DPB3-i 7.99 62

8 DPB3-e 10.09 74

9 DPB3-a 21.41 107

10 DPB5-i 8.29 74

11 DPB3-i+Res 11.82 80

12 DPB4-i+Res 11.94 86

13 ResUNet-a 13.88 119

14 Series-i 7.84 60

15 Series-e/d 10.93 75

16 RMS-UNet 14.03 85

17 DRD-UNet 15.40 130

Table 8.3: List of all experiments implemented in UNet, experiment 17 is our contribution.

8.4.2 Experiments over the UNet

16 different models were tested and evaluated for the UNet analysis for BC histopathol-

ogy images. The first five architectures were implemented with the inclusion of resid-

ual connections (Han, 2017). The next 4 models evaluate the dilated convolution,

and next, different combinations of residual and dilation were also tested, as well

as the model named RMS-UNet. Two different combinations of dilation in a model

100



with blocks in series were also implemented, and finally, our proposal, the DRD, was

also evaluated. The full list of experiments can be seen in Table 8.3, which indicates

the total filter parameters and the number of layers. A brief description of each

experiment is presented in the next section.

Figure 8.4: This is the original UNet architecture. The three blocks of the input in light green
represent the encoder section, which is responsible for convolutional operations and downsam-
ples the input image. The three blocks in dark green on the right perform the Deconvolutional
operation and they represent the decoder section. The modifications performed in this study
were done in coder and decoder blocks.

ResUNet-i

In this experiment, the residual block as described in Figure 8.3 was inserted at the

input layer of the encoder, which is the first green box just after the input, thus the

suffix −i. The total number of layers of this model is 62.

ResUNet-e

The residual block was inserted at all layers of the encoder (then the suffix −e),

which are the light-green boxes shown on the left in Figure 8.4. The total layers of

this model is 66.

ResUNet

In this model, the residual block was added to the green blocks (dark and light)

from Figure 8.4 at both the encoder and decoder, which corresponds to the ResUNet
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proposal given by (He et al., 2015), with 75 layers in total.

ResUNet-BN

A modified ResUNet with added batch normalization after the convolutional layer

was evaluated in the model ResUNet-BN. It can be noticed that the original UNet

does not include the BN layer. The number of layers reached 89.

DPB3-i, DPB3-e and DPB3-a

Dilated Convolution was evaluated by inserting the DPB block presented by (Niu

et al., 2022) at the input layer of the encoder, thus the suffix −i. This model has 62

layers. Also, DPB was tested at all the encoder blocks, with 74 layers, represented

in light-green in the Figure 8.4, and at the encoder and decoder blocks (DPB3-a)

with a total amount of 107 layers. The DPB operation is shown in Figure 8.5, and

it consists of the parallel combinations of convolutions of dilation 1,2, and 3.

(a) Dn (b) DPB3

Figure 8.5: We named the combination of operations Convolution + BN + ReLU as Dn
block. The DPB3 block was presented by(Niu et al., 2022) in the Purified UNet. Inside DPB3,
each Dn block is the dilated version of the block on the left image.

DPB5-i

A dilation of D = 5 was also tested at the input layer of the encoder (DPB5-i); in

this experiment, special interest was the receptive view of the input image, for that
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reason, a higher dilation factor was used in this experiment.

DPB3-i+Res and DPB4-i+Res

Combinations of residual connections and Atrous convolutions were also evaluated

in these two experiments. Dilations of size D = 3 and D = 4 at the input layer

of the encoder with residual connection over all the layers of both the encoder and

decoder were implemented. In these experiments, the total number of layers is 80

and 86, respectively.

ResUNet-a

The network ResUNet-a, as presented by (Diakogiannis et al., 2020) for the segmen-

tation of remote sense data, was used with dilations up to size D = 31, and was

evaluated at the encoder. This model has the highest number of layers.

Figure 8.6: ResUNet-a, this is an arrangement of several parallel Convolutions with Dilations
D = 1, 3, 15, 31 as proposed by (Diakogiannis et al., 2020).

Series-i and Series-e/d

Dilation in series was also evaluated at the input (Series-i) block and the encoder and

decoder blocks (Series-e/d). In this particular experiment, the UNet was modified

to arrange the convolutions in series at every encoder, as it can be seen in Figure

8.7.
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Figure 8.7: This is the Atrous Convolution in series inserted at every encoder, it performs
the sequence Convolution with Dilation D = 1,D = 2 and D = 3 at the encoder and at the
UNet backbone

RMS-UNet

RMS-UNet presented by (Khan et al., 2022) combines residual connections and

Atrous convolution with D = 2, 4 inserted in the residual connection (Figure 8.8),

as stated by (Khan et al., 2022), this configuration achieves high performance with

minimal loss and low computational cost, and for that reason, it was also selected

for our study.

Figure 8.8: RMS block as described by (Niu et al., 2022), it is a dilated version of the
Residual, the blocks D2 and D4 indicate Convolution with Dilation of size D = 2 and D = 4
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DRD

The last experiment employs a model composed of a Dilation DPB3 block, Residual,

and Dense block named (DRD) as seen in Figure 8.9, this is our contribution and

its motivation was previously presented in this Chapter.

Figure 8.9: Our proposal, a block integrated with a DPB3 + Residual + Dense (DRD). The
DPB3 block corresponds to figure 8.5b, the block Res to figure 8.3a, and the block Dense is
represented in figure 8.3b.

Table 8.3 presents the total amount of trainable parameters from the correspond-

ing Convolutional filters given in 1× 106 and the total amount of layers. The model

with the largest amount of parameters is DPB3-a (21.4e6), and DRD-UNet contains

the higher number of layers (130).

8.4.3 Hyper-parameters selection

The hyper-parameters previously selected for the multi-class segmentation experi-

ment presented in chapter 6 were used in this study with minor adjustments for the

training and were maintained for all architectures. Mini-batch of size 8, 10 epochs

with a random shuffle of images at every epoch, initial learning rate of 1e-3, adaptive

moment (ADAM) estimation optimization algorithm. The loss function employed

was the Cross-Entropy for k Mutually Exclusive Classes (Prince, 2023). The total

number of parameters to be trained for each model varies from 7.69×106 in the base-

line UNet up to 21.41× 106 for the DPB3-a, which is a model with modifications at
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all levels of the encoder and decoder. This is computed by counting the total number

of filter coefficients from all the 2-D convolution layers, given in their corresponding

definition tables, for example, from tables 8.1 and 8.2 for UNet depth-3, at the layer

2, encoder-stage-1-Conv-1, there are 64× 3× 3× 3 = 1728. On the other hand, the

total number of iterations is 12, 996.

8.4.4 Implementation Details

All the programming was performed in a computer with processor Intel core i7-

7700k, 16 GB RAM, and CPU at 4.20 GHz with an Intel graphics P4000 GPU. The

platform used was Matlab® version 2023a (The MathworksTM, Natick, MA, USA)

with the deep learning toolbox. All the models were trained on this computer, which

took from a few hours to dozens of hours for training the largest models. The code is

publicly available in the GitHub repository: https://github.com/mauOrtRuiz/DRD-

UNet.

8.5 Results

The performance of the architectures proposed in this work was assessed by pixel

classification, from a binary classification each pixel has one category: True Positive

(TP ), True Negative (TN), False Positive (FP ), and False Negative (FN) when

compared against the ground truth. For the multi-class segmentation all these have

been calculated on a per − class basis, the sub-index i indicates the corresponding

class, as described in Appendix D. From these, the following pixel-wise, and class-

wise metrics were calculated: dice coefficient, Jaccard similarity index (also known

as intersection over union), specificity, and sensitivity. According to (Müller et al.,

2022), sensitivity and specificity are not proper segmentation metrics if they are not

correctly interpreted. For that reason, our results are based only on Accuracy, dice,

and Jaccard index. Specificity and sensitivity values are presented in Appendix C

for future reference.

The sixteen experiments correspond to variants of the base model, and the per-

formance for each modification is evaluated. Each new proposal over the model was

built, and after a model compilation with no errors, it was trained and validated with

the selected dataset, for that reason, each modification corresponds to a complete

full ablation experiment over the base UNet. The trained models were used to per-
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Jaccard Similarity Index

Model Other Tumor Stroma Inflammatory Necrosis

UNet 3 0.33±0.29 0.73±0.10 0.60±0.17 0.61±0.21 0.15±0.23

ResUNet-i 0.29±0.27 0.70±0.12 0.51±0.20 0.48±0.22 0.14±0.22

ResUNet-e 0.28±0.23 0.70±0.13 0.61±0.16 0.68±0.10 0.19±0.28

ResUNet 0.31±0.27 0.73±0.12 0.59±0.17 0.62±0.18 0.16±0.25

ResUNet-BN 0.27±0.23 0.72±0.13 0.59±0.17 0.61±0.19 0.16±0.27

P-ResUNet 0.30±0.25 0.67±0.18 0.60±0.17 0.62±0.19 0.17±0.26

DPB3-i 0.31±0.25 0.71±0.14 0.60±0.16 0.62±0.19 0.19±0.28

DPB3-e 0.30±0.28 0.73±0.14 0.59±0.18 0.61±0.15 0.15±0.25

DPB3-a 0.31±0.29 0.73±0.15 0.62±0.19 0.62±0.20 0.23±0.31

DPB5-i 0.31±0.25 0.75±0.10 0.59±0.17 0.65±0.12 0.20±0.30

DPB3-i+Res 0.32±0.28 0.66±0.19 0.60±0.16 0.59±0.20 0.21±0.30

DPB4-i+Res 0.26±0.25 0.72±0.13 0.48±0.19 0.53±0.17 0.11±0.19

ResUNet-a 0.31±0.26 0.73±0.14 0.60±0.17 0.60±0.23 0.16±0.25

Series-i 0.28±0.27 0.73±0.13 0.48±0.19 0.57±0.20 0.10±0.17

Series-e/d 0.32±0.28 0.70±0.16 0.61±0.16 0.62±0.20 0.20±0.29

RMS-UNet 0.30±0.25 0.74±0.12 0.60±0.17 0.63±0.20 0.20±0.28

DRD-UNet 0.34±0.28 0.75±0.11 0.62±0.17 0.64±0.20 0.18±0.27

Table 8.4: Performance of sixteen deep learning architectures and the proposed
DRD-UNet. Per-class performance is measured with Jaccard Similarity Index. Best results
are highlighted in bold
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Dice Coefficient

Model Other Tumor Stroma Inflammatory Necrosis

UNet 3 0.43±0.33 0.84±0.08 0.73±0.16 0.73±0.22 0.20±0.31

ResUNet-i 0.39±0.32 0.82±0.09 0.65±0.20 0.62±0.23 0.20±0.29

ResUNet-e 0.40±0.29 0.82±0.09 0.74±0.16 0.80±0.07 0.24±0.35

ResUNet 0.41±0.32 0.84±0.09 0.72±0.16 0.75±0.16 0.22±0.33

ResUNet-BN 0.38±0.29 0.83±0.09 0.73±0.16 0.73±0.21 0.20±0.34

P-ResUNet 0.41±0.30 0.79±0.15 0.74±0.16 0.74±0.22 0.22±0.33

DPB3-i 0.42±0.30 0.82±0.11 0.74±0.16 0.74±0.22 0.25±0.35

DPB3-e 0.40±0.33 0.83±0.10 0.73±0.17 0.75±0.12 0.20±0.31

DPB3-a 0.41±0.32 0.84±0.12 0.74±0.19 0.74±0.22 0.29±0.38

DPB5-i 0.42±0.31 0.85±0.07 0.72±0.16 0.78±0.10 0.25±0.36

DPB3-i+Res 0.43±0.33 0.78±0.16 0.73±0.17 0.72±0.21 0.26±0.37

DPB4-i+Res 0.36±0.30 0.83±0.10 0.62±0.20 0.68±0.15 0.16±0.25

ResUNet-a 0.42±0.31 0.84±0.11 0.74±0.17 0.71±0.25 0.21±0.32

Series-i 0.37±0.32 0.84±0.09 0.63±0.20 0.70±0.19 0.15±0.24

Series-e/d 0.42±0.33 0.81±0.13 0.74±0.16 0.74±0.22 0.25±0.36

RMS-UNet 0.40±0.30 0.85±0.08 0.74±0.16 0.75±0.22 0.25±0.35

DRD-UNet 0.44±0.33 0.85±0.08 0.75±0.16 0.75±0.22 0.24±0.35

Table 8.5: Performance of sixteen deep learning architectures and the proposed
DRD-UNet. Per-class performance is measured with the Dice coefficient. Best results are
highlighted in bold
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Model Accuracy

UNet 3 0.80±0.05

ResUNet-i 0.73±0.01

ResUNet-e 0.78±0.06

ResUNet 0.79±0.06

ResUNet-BN 0.79±0.05

P-ResUNet 0.78±0.07

DPB3-i 0.79±0.06

DPB3-e 0.78±0.07

DPB3-a 0.81±0.06

DPB5-i 0.80±0.05

DPB3-i+Res 0.78±0.06

DPB4-i+Res 0.72±0.11

ResUNet-a 0.80±0.07

Series-i 0.72±0.11

Series-e/d 0.79±0.07

RMS-UNet 0.80±0.05

DRD-UNet 0.81±0.05

Table 8.6: Performance of sixteen deep learning architectures and the proposed
DRD-UNet. Performance is measured with the Accuracy. Best results are highlighted in
bold
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form semantic segmentation of the fifteen ROIs, which had been selected as the test

set. The performance of each architecture was measured as described previously, for

Dice, Jaccard, and accuracy. Sensitivity and specificity as stated by (Müller et al.,

2022), are not suitable for measuring segmentation. For that reason, we present

tables for the Jaccard similarity index (Table 8.4), Dice coefficient (Table 8.5), and

accuracy (Table 8.6). Results of the semantic segmentation of selected regions of

the images are presented in Figures 8.11 and 8.12 for all the architectures.

From the tables, we can notice that adding residual connections (experiments 2-

4) increases the number of parameters, but seems to reduce the overall performance,

except for the class Inflammatory, where the performance increases. This behav-

ior holds regardless of the section of the UNet where the residual connections are

placed. Additionally, notice that Batch Normalization (ResUNet-BN) seems to have

a random impact, sometimes increasing and sometimes lowering the performance,

although just marginally.

The performance rises for classes stroma and necrosis when the dilated convolu-

tion operation is added to the architecture (DPB3, DPB5). This shows that residual

connections with dilated convolutions are a suitable combination. Moreover, when

the dilated convolution is used as part of the DPB module, it has a null contri-

bution, except for class necrosis. Such results show that the dilated convolution

by itself brings little contribution, as opposed to its combination with the residual

connections.

Regarding the architectures where the dilation of the convolutions is gradually

increased (Series and RMS), it seems that these architectures also improve and

lower the performance depending on particular classes but fail to remain consistently

better for all cases. Only when the integration of all variants in a robust architecture

(DRD-UNet) it achieves the highest performance for three classes and on average

for all five classes.

Figures 8.11 and 8.12 illustrate the semantic segmentation results with selected

sections of the images that contain a representative region of each of the five classes

in each column and rows correspond to the architectures. TP are labeled in white;

TN are labeled in black; FP are labeled in green, and FN are labeled in pink.

The best results of DRD-UNet are visible in the smaller green and pink regions for

tumor, stroma and other, which correspond to the values of Jaccard and Dice shown

in tables 8.5 and 8.4. For inflammatory and necrosis, the areas are slightly higher
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than other architectures, but since tumor and inflammatory are the most common

classes, these are the ones that have a greater impact on the overall accuracy giving

DRD-UNet an advantage.

8.6 Summary

One of the main contributions of the thesis is presented in this chapter. A mod-

ification of the UNet architecture is proposed. It is based on inserting a dilation

+ residual + dense block. An ablation analysis of UNet was performed by replac-

ing blocks and adding branches and layers mainly based on dilation and residual

operations. Our proposal was achieved after the interpretation of the 16 experi-

ments, and its performance improves more classes in our model than in the other

results. The proposed DRD UNet is formed by the insertion of a full processing

unit block named DRD which is located in each step at the encoder side. A more

recent research, performed several months after our work was published, confirms

the relevance of the combination of Dense + Residual + Dilation. The work by

(Osman and Tamam, 2023) presents the named DD-Res-UNet, used for contrast-

enhanced T1 image synthesis from contrast-free image(s) in 3D MRI images. This

modification is different from our proposal, because it is in a different position in-

side the UNet architecture; the residual and dense are separate modules and with a

different position in the original UNet. However, as demonstrated by (Osman and

Tamam, 2023) it shows excellent capabilities in the generation of synthetic contrast-

enhanced T1 images from contrast-free MRI images. This indicates the relevance

of the combination of blocks. Also, the result presented by (Kim and Lee, 2024)

in a network called N-Net, is a pre-trained DenseNet-121 is inserted before the ac-

tual encoder section of the UNet (thus it becomes an N shape rather than U) with

direct connections at each encoder level. The dense section is at the actual input

of this network, and the dilation and residual are in the encoder and backbone of

the UNet. It is not a full processing unit, but it outperforms other segmentation

methods used for Colonoscopy image segmentation. This result also confirms the

potential of a Dense+Residual+Dilation combination. These findings motivate us

to continue analysing this combination applied in different datasets, as well as for

other tasks different than segmentation.
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(a) Training loss for UNet-
3

(b) Training loss for
ResUNet-BN

(c) Training loss for P-
ResUNet

(d) Validation loss for
UNet-3

(e) Validation loss for
ResUNet-BN

(f) Validation loss for P-
ResUNet

(g) Training loss for
ResUNet-a

(h) Training loss for RMS-
UNet

(i) Training loss for DRD-
UNet

(j) Validation loss for
ResUNet-a

(k) Validation loss for
RMS-UNet

(l) Validation loss for
DRD-UNet

Figure 8.10: Comparison of training loss and validation loss curves for the archi-
tectures that have been published UNet-3 (Ronneberger et al., 2015), ResUNet-BN (Han,
2017), P-ResUNet (Niu et al., 2022), ResUNet-a (Diakogiannis et al., 2020), RMS-UNet (Khan
et al., 2022), and DRD-UNet (ours). (a-f) correspond to training loss curves, (g-l) correspond
to validation loss curves. For all cases, the training loss is shown in blue with transparency
and a weighted average thicker black line is overlaid. DRD-UNet shows a rapid decrease in
training loss, similar to RMS-UNet and there is no indication of overfitting in the validation
curves. The case with slowest decrease is ResUNet-a, which ends above UNet-3. ResUNet-BN
shows a fast decrease in the training, with probably the lowest values, but on the validation,
there is an increase, which suggest some overfitting.
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Figure 8.11: Semantic segmentation results of five different classes with the first 8
models evaluated. The first row shows representative input patches that focus on a region
where each class is present. The second row shows the classes of the ground truth overlaid
on the input patch with colors: necrosis (dark purple), inflammatory (light purple), stroma
(green), tumor (red), and other (gray label). Rows 3 to 10 are the results of the first 8 models.
TP are labeled in white; TN are labeled in black; FP are labeled in green, and FN are labeled
in pink.
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Figure 8.12: Semantic segmentation results of five different classes with models
9 to 17. The first row shows representative input patches that focus on a region where each
class is present. The second row shows the classes of the ground truth overlaid on the input
patch with colors: necrosis (dark purple), inflammatory (light purple), stroma (green), tumor
(red), and other (gray label). Rows 2 to 10 are the results of the evaluated models. TP are
labeled in white; TN are labeled in black; FP are labeled in green, and FN are labeled in pink.
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Chapter 9

Conclusions and Future Work

In this thesis, methodologies for the assessment of tumour cellularity, tissue segmen-

tation of breast cancer, and Gleason grading of prostate cancer from histopatho-

logical images were presented. The methodologies included both traditional im-

age processing algorithms as well as deep learning architectures. Digital pathology

for Breast cancer image analysis has been explored in this research through the

assessment of tumour cellularity and segmentation of histopathology tissue. The

segmentation approach was also applied to grade the Gleason score of prostate can-

cer images. The proposed methodology is based on the general workflow for digital

pathology described in the literature. From the segmentation results, a deeper study

of the UNet model was implemented, resulting in an improved segmentation model

based on the dense, residual, and dilation.

This chapter presents a summary of the thesis, the major contributions and

conclusions, and a proposed future work.

9.1 Summary

The overview of this research, followed by a general background and the relevant

research previously done on breast cancer histopathology image analysis, are all

described in Chapters 1 to 3. Next, the datasets used in our research are presented

in Chapter 4.

In chapter 5, a digital pathology method for automated processing of H&E

histopathology images was implemented for the clinical task of cellularity assess-

ment. This method followed these steps: colour separation, cell segmentation, fea-

ture extraction, and tissue classification. Each of the steps of this workflow was
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explored and implemented by selecting representative algorithms: K-means clus-

tering, Otsu-binarization, watershed segmentation, and morphological analysis of

binary images. Supported vector machine methods were selected, for their relevance

seen also after comparison with other methods, for the classification of the tissue.

In chapter 6, three DL models for multi-class segmentation of H&E were com-

pared. The performance of the segmentation over 4 different tissue regions was eval-

uated (tumour, stroma, inflammatory, and necrosis). In this task, a deep learning

approach was selected, which contrasted with the hand-crafted methods, particu-

larly in terms of software programming complexity, in which DL software code and

programs are less complex but require a larger dataset for the training. The first

step in the implementation was to select and adjust the hyper-parameters, for that

reason, multiple trainings of the model were implemented and compared for different

values to find the optimal parameters. The segmentation results were compared us-

ing accuracy, Dice, and mean AUC. Three neural networks were explored: ResNet,

Mobilenet V2, and UNet. ResNet 18 and UNet demonstrated better performance,

and UNet was selected for further experiments.

In chapter 7, the UNet model was trained and applied to the Gleason Grading

of prostate cancer images. Dataset images from the automated Gleason grading

challenge 2022 were used, which are from multiple slide scanners to consider colour

variations. Images are of giga-byte size and hard to process; the images and the

training required many computer resources and are quite time-consuming from the

data preparation until the testing phase. After both experiments, UNet showed bet-

ter performance for relevant classes (like tumour), and was selected for an ablation

analysis for an improved model.

In chapter 8, an analysis was performed over the proposed UNet network to

obtain an improved model for multi-class segmentation. After a literature review,

two main operations were introduced into the UNet architecture at the encoder and

decoder: the residual and dilation. 16 different experiments were performed during

this study, each experiment was a training and validation of the corresponding model

modification, and next, the performance was measured through accuracy, dice, and

Jaccard. The comparison allowed for assessing different assumptions, explained

in the results section, that yield a model proposal, formed by the combination of

dilation, residual, and a dense operation. The performance of the proposed model

outperforms several of the models studied.
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9.2 Main contributions

1. A methodology for tumour cellularity assessment on BC images was proposed,

and the results were published in a scientific paper. Within this, an efficient

cell segmentation method was proposed for the analysis of H&E histopathology

images based on nuclei enhancement. This is based on a combination of the

gamma function and median filters, which results in a nuclei region with higher

contrast in the grayscale histopathology image. This algorithm required the

colour mask components (blue and pink) obtained by the colour separation

done in the workflow. Also, a detection method for the tubules and ducts

from breast images was proposed. The difference between the colour masks

reveals the duct elements of the image.

2. Participation in the AGGC 2022. The proposed approach for the GG assess-

ment was based on a segmentation model, and the test set for the contest was

successfully processed. The results were ranked among the finalists of the con-

test. More than 750 participants, with approximately 1050 total submissions,

were in the challenge. Our participation consisted of two successful submis-

sions to the contest. The results achieved the 10th place among 20 finalists

reported in the final ranking.

3. An improved segmentation UNet model was proposed. An analysis of the

original UNet model revealed an efficient block in terms of accuracy based on

three operations: dilation, residual, and dense. A scientific publication was

published with this proposal.

9.3 Main conclusions

Conclusions on the assessment of tumour cellularity. The methodology processed

a training set of breast cancer images under neo-adjuvant treatment, and the re-

sults indicated that 22 key morphological parameters are strongly correlated with

cellularity. Interesting results were revealed from the correlation analysis of the mor-

phological parameters, in which the strongest related parameter was stroma density,

in agreement with (Beck et al., 2011), which states that the histology of stroma

correlates with prognosis in breast cancer.
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The conclusions for the proposed DRD block, for the UNet modification, pro-

vided improved results in 15 selected test images of the BCSS challenge. Whilst

the set is relatively small, the results are encouraging and are worth considering in

future experimentation. It can be noted that the importance of dilated convolutions

to increase the receptive field, and we chose the purified DPB3 reported by (Niu

et al., 2022) with an Atrous convolution for the ablation study. Experimentation

revealed there was no significant improvement after adding several residual blocks,

inside the different UNet levels. Under the assumption that we can extend per-

formance by adding a deeper layer, a dense block was proposed after the residual,

which resulted in the proposed model. Besides accuracy performance, the training

loss of the proposed model indicates a rapid computational convergence in terms of

training time.

Our analysis was performed on a single dataset of breast cancer cases. Whilst

this is a limitation in the diversity of cancer cases, we consider that to compare a

series of architectures, the conclusions in terms of performance should still be valid.

9.4 Suggestions for future work

From the participation in the AGGC, an important lesson was obtained from the

annotated dataset. A well-annotated ground truth set of images is needed for the

training, which is sometimes difficult to generate. The annotations from the GG

experiment are not well delimited, which are sometimes called weak annotations

(Dietterich et al., 1997). The results revealed that a stronger annotation improved

the performance. This was observed after an application of the extraction criteria on

the pathologist’s annotations, which means the ground truth becomes stronger. This

approach demanded high computer resources, which is a machine learning method

based on individual labelled instances. A better approach should be explored in the

future, like Multiple Instance Learning (MIL), as presented by (Dietterich et al.,

1997). This method overcomes the weak label problem, which is solved by a model

that directly learns from weak label annotations. This is done by a dataset organized

into bags of instances, the bag is labeled as positive if at least one instance is positive,

otherwise it is negative. For the pathology image analysis, a bag can be a whole

slide image, but the training requires a large number of images, then MIL overcomes

the problem of weak annotations.
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From the proposed model modification over the UNet model, further work can be

done to evaluate the operation over different datasets and other types of cancers and

staining. A preliminary test showed favorable results over the ACROBAT dataset, in

which the model was tested, however, this was only after a visual inspection, as this

set has no labeled reference for a quantitative analysis. Further studies to confirm

the performance of DRD-UNet with larger datasets and with other cancers would be

implemented to demonstrate the capabilities of the architecture. A closely related

observation is that all the images were stained with H&E. Further experimentation

with other staining should be done to explore the capabilities of the architectures

compared here. This is an important and challenging issue in a deep learning model,

the generalization or the ability to perform well on unseen data. This must also be

explored in future research.

A recent framework approach for segmentation is called nnUnet (no new UNet),

by (Isensee et al., 2021). This framework has become popular recently, as it has

demonstrated its capabilities by being used by the winners of different medical seg-

mentation challenges, for example, BraTS, LiTS, and KiTS. It can be adapted to

any dataset and reproduced. Version 2 was released in 2023.

A recent framework approach for segmentation is called nnUnet (no new UNet),

by (Isensee et al., 2021) and should be explored. This framework has become popular

recently, as it has demonstrated its capabilities by being used by the winners of

different medical segmentation challenges: BraTS, LiTS, and KiTS; and it can be

adapted and reproduced to any dataset. Version 2 was released in 2023.
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Appendix A

Digital images in medicine

Digital images have a wide range of applications, and this Appendix presents rel-

evant examples in the field of medical imaging. Almost all medical fields require

different types of images captured by specialized instruments, and in some cases,

the specialist performs a visual inspection of organs of the body itself. A dermatol-

ogist for example observes anomalies on the skin, an ophthalmologist analyses the

eye condition with specialized instruments to diagnose glaucoma or cataracts. Even

a cardiologist uses an ultrasound or electrocardiography image that gives support to

evaluate the structure and function of the heart. The main characteristics of medical

images are described in this appendix.

A.1 Digital images

An image is a two-dimensional function, say I(m,n), of the pair of coordinates m

and n, that represent the row and column of the respective pixel, it can be defined

as

I(m,n)→ [0, 1]c (A.1)

I(m,n) represents the image mapped to a c-dimensional color space. For grayscale

and binary images, c = 1, while for color images, c = 3. The coordinates (m,n),

correspond to the pixel location, where m = {0, 1, 2, · · ·M − 1} denotes the row

index and n = {0, 1, 2, · · ·N − 1} denotes the column index.
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A.1.1 Binary images

A binary image can be defined as,

IBW (m,n)→ {0, 1} (A.2)

where the output of the mapping belongs to a binary number either 1 or 0. Binary

images are used for representation of objects in images, and in the segmentation

context, the binary image is used as a mask representation of the segmented region.

The object of interest is assigned a value of 1, while the background is assigned a

value of 0. The image in Figure A.1 was extracted from a mask of a cell image in a

pathology image, it has a circle shape of a diameter size of 7 pixels.

Figure A.1: A binary image is represented of two values 1 for an object of interest and 0 for
the background, as seen in the matrix representation on the left. Values 1 are shown as white
pixels and 0 as black pixels on the right.

A.1.2 Grayscale images

Gray images are represented by

Ig : U → [0, 1] (A.3)

the function is mapped to a a one-dimensional, c = 1, output and it is in the range

[0, 1], in which 0 represents black and 1 is white. For example, let am,n be the entries

of a grayscale image, the image matrix can be expressed as (Gonzalez, 2009)
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I =



a0,0 a0,1 ... a0,N

a1,0 a1,1 a1,N

.

.

aM,0 aM,1 ... aM,N


(A.4)

In figure A.2 an example with a grayscale IHC image is presented. It is an IHC

image stained for the progesterone (PR) protein receptor, this particular test, cell

intensity is critical because it reflects the amount of PR protein present in the cells

and an intensity score is assigned by the pathologist (weak, moderate, or strong

staining); the gray level can provide information about intensity of a selected cell.

(a) IHC image stained for progesterone (b) IHC image converted into gray

(c) Histogram of the image

Figure A.2: The image in (a) is an IHC stained sample for progesterone (PGR) protein
receptor, it is converted to grayscale image, and presented in (b). The histogram of the image
is shown in (c). Image extracted from the ACROBAT dataset (Weitz et al., 2022).
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A.1.3 Colour images

In a colour image, the output of the mapping is a three-dimensional vector that

represents the normalized colour in the range [0, 1]:

I(m,n) = (
R

255
,
G

255
,
B

255
) (A.5)

Each entry of the colour matrix is a number that indicates the image colour based

on a 3D space representation. Two common representations are RGB and HSV. In an

RGB space, each colour is formed by the union of the three main colours: red, green,

and blue; In an HSV (Hue, Saturation, and Value) colour representation, each pixel

is described by the three components: the Hue that is the colour itself and covers

360o, Saturation is the intensity of the colour given by a percentage (100% means a

pure colour, and 0% is a black or no colour) and the brightness of the colour is given

by the value. Also, there is the L*a*b colour space in which L* is the brightness,

a* is the red to green chromatic component and b* is for the blue to yellow one.

This representation is useful for colour correction methods as is not dependent on

the device like a camera or printer. There are two types of histopathology images

based on the staining (H&E and IHC), these are presented in RGB and HSV colour

space representations in Figures A.3 to A.6. In the RGB space representation the

three colour histograms indicate each individual colour distribution. It is interesting

to observe the HSV histogram, which is presented in a circular graph, for the Hue

360o span, and the colour peaks are presented in radial lines at the respective colour

values.

Figure A.3: H&E image formed of blue and pink components, HSV and RGB colour spaces
are shown in Figure A.4.

These two colour representations are greatly employed in medical imaging and
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(a) (b)

Figure A.4: Colour components of the H&E image from Figure A.3. The RGB colour space
is in (a) and HSV colour space in (b). The upper plot are the corresponding histograms in
each colour space. A colour histogram represents the colour saturation from the darker (on
the left) to the lighter (on the right). In the case of HSV colour space Hue histogram is shown
in circular mode. The 3D representation in the bottom of each map is useful to visualize the
color distribution in the color space and is an indicator for their separability. Image from
ACROBAT dataset (Weitz et al., 2022).

were used in this research work. Understanding the colour characteristics of patho-

logical images is part of the computer pathology workflow. Colour variation in

pathology images can be produced during tissue preparation, staining, and also due

to the different scanners. Colour normalization in digital pathology is the process to

ensure a reliable and consistent image analysis. Traditional methods of colour nor-

malization are based on matching the histogram to a target reference slide (Reinhard

et al., 2001b).

Figure A.5: H&E image formed of blue and brown colour components, HSV and RGB colour
spaces are shown in Figure A.6.
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(a) (b)

Figure A.6: Colour components of an IHC image from Figure A.5. The RGB colour rep-
resentation is in (a) and HSV colour representation in (b). Image from ACROBAT dataset
(Weitz et al., 2022).

A.2 Images in the frequency spectrum

This section presents examples of medical images categorized by their electromag-

netic frequency, describing the types of images generated based on their primary

energy source. Medical imaging modalities span a broad range of frequencies, start-

ing from lower frequencies (longer wavelengths) such as infrared and visible light, to

higher frequencies including ultraviolet, X-rays, and gamma rays.

Gamma ray images

Gamma-ray images are produced by injecting the patient with a radioactive isotope

that emits gamma rays as it decays. These emissions are detected by gamma-ray

detectors to generate images used for visualizing organ function and tissue activity.

X-Ray images

X-ray applications are widely used in medical diagnosis, particularly for detecting

bone lesions. X-rays are generated by a tube containing a cathode and an anode,

with the patient positioned between the X-ray source and an X-ray-sensitive film.

The intensity recorded on the film changes based on the absorption of X-rays as

they pass through the patient. Digital radiography produces X-ray images either by

digitizing traditional X-ray films or by using a phosphor screen. While bones are eas-

ily visualized with X-rays, other organs can also be examined through radiographic
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techniques.

Angiography involves injecting an X-ray contrast medium into the area or or-

gan under study to visualize blood vessels. Additionally, 3D images produced by

Computed Tomography (CT or CAT) are generated using X-ray signals.

Computer Tomography

In CT imaging, cross-sectional images containing more detailed information than

regular X-rays are produced. The CT scanner rotates around the body, acquiring

X-ray measurements from multiple angles. These measurements are then processed

by a computer system to generate 3D visualizations composed of “slices” of the

body. Three standard views can be displayed: axial, coronal, and sagittal.

Mammography

Mammography is a widely used X-ray application important for breast cancer di-

agnosis. This technique employs a low dose of X-rays to generate images of breast

tissue called mammograms. These images reveal the internal structure of the tissue,

allowing radiologists to identify masses and distortions associated with breast can-

cer. Mammography is typically used to detect cancer at an early stage, often before

it can be felt by physical examination, which significantly improves survival rates.

The American Cancer Society (ACS) recommends annual mammography screening

starting at age 45. Although mammography is the preferred diagnostic tool, it can

be less effective in women with dense breast tissue, where ultrasound is often used

as a complementary method.

Ultraviolet Light Images

Fluorescence microscopy is based on ultraviolet (UV) light. The phenomenon of

fluorescence was first observed in the mid-20th century when the mineral fluorspar

was found to fluoresce under UV light. Although ultraviolet light itself is invisible,

it excites electrons in fluorescent materials. When these excited electrons return to

their normal state, they emit visible light, often in the red region of the spectrum.

A fluorescence microscope uses this excitation light to observe naturally fluorescent

materials as well as specimens treated with specific chemicals that cause them to

fluoresce. This type of microscope is widely used to visualize cellular structures and

to monitor certain live biological processes.
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Radio wave images

At the opposite end of the frequency spectrum from gamma rays are radio waves,

which are used in medicine to produce Magnetic Resonance Images (MRI). During an

MRI scan, the patient is placed inside a powerful magnet to align hydrogen atoms

within the body. Radio wave pulses are then transmitted through the patient’s

body, temporarily disturbing this alignment. The response to these pulses generates

detailed two-dimensional images of cross-sections of the body. This technique can

produce images in any plane. Sometimes, a contrast agent is injected to enhance

visualization of specific regions or tumors. MRI is especially useful for detecting

breast cancer when mammography results are inconclusive, such as in young women

with dense breast tissue.

Visible light images

Visible light encompasses the range of the electromagnetic spectrum between violet

and red wavelengths, approximately 400 to 700 nm, which can be directly detected

by the human eye. Images of the skin, retina, and those obtained from optical mi-

croscopes fall within this category. For example, pathology images of tissue samples

analyzed under a microscope are included here. Our research primarily focuses on

this type of image.
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Appendix B

Wide Slide Scanners

Examples of WSI scanners are:

a Akoya PhenoImager HT is an automated imaging system for brightfield or fluores-

cent whole slide imaging (WSI), it scans tissue sections with an 80-slide capacity

(https://www.akoyabio.com/phenoimager/instruments/ ).

b Optrascan OS-Ultra is a high-speed 40× whole slide digital pathology scanner

that has one of the largest 3× 2 in slide scanning capacities with continuous slide

feeding capacity (https://www.optrascan.com/scan/os-ultra-brightfield-scanner ).

c 3D Histech Panoramic 250 Flash is a scanner that allows continuous loading to

accommodate large volumes of slides. The model is capable of producing whole

slide images at 20× and 40× magnifications

(https://www.3dhistech.com/diagnostics/pannoramic-diagnostic-scanners/ ).

d Leica Aperio GT450DX is designed for high-throughput pathology laboratories.

Its high capacity and continuous loading capability scans a large number of slides

quickly and automatically with minimal input from the operator. The scanner

contains an integrated image algorithm providing real-time notification of subopti-

mal scanning via a touchscreen interface (https://www.leicabiosystems.com/digital-

pathology/scan/aperio-gt-450-dx/ ).

e Hamamatsu NanoZoomer S360 A high-throughput scanner capable of scanning

360 slides in one batch (https://www.hamamatsu.com/jp/en/product/life-science-

and-medical-systems/digital-slide-scanner/C13220-01.html ).
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Appendix C

Sensitivity and specificity

performance of DRD-UNet

model
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Sensitivity Index

Model Other Tumor Stroma Inflammatory Necrosis

UNet 3 0.42±0.31 0.94±0.06 0.62±0.20 0.51±0.25 0.55±0.14

ResUNet-i 0.44±0.31 0.88±0.12 0.73±0.14 0.70±0.18 0.71±0.12

ResUNet-e 0.44±0.31 0.88±0.12 0.73±0.14 0.70±0.18 0.71±0.12

ResUNet 0.45±0.32 0.88±0.12 0.73±0.14 0.73±0.22 0.56±0.17

ResUNet-BN 0.56±0.33 0.82±0.14 0.71±0.14 0.87±0.08 0.54±0.32

P-ResUNet 0.48±0.32 0.76±0.21 0.77±0.13 0.83±0.09 0.69±0.15

DPB3-i 0.42±0.30 0.80±0.17 0.78±0.12 0.81±0.11 0.65±0.12

DPB3-e 0.42±0.31 0.86±0.14 0.74±0.15 0.70±0.18 0.74±0.12

DPB3-a 0.36±0.30 0.84±0.17 0.75±0.16 0.86±0.10 0.71±0.15

DPB5-i 0.44±0.33 0.87±0.10 0.71±0.15 0.80±0.17 0.78±0.19

DPB3-i+Res 0.43±0.32 0.72±0.21 0.76±0.13 0.91±0.06 0.69±0.10

DPB4-i+Res 0.39±0.32 0.90±0.12 0.60±0.21 0.55±0.18 0.71±0.13

ResUNet-a 0.44±0.33 0.84±0.15 0.76±0.13 0.81±0.21 0.59±0.18

Series-i 0.32±0.30 0.91±0.11 0.59±0.19 0.61±0.23 0.77±0.09

Series-e/d 0.45±0.31 0.77±0.19 0.78±0.12 0.85±0.11 0.71±0.17

RMS-UNet 0.48±0.32 0.84±0.12 0.72±0.13 0.87±0.08 0.79±0.15

DRD-UNet 0.43±0.32 0.87±0.11 0.76±0.13 0.83±0.11 0.71±0.14

Table C.1: Performance of sixteen deep learning architectures and the proposed
DRD-UNet. Per-class performance is measured with a Sensitivity Index. Best results are
highlighted in bold
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Specificity Index

Model Other Tumor Stroma Inflammatory Necrosis

UNet 3 0.98±0.02 0.72±0.18 0.88±0.11 0.99±0.00 0.97±0.04

ResUNet-i 0.98±0.01 0.83±0.13 0.86±0.10 0.98±0.01 0.98±0.02

ResUNet-e 0.98±0.01 0.83±0.13 0.86±0.10 0.98±0.01 0.98±0.02

ResUNet 0.98±0.01 0.83±0.14 0.87±0.08 0.97±0.01 0.99±0.00

ResUNet-BN 0.96±0.03 0.89±0.10 0.88±0.06 0.95±0.04 0.99±0.00

P-ResUNet 0.97±0.01 0.91±0.10 0.83±0.10 0.96±0.03 0.97±0.02

DPB3-i 0.98±0.00 0.90±0.09 0.83±0.09 0.96±0.02 0.98±0.01

DPB3-e 0.98±0.01 0.86±0.11 0.86±0.09 0.98±0.01 0.96±0.04

DPB3-a 0.99±0.00 0.87±0.17 0.87±0.07 0.95±0.04 0.98±0.01

DPB5-i 0.98±0.01 0.85±0.14 0.88±0.06 0.96±0.03 0.97±0.02

DPB3-i+Res 0.98±0.01 0.93±0.07 0.82±0.10 0.93±0.06 0.98±0.01

DPB4-i+Res 0.98±0.01 0.80±0.15 0.86±0.13 0.99±0.00 0.93±0.06

ResUNet-a 0.42±0.01 0.88±0.12 0.85±0.10 0.96±0.03 0.98±0.01

Series-i 0.99±0.00 0.81±0.13 0.88±0.11 0.99±0.01 0.91±0.06

Series-e/d 0.98±0.01 0.92±0.07 0.83±0.10 0.96±0.03 0.97±0.02

RMS-UNet 0.97±0.02 0.90±0.08 0.88±0.06 0.96±0.03 0.97±0.01

DRD-UNet 0.98±0.00 0.88±0.10 0.88±0.06 0.96±0.03 0.98±0.01

Table C.2: Performance of sixteen deep learning architectures and the proposed
DRD-UNet. Per-class performance is measured with the Specificity. Best results are high-
lighted in bold
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Appendix D

Deep Learning Background

D.1 Neural Network Structure

An ANN is a computational model that processes information, based on the way a

biological neuron from the human brain recognizes patterns (Lin, 2017). The ANN,

as seen in Figure 2.13, has an input x = (x1, ..., xM ), and an output y which is

a linear combination of inputs with a certain set of weights w = (w1, w2, ..., wM ),

and a bias b = w0, which are scalars that enhance certain features from the input

signal. The output of the neuron is given by a non-linear activation function h(x).

Mathematically the neuron can be expressed by

y = h(wTx+ w0) (D.1)

A linear combination of multiple basic neurons, also called hidden units (Prince,

2023), increases the network capabilities. Then, an intermediate layer is formed

by N different neurons, also known as a hidden layer (a layer between input and

output). The number of hidden units N determines the network’s capacity, for

example, any continuous function f of dimension 1-D can be approximated by the

combination of several neurons (Cybenko, 1989), let f̂ be the approximation, then

it can be expressed by:

f̂ =

N−1∑
i=0

ϕih(w
Tx+ w0) (D.2)

The activation functions are no-linear functions and the Rectified Linear output
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Figure D.1: Multiple neurons in the hidden layer example. Each neuron is also called a
hidden unit as it is inserted in the hidden layer, multiple hidden units are combined with a
parameter ϕ that increases the neuron capability,this is an example for N = 3 hidden units.
Source (Prince, 2023)

(ReLU) is the most common which is defined as:

hReLU

[
z
]
=

0 for z < 0

z for z ⩾ 0
(D.3)

Another activation function is the Sigmoid, defined as

hSigmoid

[
z
]
=

1

1 + e−z
(D.4)

and also hyperbolic Tangent.

hhyperbolic tangent

[
z
]
= tanh(z) (D.5)

In terms of layers, we can define the first layer as the input layer, the center

layers are the hidden layers and the final layers at the right side are the output

layers. This simple case is a shallow network. If we add more hidden layers, in

which the output of the first layer becomes the input of the next layer we get a

more complex neural network named deep neural network, which can improve the

descriptive functionality up to high dimension (images) complex input functions.

Figure D.1 shows the case of a network with two hidden layers. In this case, the

overall effect is that an extra hidden layer with another set of units increases the

linear regions (Cybenko, 1989) of a given analysed function.

Current networks can have more than 100 layers and thousands of hidden units

at each layer. The number of hidden layers is the depth of the network and the

number of hidden units is the width of the network, which determines the network’s

capacity. All these elements described so far define the neural network operation it-
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Figure D.2: Multiple hidden layers are constructed with internal layers connected to the next
layer, this figure shows a network with two hidden layers. Image adapted from (Prince, 2023).

self, however, some extra layers and operations are needed to implement a functional

neural network, as described in the next section for the case of networks applied for

image manipulation tasks.

D.1.1 Input Layer

The input layer provides the input to the network and is defined by the size of

the input image. It is formed by a series of connections to the second layer, which

corresponds to the first hidden internal layer.

D.1.2 Fully connected Layer

A layer is defined as fully connected when all the neurons of the previous layer are

connected to all of the neurons of the next layer.

D.1.3 Convolutional Layer

Convolutional Neural Network is a network used mainly in image analysis tasks.

The convolutional layer is formed by the Convolution operation (sometimes

called filter) which is a dot matrix multiplication between the image and a ker-

nel or small window of smaller size, say 3 × 3 pixels. The resultant pixel is P =

a1,1w1,1+a1,2w1,2+a1,3w1,3+a2,1w2,1+ ...a3,3w3,3, where am,n is the pixel at location

m,n and wm,n are the weights, then the window kernel is moved along the original

image. Some of the important hyper-parameters for a convolution operation

a Kernel size, it is recommended to use small sizes like 1, 3, 5

b Stride determines the number of pixels that the kernel window is moved along the

operation, with a stride greater than 1 the original image is reduced.
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c Padding refers the extra pixels out of the border required to preserve the same

image size, usually are filled with zeros.

d Dilation refers to the separation between pixels selected for the multiplication, 1

means are the contiguous pixels, 2 means every two pixels are selected.

e Number of channels, this is the number of convolutions that are computed to

determine different features that the convolutional layer needs to identify.

D.1.4 Maxpool Layer

This layer generally comes after the convolution layer and is used to reduce the size

of the convolution output. This operation is done by downsampling the image input,

and only the most representative features are preserved. Generally, the maximum

value is used.

D.1.5 SoftMax Layer

The softmax layer is generally at the end of a network and it assigns a probability

p, where p→ [0, 1], to each input, for example in a multi-class problem.

D.2 Network functionality: forward propagation

The purpose of the model is to generate an outcome when input data is applied to the

network. For example, a colour image, defined as a c = 3 dimensional, inputs each

individual neuron at the first layer, next, every hidden layer extracts general features

that pass through subsequent layers until the last layers identify more complex

tasks like object recognition. The final layer compiles all the information and the

outcome represents the final prediction based on the type of task. The most relevant

task in the image processing techniques are: binary Image classification, multi-

class classification, object detection within an image, object localization, semantic

segmentation in which every pixel is assigned a category, and image generation in

generative models.

D.3 Network performance and loss function

The output prediction ŷ is compared to reference data y to evaluate the model

performance. This is done by the loss function L(y, ŷ) which returns a single value,
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when this is minimum the model performance is good. Some of the most common

loss functions are the following:

D.3.1 Mean Absolute Error MAE

This metric is the average magnitude of the difference between predictions and the

actual value. It is the simplest error measurement

LMAE =
1

N

∑
|yi − ŷi| (D.6)

D.3.2 Mean Square Error MSE

The mean square error is the average square of the difference between predictions

and the actual value and is mainly used in regression tasks. It is computed as

LMSE =
1

N

∑
(yi − ŷi)

2 (D.7)

D.3.3 Binary cross entropy loss BCE

This is the negative of the sum of the probabilities of the predictions against the

total number of samples

LBCE = − 1

M

∑
[yi ∗ log(ŷ)] (D.8)

It is a measure of the distance between the true values and the probability of

the predictions. It is widely used for binary classification models.

D.4 Fitting the model and training

Training or fitting the model is the process of determining those parameters that

minimize the corresponding loss function. This process is done by processing the

error from the output to the input and computing the gradient of the loss function

for each weight. This process is called back-propagation. Weights of the network are

updated to minimize the loss function, one method to do this is Gradient Descent,

an optimization algorithm to find the local minimum of a differentiable function.
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D.4.1 Gradient Descent

It starts with a training set of data of known input/output pairs (xi, yi) and seeks

for parameters wi that map the inputs xi to the outputs yi. The optimizer algorithm

is used to find the set of wi that minimizes the loss function. It starts from an initial

set of parameter values w =
[
w0 w1 w2 ... wM

]
. The method iterates in two

steps

a Compute the gradient of the loss

b Update the parameters

The gradient of the loss is calculated by

∂L

∂W
=



∂L
∂W0

∂L
∂W1

∂L
∂W2

.

.

∂L
∂WM


(D.9)

Parameters are updated by

w← w − α
∂L

∂W
(D.10)

In this equation, the parameter α is a scalar that determines the magnitude of

the change and is known as the Learning Rate. This is an iterative process until

the point of the minimum of the loss function or gradient is zero (when it gets a

flat surface), which occurs when the change of parameters is small enough, and the

algorithm finishes. The final destination of the gradient depends on the starting

point, but a local minima problem might arise, which is a point with gradient zero,

if we move in any direction Loss increases but is not the overall minima, and the

algorithm might end here.

D.4.2 Stochastic Gradient Descent

Some random can be added to the algorithm to have different starting points at

each iteration, this is done by selecting a random subset of training data which is

known as a mini-batch. During this process, the algorithm might eventually find an
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initiation point close to the global minima. This method has some advantages, it is

less computationally when the algorithm works with a small subset of data at each

iteration, and if it is close to the global minima, the gradient is low no matter which

batch is chosen, also it responds well to new input data.

After the algorithm uses all the training data, there is a single pass through all

the data which is called an epoch.

D.4.3 Gradient descent with momentum

The change at the current step is a combination of previous weights and the current

gradient. Then the term m is called momentum and is added to the algorithm

through the following equation

mt+1 ← βmt + (1− β)
∑
i

∂li[wt]

∂w
(D.11)

wt+1 ← wt − α
m̆t+1√
v̆t+1 + ε

(D.12)

i ∈ Z×Z is a set containing the input/output pairs in current batch, m represents

an infinite weighted sum of all previous gradients and β controls the rate in which

gradient is smoothed.

D.4.4 Adaptive Moment estimation or ADAM

The motivation of this method is that in some cases, the gradient might be larger

in a certain direction than another, and for this reason, it might be difficult to find

an adequate learning rate, then the idea of normalizing the gradient. The method

named adaptive moment estimation is a gradient descent method with momentum

that normalizes gradient and the result is that it better converges to the overall

minimum. Gradient normalization can be done by adding the quadratic gradient

term v

mt+1 ← βmt + (1− β)
∑
i

∂li[wt]

∂w
(D.13)

vt+1 ← γvt + (1− γ)
∑
i

(
∂li[wt]

∂w

)2

(D.14)
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as initial values of mt and vt are zero, first calculations of m and v at initial

iterations are biased towards zero, then this can be corrected by

m̌t+1 ←
mt+1

1− βt+1
(D.15)

v̌t+1 ←
vt+1

1− γt+1
(D.16)

finally, the update of the parameters is done by

wt+1 ← wt − α
m̆t+1√
v̆t+1 + ε

(D.17)

The correct selection of the learning algorithm, the batch size, and the learning

rate will affect the final model performance. As all these are different from the

internal network parameters are named hyper-parameters.

D.5 Model Performance

Measuring the performance of a ML model is fundamental because it gives informa-

tion about its performance. Moreover, according to the specific task, an adequate

metric need to be properly selected, for example, within the segmentation task,

dice, sensitivity and specificity measurement help to identify if the segmented sec-

tion is appropriate because it affects the overall diagnosis (Vlăsceanu et al., 2024).

In addition, measurement for multi-class segmentation might result in biased re-

sults, specially when classes are imbalanced and is recommended to compute the

metrics individually for each class (Müller et al., 2022). Metrics related with image

segmentation are presented in this section.

D.5.1 Binary and multi-class classification

From a binary classification basis, each pixel has one category: True Positive (TP ),

True Negative (TN), False Positive (FP ), and False Negative (FN) when compared

against the ground truth.

In the multi-class context (Müller et al., 2022), a pixel whose class was correctly

predicted was counted as correct, this is the True Positive (TPi) and True Negative

(TNi) per class in which i is the class. Otherwise, incorrect pixels included False
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Positive (FPi) and False Negative (FNi) per class.

D.5.2 Accuracy

Accuracy represents the proportion of all classifications that are correct, i.e., the

true classifications over the total classifications, and is given by

Accuracy =
TP + TN

TP + TN + FP + FN
(D.18)

for the multi-class case is calculated by

Accuracyi =
TPi + TNi

TPi + TNi + FPi + FNi
(D.19)

D.5.3 Precision

Precision is the proportion of all the model’s positive classifications that are actually

positives, given by

Precision =
TP

TP + FP
(D.20)

D.5.4 Sensitivity

Sensitivity indicates the proportion of true positives that the model identified cor-

rectly, given by

Sensitivity =
TP

TP + FN
(D.21)

D.5.5 Specificity

Specificity indicates the percentage of true negative classifications that the model

identified successfully.

Specificity =
TN

TN + FP
(D.22)

D.5.6 Dice coefficient

Is a measure between the similarity between two samples, for the segmentation task

is used to measure the degree of agreement between the predicted and the ground

truth, it is given by

Dice coefficient =
2TP

2TP + FP + FN
(D.23)
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D.5.7 Jaccard index

Jaccard index compares the referenced ground truth with the predicted segmentation

considering an overlap between both, which means the Intersection Over the Union

(IoU ), calculated as

Jaccard Similarity Index = IoU =
TP

TP + FP + FN
, (D.24)

D.5.8 Reciever Operating Caracteristic

The Receiver Operating Characteristic (ROC) curve followed the true positive rate

(also known as recall) calculated as

TPR =
TPi

TPi + FPi
(D.25)

against the false positive rate

FPR =
TN

TN + FP
(D.26)

from which the area under the curve (AUC) is calculated. A higher AUC means

it is a perfect classification whereas an AUC of 0.5 means it is a random guessing.

D.5.9 F-measure

F-score or F-1 score is a measure that emphasizes that neither recall or precision is

overemphasized, and is calculated by

F1 = 2
Precision · Recall
Precision+ Recall

(D.27)

D.5.10 Multi-class measurement example

For a better understanding of the multi-class performance, a synthetic example is

presented in Figure D.3. In this example 4 classes are represented in colors in the

synthetic image: red, green, purple, and blue. The ground truth is shown in (a)

and the estimated image in (b), and the difference in the estimated is visible in the

overlaid image (c). The overall accuracy is seen in (d) in white color, and the per

class accuracy is seen in white in each figures (e-h). In these figures TP are white,

FP are green, FN are pink, and TN are black.
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(a) Ground Truth
(b) Estimated syn-
thetic image (c) Estimated+GT (d) Accuracy

(e) Class 1 (f) Class 2 (g) Class 3 (h) Class 4

Figure D.3: Metrics with a synthetic image with 4 classes. (a) Ground truth. The four
classes are represented by colors: red, green, purple and blue. (b) Estimated image. (c)
Ground truth and estimated images overlaid. True Positives (TP) are white, True Negatives
(TN) are black, False Positives (FP) are green, False Negatives (FN) are pink. (d) Illustration
of overall accuracy; pixels correctly estimated are shown in white and incorrect are shown in
black. (e-h) Illustration of per-class TP, TN, FP, FN.
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problem with axis-parallel rectangles,” Artificial intelligence, vol. 89, no. 1-2, pp.

31–71, 1997.

F. Isensee, P. F. Jaeger, S. A. Kohl, J. Petersen, and K. H. Maier-Hein, “nnu-net: a

self-configuring method for deep learning-based biomedical image segmentation,”

Nature methods, vol. 18, no. 2, pp. 203–211, 2021.

E. Reinhard, M. Adhikhmin, B. Gooch, and P. Shirley, “Color transfer between

images,” IEEE Computer Graphics and Applications, vol. 21, no. 5, pp. 34–41,

2001.

J.-W. Lin, “Artificial neural network related to biological neuron network: a review,”

Advanced Studies in Medical Sciences, vol. 5, no. 1, pp. 55–62, 2017.

G. Cybenko, “Approximation by superpositions of a sigmoidal function,” Mathe-

matics of control, signals and systems, vol. 2, no. 4, pp. 303–314, 1989.
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