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Contemporary Mathematics

Exotic Spaltenstein Varieties

Daniele Rosso and Neil Saunders

Abstract. We define a new family of algebraic varieties, called exotic Spal-
tenstein varieties. These generalise the notion of Spaltenstein varieties (which

are the partial flag analogues to classical Springer fibres) to the case of exotic
Springer fibres. We show that, for self-adjoint nilpotent endomorphisms of

order two, the top-dimensional irreducible components are in bijection with

semi-standard Young bitableaux, via constructing an explicit map. Moreover,
we are able to give a combinatorial formula for this top dimension. We con-

jecture that this description of the irreducible components holds for nilpotent

endomorphisms of arbitrary order. Finally, we mention some connections to
the Robinson-Schensted-Knuth correspondence.

1. Introduction

1.1. Classical Springer fibres and Spaltenstein Varieties. Spaltenstein
varieties are generalisations of the famous Springer fibres and can be defined for
any algebraic group. Let G be a complex reductive algebraic group and let x be any
element in the nilpotent cone N which is a singular subvariety of the Lie algebra
Lie(G). Let B be a Borel subgroup of G and let b = h⊕ n be the Lie algebra of B,
where h is the Cartan subalgebra and n = [b, b]. There is a resolution of singularities
of N , called the Springer resolution, and over each point x ∈ N its Springer fibre
can be defined as Fx := {gB ∈ G/B | gxg−1 ∈ n}, which are subvarieties of the full
flag variety B := G/B.

In Type A, for G = GLn, using the realisation of B as the variety of complete
flags of vector spaces

0 = F0 ⊂ F1 ⊂ F2 ⊂ · · · ⊂ Fn = Cn

where dimFi = i, we may identify the Springer fibre Fx as the subvariety of B
stabilised by x, that is we have x(Fi) ⊂ Fi−1.

The geometry of these varieties is of great interest and plays a role in modern
representation theory. For example, Springer [20], showed that the top degree
cohomology of Fx has an action of the symmetric group of degree n, which makes

it isomorphic to the Specht module Sλtr

, where λ is the Jordan type of the nilpotent
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element x and λtr is the transpose partition. Moreoever, De Concini and Procesi [4]
showed that the total cohomology ring H∗(Fx,C) is isomorphic to a quotient of the
polynomial ring C[x1, . . . , xn] by a certain ideal of elementary symmetric functions,
for which there is an action of the symmetric group coming from an equivariant
surjection from the cohomology of the flag variety.

Spaltenstein varieties arise from replacing the Borel subgroup by a parabolic
subgroup P , and choosing a suitable Levi decomposition of Lie(P ). Thus in type
A, for a fixed nilpotent element x and parabolic P , the Spaltenstein variety corre-
sponding to the triple (G = GLn, P, x) is defined to be:

XP,x = {0 = F0 ⊂ Fα1
⊂ Fα2

⊂ · · · ⊂ Fαd
= Cn |

dim(Fαi
/Fαi−1

) = αi and x(Fαi
) ⊂ Fαi−1

}

and where (α1, . . . , αd) is a composition of n (that is, a sequence of non-negative
integers whose sum is n, see Definition 2.14) .

In type A, Spaltenstein [22] proved that the Springer fibres and Spaltenstein
varieties are pure dimensional - that is, all of the irreducible components have the
same dimension. Moreover, he showed that the irreducible components are in bi-
jection with semi-standard Young tableaux. Generalising De Concini and Procesi’s
results, Brundan and Ostrik [2] give a presentation for the cohomology of the Spal-
tenstein varieties, which can be viewed as an analogue of the Springer fibres sitting
inside the partial flag variety.

Outside of type A, little is known about the pure dimensionality of the XP,x

- Spaltenstein gave an example of an XP,x which is not pure dimensional for an
x ∈ so8. However, more recently in [12, Theorem A], Li proved that for a classical
group G and fixed parabolic subgroup P and nilpotent element x, the Spaltenstein
varieties XP,x are pure dimensional if the Jordan type of x is an even or odd
partition - that is, of the form (1m13m35m5 . . .) or (2m24m46m6 . . .). By showing
that the XP,x are Lagrangian in a certain partial resolution of a Slodowy slice, he
is able to deduce further [12, Theorem C] that:

dim(XP,x) =
1
2 (dimT ∗(G/P )− dimOx)

where T ∗(G/P ) is the cotangent bundle of G/P and Ox is the nilpotent orbit of x.

1.2. Kato’s Exotic Nilpotent Cone and Exotic Springer fibres. We
continue with the notation as above. The combinatorics of the Springer corre-
spondence in Type A are particularly nice in the sense that the orbits of GLn on
the nilpotent cone are in bijection with partitions of n, which parametrise the ir-
reducible representations of its Weyl group (the symmetric group). This allowed
Spaltenstein to show that there is a surjective map from Fx to std(λ) (standard
Young tableaux of shape λ), which implies that the irreducible components of Fx

are in bijection with std(λ).

For an algebraic group outside of type A, the action on the nilpotent cone of
its Lie algebra has disconnected stabilisers, which means that the Springer corre-
spondence needs the extra data of certain local systems on the nilpotent orbits, and
therefore the combinatorics becomes more complicated when trying to match with
the representations of its Weyl group.
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However, Kato’s exotic nilpotent cone N (see Definition 2.6 and [10]) is a vari-
ation on the Type C setting which retains some of the combinatorial features seen
in type A. In particular, the orbits of the action by the symplectic group Sp2n on
N have connected stabilisers and are in bijection with the set Qn of bipartitions
of n, which parametrises the irreducible representations of the Weyl group of Type
C (signed permutations). This enabled the authors in [15] to define an explicit
map from the exotic Springer fibres (defined from a resolution of singularities of N)
to standard Young bitableaux (SYB), which induced a bijection between the irre-
ducible components of the exotic Springer fibres and the set of SYB ([15, Theorem
2.12]). One consequence of this explicit map, was to recover Kato’s original result
that showed that the exotic Springer fibres were of pure dimension. In addition to
Kato’s results, the authors were able to further describe the geometric structure of
these fibres in low dimension, as either being projective spaces, or projectivised line
bundles over projective spaces, and also combinatorially describe when and how
the closures of these irreducible components intersected ([15, Section 8]).

Using a similar construction to Steinberg in [19], where he demonstrated that
the relative position of two Springer fibres sitting in the flag variety was determined
by the classical Robinson-Schensted correspondence, the authors further exploited
the map between the exotic Springer fibres and SYB to define an exotic Robinson-
Schensted correspondence that is a recursive bijection between pairs of SYB of the
same shape and elements of the Weyl group of type C ([16, Section 3]).

In this paper, we define exotic Spaltenstein varieties, which are the partial
flags/parabolic subgroups version of the exotic Spring fibres of Kato, and we study
their geometry. These varieties are not pure dimensional in general (see Example
2.21) but in analogy to the results of [22] and [15] we conjecture (see Conjecture
2.19) that the top dimensional irreducible components are in bijection with semi-
standard Young bitableaux, and we give a combinatorial formula for this dimension.

The main result of the paper is that we are able to prove that this is true in
the cases where the nilpotent endomorphism x is such that x2 = 0, see Theorem
2.23. We also provide some remarks about how a proof might proceed in general
(see Section 6).

Our bijection between top-dimensional components of exotic Spaltenstein va-
rieties and semi-standard Young bitableaux would give rise to an exotic Robinson-
Schensted-Knuth correspondence, which should be a generalisation of our exotic
Robinson-Schensted algorithm from [16], in a way that is analogous to the Type A
case studied in [18] (see Section 7).

Finally, we briefly make some remarks about how these results fit into the wider
context of studying varieties related to (the irreducible components of) Springer fi-
bres corresponding to nilpotent endomorphisms of a given order, or corresponding
to certain tableaux (or Young diagrams). It turns out that there are many results
related to Springer fibres corresponding to nilpotent elements of degree 2, and so our
work can be seen to be extending this area of research. While determining certain
topological properties such as smoothness of irreducible components of Springer fi-
bres and how the closures of these components intersect remain extremely difficult
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questions for these varieties, much work has been carried out for nilpotent endo-
morphisms corresponding to two-column tableaux, i.e. nilpotent endomorphisms of
degree 2. In [6], Fresse considers irreducible components corresponding to a nilpo-
tent endomorphism u of degree 2 that are fixed by the action of a standard torus
relative to a Jordan basis of u. He is able to use that result to give necessary and
sufficient conditions for the singularity of the components in that Springer fibre.
He then extends and solves the question of describing components that are fixed
by a torus to the case of nilpotent elements corresponding to hook, two-row and
two-column tableaux in [8]. Moreover, with Melnikov in [7], they are able to give a
criterion for when a component is singular in terms its Poincaré polynomial. Perrin
and Smirnov in [17] show that irreducible components of Springer fibres of types
A and D for nilpotent elements of degree 2 are normal varieties, and very recently,
Manour in [13] gives a combinatorial formula counting the number of two-column
tableaux corresponding to smooth components of a Springer fibre associated to a
degree two nilpotent element.

For nilpotent elements of degree greater than 2, there are several papers that
consider the number of Jordan blocks it has, or rows that the corresponding tableaux
possesses. Im, Lai and Wilbert in [9] gave a description for the irreducible com-
ponents of two-row Springer fibres in all classical types via cup and cap diagrams.
In an analogous setting to the two-row Springer fibres for the exotic case, Wilbert
and the second author in [21] studied exotic Springer fibres corresponding to 1-row
bipartitions and gave a cup and cap description for their irreducible components.
Finally, results for irreducible components and smoothness properties thereof, of
so-called two-column ∆-Springer fibres have also recently been obtained in work
of Connor, Griffin and Purohit in [5] and by Lacabanne, Vaz and Wilbert in [11]
for two-row ∆-Springer varieties. Thus our work in defining and studying exotic
Spaltenstein varieties fits well in the context of the existing literature and research
in this area of Springer theory.

Acknowledgments. D.R. was supported in this research by a Summer Fac-
ulty Fellowship and a Grant-in-Aid of research from Indiana University Northwest.
N.S. was supported by the London Mathematical Society’s Scheme 4 Research in
Pairs grant, ref. No. 41939.

2. Background and Notation

2.1. Symplectic Spaces and Isotropic Grassmannians. We let
N = {0, 1, 2, . . . , } be the set of nonnegative integers. All vector spaces will be
assumed to be over the field C of complex numbers. Throughout the paper, we
will have n ∈ N and V will be a 2n-dimensional symplectic vector space, i.e. it is
equipped with a nondegenerate, skew-symmetric bilinear form ⟨ , ⟩ : V × V → C.
If W ⊂ V , we denote by W⊥ its perpendicular space with respect to the form ⟨ , ⟩.

We define the symplectic group as the group of invertible linear transformations
of V preserving the form

Sp2n = Sp(V ) := {g ∈ GL(V ) | ⟨gv, gw⟩ = ⟨v, w⟩, ∀v, w ∈ V }.

Definition 2.1. For 0 ≤ k ≤ n, we define the isotropic Grassmannian variety
of all k-dimensional isotropic subspaces of V by

Gr⊥k,2n = Gr⊥k (V ) = {F ⊂ V | dim(F ) = k, F ⊂ F⊥}.
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Remark 2.2. Notice that Sp2n acts transitively on Gr⊥k,2n, and it follows from

[3, Prop 4.4] that Gr⊥k,2n is an irreducible projective variety of dimension k(2n −
k)− k(k−1)

2 .

If we restrict the bilinear form to a subspace W ⊂ V , in general it might be
degenerate. So we will also need to consider degenerate skew-symmetric forms.

Definition 2.3. LetW be a vector space of dimension d, with a skew-symmetric
bilinear form ⟨ , ⟩, possibly degenerate. Consider the radical rad⟨ , ⟩ = {w ∈
W | ⟨w, u⟩ = 0, ∀u ∈W}. Then W/ rad⟨ , ⟩ is a symplectic space with the induced
form on the quotient hence even dimensional. We say that 2r = dim (W/ rad⟨ , ⟩)
is the rank of the bilinear form, clearly 0 ≤ r ≤ d

2 .
In this case, for 0 ≤ k ≤ d− r, we can define the (degenerate) isotropic Grass-

mannian
Gr⊥r

k,d = Gr⊥k (W ) = {F ⊂W | dim(F ) = k, F ⊂ F⊥}.
Note that for d = 2n and r = n, we recover the previous Definition 2.1.

Lemma 2.4. The degenerate isotropic Grassmannian Gr⊥r
k,d, for all 0 ≤ r ≤ d

2

and 0 ≤ k ≤ d − r is an irreducible projective variety of dimension k(d − k) −
k(k−1)

2 + (k−r)(k−r−1)
2 , with the last term being zero when k ≤ r.

Proof. We use the same idea as [14, §4.8]. Let {e1, . . . , ed} be a basis of W
with the property that e1, . . . , ed−2r is a basis of rad⟨ , ⟩, and such that ⟨ei, ej⟩ =
δi+j,2d−2r+1 for all 1 ≤ i ≤ d− r. We embed W in a symplectic vector space W̃ , of
dimension 2d− 2r, with basis {e1, . . . , e2d−2r} and non degenerate skew-symmetric
bilinear form ⟨ , ⟩∼ defined by ⟨ei, ej⟩∼ = δi+j,2d−2r+1 for all 1 ≤ i ≤ d− r. In this
way, the degenerate bilinear form on W becomes the restriction of the symplectic
form ⟨ , ⟩∼. Then the degenerate isotropic Grassmannian Gr⊥k (W ) can be identified

with a subvariety of the isotropic Grassmannian in W̃ , more precisely

(2.1) Gr⊥k (W ) = {F ∈ Gr⊥k (W̃ ) | F ⊂W}.
As in [14, §4.8], this is a Schubert variety in Gr⊥k (W̃ ), i.e. the closure of a Schubert
cell. We can distinguish two cases. When k ≤ r, then (2.1) is the Schubert variety
Xi1,...,ik for the index set i1 = d − k + 1, . . . , ik = d. When r < k ≤ d − r,
it’s the Schubert variety for the index set i1 = d − r − k + 1, . . . , ik−r = d − 2r,
ik−r+1 = d− r + 1, . . . , ik = d. In both cases, since the Schubert cell is isomorphic
to an affine space, it is irreducible and so it its closure.

To conclude the proof we just need to compute the dimensions of the Schubert
cells in the two cases. To do this, we will instead use the formulas from the proof
of [3, Prop 4.4] (it would also be possible to use [3, Prop 4.4] directly by first
translating the index set into a partition). Each index ij gives a dimension of
ij − j −#{ℓ < j | iℓ + ij > 2d− 2r + 1}, hence

dimXi1,...,ik =

k∑
j=1

(ij − j −#{ℓ < j | iℓ + ij > 2d− 2r + 1})

=

 k∑
j=1

ij

− k(k + 1)

2

−#{(ℓ, j) | 1 ≤ ℓ < j ≤ k, iℓ + ij > 2d− 2r + 1}.
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When k ≤ r, then ij = d−k+j, so #{(ℓ, j) | 1 ≤ ℓ < j ≤ k, iℓ+ij > 2d−2r+1} =(
k
2

)
= k(k−1)

2 , and we get indeed that

dimXi1,...,ik = k(d− k)− k(k − 1)

2
.

When k > r, then ij = d − r − k + j for 1 ≤ j ≤ k − r, and ij = d − k + j for

k− r+1 ≤ j ≤ k, so #{(ℓ, j) | 1 ≤ ℓ < j ≤ k, iℓ+ ij > 2d− 2r+1} =
(
r
2

)
= r(r−1)

2
and with a short computation we get indeed that

dimXi1,...,ik = k(d− k)− k(k − 1)

2
+

(k − r)(k − r − 1)

2
.

□

Remark 2.5. Notice that if k = r + 1, the term (k−r)(k−r−1)
2 is again equal

to zero, so in the formula of Lemma 2.4, the third term can be ignored whenever
k ≤ r + 1.

2.2. Exotic Nilpotent Cone. Let V be a 2n-dimensional symplectic space
V , with symplectic group Sp2n = Sp(V ), we identify its Lie algebra as follows

sp2n := Lie(Sp2n) = {x ∈ End(V ) | ⟨xv,w⟩+ ⟨v, xw⟩ = 0, ∀v, w ∈ V }.

The adjoint action of Sp2n on sp2n can be interpreted as the restriction of the
Sp2n-action on gl2n = End(V ) given by conjugation. This action gives a direct sum
decomposition of Sp2n-modules gl2n = sp2n ⊕ S, where S can also be described
directly as

S = {x ∈ End(V ) | ⟨xv,w⟩ = ⟨v, xw⟩, ∀v, w ∈ V }.

Finally we let N := {x ∈ End(V ) | xk = 0, for some k} be the nilpotent cone of
the Lie algebra of GL2n = GL(V ).

Definition 2.6. The exotic nilpotent cone is the (singular) variety N := V ×
(S ∩ N ).

When it is not clear from the context, we might specify the underlying vector
space and write S(V ), N (V ) or N(V ).

If k ∈ N, a composition of k is a finite sequence α = (α1, α2, . . . , αm) such
that for all 1 ≤ i ≤ m, αi is a positive integer, and

∑m
i=1 αi = k. We denote this

by |α| = k or α ⊨ k. If α = (α1, α2, . . . , αm), then ℓ(α) := m, the length of the
composition is the number of its parts.

A partition of k is a composition of k where the integers are weakly decreasing,

that is λ = (λ1, . . . , λm) is such that λ1 ≥ . . . ≥ λm > 0 and
∑k

i=1 λi = k. We
denote it by λ ⊢ k or |λ| = k. On occasion it will be convenient for us to consider
a partition to have some (or even infinitely many) parts of size zero appended to
its end, this does not change the length of the partition which is the number of
nonzero parts.

Definition 2.7. If W is a vector space and x ∈ End(W ) is a nilpotent trans-
formation, its Jordan canonical form gives a partition of dim(W ) by considering the
sizes of the Jordan blocks (in weakly decreasing order). We denote this partition
by J(x) and we call it the Jordan type of x.
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If we have two partitions µ, ν (of potentially different integers), we define two
new partitions µ+ν := (µ1+ν1, µ2+ν2, . . .), and µ∪ν which is the unique partition
obtained by reordering the sequence (µ1, . . . , µℓ(µ), ν1, . . . , νℓ(ν)) to make it weakly
decreasing. A bipartition of n is a pair (µ, ν) of partitions such that |µ|+ |ν| = n.
We denote the set of all bipartitions of n by Qn.

The set Qn is important for us because of the following result.

Theorem 2.8 ([1, Thm 6.1]). The orbits of the symplectic group Sp2n on the
exotic nilpotent cone N are in bijection with Qn.

More precisely, following Section 2 and Section 6 of [1] we can say that, given
a bipartition (µ, ν) ∈ Qn, the corresponding orbit O(µ,ν) contains the point (v, x)
if and only if there is a ‘normal’ basis of V given by

{vij , v∗ij | 1 ≤ i ≤ ℓ(µ+ ν), 1 ≤ j ≤ µi + νi},

with ⟨vij , v∗i′j′⟩ = δi,i′δj,j′ , v =
∑ℓ(µ)

i=1 vi,µi
and such that the action of x on this

basis is as follows:

xvij =

{
vi,j−1 if j ≥ 2

0 if j = 1
xv∗ij =

{
v∗i,j+1 if j ≤ µi + νi − 1

0 if j = µi + νi
,

in particular the Jordan type of x is (µ+ ν) ∪ (µ+ ν).

Definition 2.9. Similarly to Definition 2.7, if (v, x) ∈ O(µ,ν), as defined above,
we say that the bipartition (µ, ν) is the exotic Jordan type of (v, x) and we denote
it by eJ(v, x) = (µ, ν).

Associated to a partition λ = (λi)i there is a Young diagram consisting of λi

boxes on row i. We say that λ is the shape of the diagram. In the same way,
a bipartition gives a pair of diagrams. If a Young diagram is filled with positive
integers, we call it a Young tableau, and similarly, if we fill a pair of diagrams with
positive integers we call it a bitableau.

Example 2.10. The bipartition (µ, ν) = ((3, 1), (2, 2, 1)) corresponds to the

pair of Young diagrams

 ,

, notice that we follow the usual conven-

tion of left-justifying the boxes in the second diagram, however we instead right-
justify the boxes in the first diagram (equivalenty, we apply a vertical reflexion to
a usual diagram). The reason for this comes from the look of normal bases, as in

Example 2.11. An example of a bitableau in that shape would be

 3 3 1
2
,
1 1
1 2
3

.

Example 2.11. Consider the bipartition (µ, ν) = ((3, 1), (2, 2, 1)), and a point
(v, x) ∈ O(µ,ν). Then we can represent the ‘normal’ basis as
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v11 v12 v13 v14 v15

v21 v22 v23

v31

v∗
31

v∗
23 v∗

22 v∗
21

v∗
15 v∗

14 v∗
13 v∗

12 v∗
11

with the action of x given by moving one block left (and zero if there is nothing
further left), and v = v13 + v21 is given by the sum of the boxes just left of the
dividing wall on the upper half of the diagram. Notice that the wall divides the
two diagrams corresponding to the partitions that form the bipartition (the one on
the left of the wall is facing backwards) and that the bipartition is repeated twice
since J(x) = (µ+ ν) ∪ (µ+ ν).

2.3. Exotic Spaltenstein varieties. We are now going to define the main
object of study of this article and state our main conjecture about the irreducible
components of exotic Spaltenstein varieties, which we will be able to prove in the
case where x2 = 0.

Let α = (α1, α2, . . . , αm) ⊨ n be a composition, we define a composition of
2n with 2m parts, α̂ = (α1, α2, . . . , αm, αm, αm−1, . . . , α1) ⊨ 2n. We also define,

α̌i =
∑i

j=1 α̂j for i = 0, . . . , 2m. We denote by Fα(V ) the variety of partial

symplectic flags of type α in V , that is each F• ∈ Fα(V ) is a sequence of subspaces

F• = (0 = F0 ⊆ Fα̌1 ⊆ · · · ⊆ Fα̌m ⊆ · · · ⊆ Fα̌2m−1 ⊆ Fα̌2m = V )

such that dim(Fα̌i/Fα̌i−1) = α̂i and F⊥
α̌i

= Fα̌2m−i for all 1 ≤ i ≤ 2m.

Notice that Fα̌m
= Fn = F⊥

n is a maximal isotropic subspace of V .

Definition 2.12. Given (v, x) ∈ N, and α = (α1, . . . , αm) ⊨ n, we define the
exotic Spaltenstein variety

Cα(v,x) := {F• = (0 ⊆ Fα̌1
⊆ · · · ⊆ Fα̌2m

= V ) ∈ Fα(V ) | v ∈ Fn, x(Fα̌i
) ⊆ Fα̌i−1

}.

Remark 2.13. Notice that for certain choices of v, x and α the variety could
be empty. It is clear that if eJ(v, x) = eJ(v′, x′), then there is an isomorphism of
varieties Cα(v,x) ∼= C

α
(v′,x′) given by the Sp2n-action. When α = 1n, then the partial

flags are actually complete flags and this variety is an exotic Springer fibre, as
defined by Kato in [10] and studied by the authors in [15, 16].

Let (v, x) ∈ N, if F• ∈ Cα(v,x), for all i = 0, . . . ,m, since Fα̌i and F⊥
α̌i

= Fα̌2m−i

are both invariant under x, we can consider the restriction of x to F⊥
α̌i
/Fα̌i , which is

a symplectic vector space of dimension 2(n− α̌i) (since Fα̌i is isotropic, the bilinear
form descends to the quotient and is nondegenerate because we restrict to F⊥

α̌i
). It

can be easily verified that x|F⊥
α̌i

/Fα̌i
∈ N (F⊥

α̌i
/Fα̌i) ∩ S(F⊥

α̌i
/Fα̌i).

Definition 2.14. Let α = (α1, α2, . . . , αm) ⊨ n be a composition. Let (v, x) ∈
N, eJ(v, x) = (µ, ν). Define the following maps,

Φi : Cα(v,x) → Qn−α̌i F• 7→ eJ
(
v + Fα̌i , x|F⊥

α̌i
/Fα̌i

)
∀ 0 ≤ i ≤ m;

Φ : Cα(v,x) →
0∏

i=m

Qn−α̌i
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F• 7→
(
(∅, ∅) = Φm(F•),Φ

m−1(F•), . . . ,Φ
1(F•),Φ

0(F•) = (µ, ν)
)
.

This map assigns to each partial flag in the exotic Spaltenstein variety a se-
quence of bipartitions, such that the total size increases by αi boxes at each step.
Notice that in general there is no guarantee that the shape of Φi(F•) will con-
tain the shape of Φi+1(F•). If the sequence of bipartitions is nested at each step,
we can identify the sequence with a bitableau of shape (µ, ν), where at each step
i = m − 1,m − 2, . . . , 0 we fill the boxes that have been added with the number
m− i.

Example 2.15. (1) Let n = 2, (µ, ν) =
(
12, ∅

)
=

(
, ∅
)
, and (v, x) ∈

O(µ,ν), then we have a basis {v11, v21, v∗21, v∗11} for V , with v = v11 + v21.
If α = (2), and F• = (0 ⊆ F2 ⊆ V ) with F2 = Cv11 + Cv21 (or any
subspace of V containing v), then F• ∈ Cα(v,x), and since F⊥

2 /F2 = 0 we

have Φ(F•) =

(
(∅, ∅),

(
, ∅
))

. This sequence is nested and corresponds

to the bitableau

(
1
1
, ∅
)
.

(2) With (µ, ν) as above, if α = (1, 1) and F• = (0 ⊆ F1 ⊆ F2 ⊆ F⊥
1 ⊆

V ) with F1 = Cv, F2 = Cv11 + Cv21, then since v ∈ F1 we have that
v + F1 is zero in the quotient F⊥

1 /F1, which is a 2 dimensional space,

while F⊥
2 /F2 = 0, so Φ(F•) =

(
(∅, ∅), (∅, ),

(
, ∅
))

. This sequence

of bipartitions is not nested, hence it does not correspond to a bitableau.
(3) Now let (µ, ν) = (∅, 2) =

(
∅,

)
, and (v, x) ∈ O(µ,ν), then we have a

basis {v11, v12, v∗12, v∗11} for V , and v = 0. If α = (2), and F• = (0 ⊆ F2 ⊆
V ) with F2 = Cv11+Cv∗12, then F• ∈ Cα(v,x), and since F⊥

2 /F2 = 0 we have

Φ(F•) =
(
(∅, ∅),

(
∅,

))
, which is a nested sequence corresponding to

the bitableau
(
∅, 1 1

)
.

Definition 2.16. Let α = (α1, . . . , αm) ⊨ n, we say that a bitableau of shape
(µ, ν) ∈ Qn is semistandard with content α if for all i = 1, . . . ,m it contains αi

boxes with the number i, such that the numbers are strictly increasing along rows
(right to left in the first tableau, left to right in the second tableau) and weakly
increasing down columns. Equivalently, if we consider the bitableau as a nested
sequence of bipartitions, it is semistandard if at each step we add a vertical strip
to each of the two Young diagrams (no two boxes added are in the same row of the
same diagram).

We denote by T α
µ,ν be the set of all semistandard bitableaux of shape (µ, ν) and

content α.

Remark 2.17. Notice that our convention is the transpose of the usual con-
vention for semistandard tableaux (usually they are taken to be increasing strictly
down columns and weakly along rows) but it matches the convention used in [18].
In Example 2.15, the bitableau in case (1) is semistandard, while the one in case
(3) is not.
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Let λ = (λi)i ⊢ n be a partition, we define N(λ) =
∑

i(i− 1)λi. If (µ, ν) ∈ Qn

is a bipartition and α = (α1, . . . , αm) ⊨ n is a composition, we define

(2.2) dα(µ,ν) := 2N(µ+ ν) + |ν| − 1

2

m∑
i=1

(α2
i − αi).

Remark 2.18. Recall that N(λ) is the dimension of the Springer fibre over a

nilpotent element of Jordan type λ, while when α = 1n, we have d
(1n)
µ,ν = 2N(µ +

ν) + |ν| is the dimension of the exotic Springer fibre over a pair (v, x) ∈ N with
eJ(v, x) = (µ, ν).

Conjecture 2.19. Let T ∈ T α
µ,ν be a semistandard bitableau of shape (µ, ν)

and content α, and let (v, x) ∈ O(µ,ν). Then Φ−1(T ) is an irreducible component
of Cα(v,x) of dimension dαµ,ν and all irreducible components of dimension dαµ,ν are of

this form. All other irreducible components of Cα(v,x) have dimension strictly lower

than dαµ,ν .

Remark 2.20. In the case of complete flags, when α = 1n, the variety is an
exotic Springer fibre and the result is true (see [15]). In that case all irreducible
components have the same dimension, but in general Cα(v,x) is not pure dimensional,

as the following example shows.

Example 2.21. Let n = 3, (µ, ν) = (∅, 21), α = (1, 2), then v = 0 and we
have F• ∈ Cα(v,x) if F• = (0 ⊂ F1 ⊂ F3 = F⊥

3 ⊂ F⊥
1 ⊂ V ) with F1 ∈ ker(x) and

x(F3) ⊂ F1. The subvariety of Cα(v,x) where F1 ⊂ Im (x) is an irreducible component

of dimension dα(µ,ν) = 2(1) + 3− 1
2 (1

2 − 1)− 1
2 (2

2 − 2) = 2 + 3− 0− 1 = 4, in fact

it equals Φ−1

(
∅, 1 2

1

)
. The subvariety of Cα(v,x) where F1 ̸⊂ Im (x) however is

an irreducible locally closed subvariety, whose closure is an irreducible component
of dimension 3, for these flags the corresponding sequence of bipartitions is still
nested,

Φ(F•) =

(
(∅, ∅),

(
∅,

)
,

(
∅,

))
=

(
∅, 1 1

2

)
but the resulting bitableau is not semistandard.

2.4. Strategy for the proof of Conjecture 2.19. We induct on m, the
number of parts of the composition α = (α1, α2, . . . , αm) ⊨ n. For m = 0, then
n = 0 as well and the statement is trivial (all the varieties involved are one single
point), so we can assume that m ≥ 1.

Let (µ, ν) ∈ Qn, α = (α1, α2, . . . , αm) ⊨ n, (v, x) ∈ O(µ,ν), and let B =

((µ[m], ν[m]), . . . , (µ[0], ν[0])) be a sequence of bipartitions such that (µ[i], ν[i]) ∈
Qn−α̌i

, for i = m, . . . , 0 and (µ[0], ν[0]) = (µ, ν). Then if ∅ ≠ Φ−1(B) ⊆ Cαv,x we
have a map

p : Φ−1(B) −→ Gr⊥α1
(ker(x) ∩ (C[x]v)⊥);

F• 7→ Fα1
.

Define (µ′, ν′) = (µ[1], ν[1]) = Φ1(F•) = eJ
(
v + Fα1

, x|F⊥
α1

/Fα1

)
, α′ = (α2, . . . , αm),

and B′ = ((µ[m], ν[m]), . . . , (µ[1], ν[1])). We let

B((µ,ν),α)((µ′,ν′),α′) := im p = {F ∈ Gr⊥α1
(ker(x)∩(C[x]v)⊥) | eJ

(
v + F, x|F⊥/F

)
= (µ′, ν′) }.
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For any F ∈ B((µ,ν),α)((µ′,ν′),α′), we then have that

p−1(F ) = {F ′
• ∈ Φ−1(B) | F ′

α1
= F}

∼=
{
F • ∈ Cα

′

(v+F,x|
F⊥/F )

⊆ Fα′
(F⊥/F ) | (Φm−1(F •), . . . ,Φ

0(F •)) = B′
}

(2.3)

where the isomorphism is given by

(F ′
0, F

′
1, . . . , F

′
2m−1, F

′
2m) 7→ (F 0, F 1, . . . , F 2m−3, F 2m−2);

F i = F ′
i+1/F ∀i = 0, . . . , 2m− 2.

In conclusion, the map p is a fibre bundle, and from (2.3), it follows that the fibres
are p−1(F ) ∼= Φ−1(B′), which by inductive hypothesis is an irreducible variety of

dimension lesser or equal to dα
′

µ′,ν′ , with equality if and only if the sequence B′ is
actually a semistandard tableau. Thus Conjecture 2.19 would be a consequence of
the following result.

Conjecture 2.22. For all (µ, ν) ∈ Qn and for all (µ′, ν′) ∈ Qn−α1
the variety

B((µ,ν),α)((µ′,ν′),α′) is irreducible, and we have

dimB((µ,ν),α)((µ′,ν′),α′) ≤ dα(µ,ν) − dα
′

(µ′,ν′),

with equality if and only if (µ′, ν′) is obtained from (µ, ν) by removing α1 boxes in a
vertical strip in each diagram (no two of the boxes are in the same row of the same
diagram).

In Section 5, we will prove that Conjecture 2.22 holds when x2 = 0, hence our
main result for this paper is the following.

Theorem 2.23. Let α ⊨ n, (µ, ν) ∈ Qn, and (v, x) ∈ O(µ,ν), with x2 = 0. For

all T ∈ T α
µ,ν , Φ

−1(T ) is an irreducible component of Cα(v,x) of dimension dαµ,ν and

all irreducible components of dimension dαµ,ν are of this form. All other irreducible
components of Cα(v,x) have dimension strictly lower than dαµ,ν .

3. Computing Jordan types

It will be important for us to compute the Jordan type of a linear transformation
when restricting to (or quotienting by) invariant subspaces. Recall that if V is any
vector space (not necessarily symplectic) and x ∈ End(V ) is a nilpotent linear

transformation, then J(x) = λ, where for all j ≥ 1,
∑j

k=1 λ
t
j = dim(ker(xj)). Here

λt denotes the transposed partition, with λt
j = #{k | λk ≥ j}. Equivalently, we

have that the number of boxes in the j-th column of the Young diagram of J(x) is
λt
j = dim(ker(xj))− dim(ker(xj−1)) for all j ≥ 1.

Lemma 3.1. Let 0 ⊆ U ⊆ W ⊆ V be subspaces, and let x ∈ End(V ) be a
nilpotent linear transformation with x(U) ⊆ U , x(W ) ⊆W . Then we can consider
the restriction to the subquotient, and J(x|W/U ) = µ where

µt
i = dim(xi(W )∩U)+dim(ker(xi)∩W )−dim(xi−1(W )∩U)−dim(ker(xi−1)∩W )

Proof. We know that µt
i = dim

(
ker(x|W/U )

i
)
− dim

(
ker(x|W/U )

i−1
)
. Since

xi(U) ⊆ U , we have that (xi)−1(U) ⊇ U . It follows that

ker(x|W/U )
i ≃

(
(xi)−1(U) ∩W

)
/U
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so

dim(ker(x|W/U )
i) = dim

(
(xi)−1(U) ∩W

)
− dim(U).

But, considering the map xi : (xi)−1(U) ∩W → U we get an isomorphism(
(xi)−1(U) ∩W

)
/(ker(xi) ∩W ) ≃ xi(W ) ∩ U

hence

dim
(
(xi)−1(U) ∩W

)
= dim(xi(W ) ∩ U) + dim(ker(xi) ∩W ).

In conclusion, we have

µt
i = dim

(
ker(x|W/U )

i
)
− dim

(
ker(x|W/U )

i−1
)

=
(
dim

(
(xi)−1(U) ∩W

)
− dim(U)

)
−
(
dim

(
(xi−1)−1(U) ∩W

)
− dim(U)

)
= dim

(
(xi)−1(U) ∩W

)
− dim

(
(xi−1)−1(U) ∩W

)
= dim(xi(W ) ∩ U) + dim(ker(xi) ∩W )− dim(xi−1(W ) ∩ U)

− dim(ker(xi−1) ∩W ).

□

Lemma 3.2. Let x be a nilpotent transformation on a vector space V , and let
F ⊆ ker(x). Define

(3.1) aj = dim(F ∩ Im (xj)) j ≥ 0.

Then J(x|V/F ) is obtained from J(x) by removing (aj−1 − aj) boxes at the bottom
of column j for all j ≥ 1. (Notice that these boxes form a vertical strip i.e. no two
of them are in the same row)

Proof. This follows directly from applying Lemma 3.1 to U = F , W = V and
comparing the result to dim(ker(xj))− dim(ker(xj−1)). □

Lemma 3.3. Let x be a nilpotent transformation on a vector space V , and let
F ⊇ Im (x). Define

(3.2) bj = dim
(
F + ker(xj)

)
, j ≥ 0.

Then J(x|F ) is obtained from J(x) by removing (bj − bj−1) boxes at the bottom of
column j for all j ≥ 1. (Notice that these boxes form a vertical strip i.e. no two of
them are in the same row)

Proof. As in the previous proof, this follows directly from applying Lemma
3.1 to U = 0, W = F and using that dim(F + ker(xj)) = dim(F ) + dim(ker(xj))−
dim(F ∩ ker(xj)). □

Lemma 3.4. Let V be a 2n-dimensional symplectic space, and x ∈ End(V ) such
that x ∈ S. Then Im (xj) = ker(xj)⊥ for all j ≥ 0.

Proof. Let w ∈ Im (xj), so w = xju for some u ∈ V . If z ∈ ker(xj), then
⟨w, z⟩ = ⟨xju, z⟩ = ⟨u, xjz⟩ = 0 so Im (xj) ⊆ ker(xj)⊥ and equality follows from
the fact that they have the same dimension. □

Lemma 3.5. Let V be a 2n-dimensional symplectic space, and x ∈ S ∩ N .
Suppose F ⊆ ker(x), which is equivalent to F⊥ ⊇ Im (x), then

J(x|V/F ) = J(x|F⊥).
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Proof. Let (aj)j be defined as in (3.1) for F , and (bj)j be defined as in (3.2)
for the space F⊥. Then (F ∩ im(xj))⊥ = F⊥ + ker(xj) hence we have

aj−1 − aj = dim(F ∩ im(xj−1))− dim(F ∩ im(xj))

= (2n− dim(F⊥ + ker(xj−1)))− (2n− dim(F⊥ + ker(xj)))

= bj − bj−1

and the result then follows from Lemma 3.2 and Lemma 3.3. □

If 0 ⊆ F ⊆ F⊥ ⊆ V is an isotropic subspace of V , and (v, x) ∈ N, in order to
compute eJ

(
v + F, x|F⊥/F

)
we will need to use the following result due to Travkin

[23, Theorem 1 and Corollary 1] and Achar-Henderson [1, Theorem 6.1].

Theorem 3.6. If (v, x) ∈ N(W ), then eJ(v, x) = (µ, ν) if and only if

J (x|W ) = (µ+ ν) ∪ (µ+ ν) = (µ1 + ν1, µ1 + ν1, µ2 + ν2, µ2 + ν2, ...)

and
J
(
x|W/C[x]v

)
= (µ1 + ν1, µ2 + ν1, µ2 + ν2, µ3 + ν2, ...).

We want to apply this theorem to W = F⊥/F , so we will need the next
two lemmas, that tell us how to find J (x|W ) = J

(
x|F⊥/F

)
and J

(
x|W/C[x]v

)
=

J
(
x|F⊥/(F+C[x]v)

)
.

Lemma 3.7. Let V be a symplectic vector space, x ∈ S ∩ N , and 0 ⊆ F ⊆
F⊥ ⊆ V with x(F ) = 0 and x(F⊥) ⊆ F⊥. Let

a′j = dim(F ∩ xj(F⊥)), j ≥ 0

then J(x|F⊥/F ) is obtained from J(x|V/F ) = J(x|F⊥) by removing (a′j−1−a′j) boxes
from the bottom of column j for all j ≥ 1.

Proof. We can either apply Lemma 3.2 to the quotient F⊥ ↠ F⊥/F and
look at the dimensions

dim(F ∩ im(x|F⊥)j) = dim(F ∩ xj(F⊥))

to get the result, or use Lemma 3.1 (with U = F , W = F⊥). □

Lemma 3.8. Let V be a symplectic vector space, (v, x) ∈ N, and 0 ⊆ F ⊆ F⊥ ⊆
V with x(F ) = 0, x(F⊥) ⊆ F⊥, v ∈ F⊥. Let

b′j = dim((F + C[x]v) ∩ xj(F⊥)), j ≥ 0

then J(x|F⊥/F+C[x]v) is obtained from J(x|V/F ) = J(x|F⊥) by removing (b′j−1 − b′j)
boxes from the bottom of column j for all j ≥ 1.

Proof. This follows by applying Lemma 3.1 to U = F+C[x]v ⊆ F⊥ = W . □

4. Computing J
(
x|F⊥/F

)
, J

(
x|F⊥/F+C[x]v

)
and eJ

(
v + F, x|F⊥/F

)
For this section, we fix x ∈ N ∩ S and we apply the results of Section 3. In

particular we will look at the special case where x2 = 0. We start with some general
lemmas that we will need later.

Definition 4.1. For each j ≥ 0, we define a map Im (xj) × Im (xj) → C
denoted by ⟨⟨ , ⟩⟩j , as follows. If u,w ∈ Im (xj), let z ∈ V such that u = xjz, then

⟨⟨u,w⟩⟩j := ⟨z, w⟩.
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Lemma 4.2. For each j ≥ 0, the pairing ⟨⟨ , ⟩⟩j is well defined, and it is a non-
degenerate skew-symmetric bilinear form on Im (xj) (which is an even dimensional
space).

Proof. To see that this pairing is well defined, let u,w ∈ Im (xj) and suppose
z1, z2 ∈ V are such that u = xjz1 = xjz2. We also let y ∈ V be such that xjy = w.
Then

⟨z1, w⟩ = ⟨z1, xjy⟩ = ⟨xjz1, y⟩ = ⟨xjz2, y⟩ = ⟨z2, xjy⟩ = ⟨z2, w⟩.

The fact that ⟨⟨ , ⟩⟩j is a skew-symmetric bilinear follows directly from the definition
because if u,w, z, y ∈ V , with xjz = u and xjy = w, then

⟨⟨u,w⟩⟩j = ⟨z, w⟩ = −⟨w, z⟩ = −⟨xjy, z⟩ = −⟨y, xjz⟩ = −⟨y, u⟩ = −⟨⟨w, u⟩⟩j ;

also, for α, β ∈ C we have xj(αz) = αu and xj(βy) = βw, so

⟨⟨αu, βw⟩⟩j = ⟨αz, βw⟩ = αβ⟨z, w⟩ = αβ⟨⟨u,w⟩⟩j .

Finally, suppose that there is u ∈ Im (xj) such that ⟨⟨u,w⟩⟩j = 0 for all w ∈
Im (xj), and let z ∈ V with xjz = u. Then 0 = ⟨⟨u,w⟩⟩j = ⟨z, w⟩ for all w ∈ Im (xj)

so z ∈
(
Im (xj)

)⊥
= ker(xj) (by Lemma 3.4), hence u = xjz = 0. This proves that

the form is indeed nondegenerate. □

In particular, ⟨⟨ , ⟩⟩0 = ⟨ , ⟩, and when j = 1 we might omit the index and
just denote ⟨⟨ , ⟩⟩1 = ⟨⟨ , ⟩⟩. We denote the perpendicular with respect to the form
⟨⟨ , ⟩⟩j by ⊥⊥j . So, if W ⊂ Im (xj), then

W⊥⊥j = {u ∈ Im (xj) | ⟨⟨u,w⟩⟩j = 0, for all w ∈W}.

In particular ⊥⊥0=⊥ is the perpendicular with respect to ⟨ , ⟩, and when j = 1 we
write ⊥⊥=⊥⊥1.

Lemma 4.3. Let F ⊂ V be a subspace, then for all j ≥ 0, xj(F⊥) = (F ∩
Im (xj))⊥⊥j .

Proof. Let u ∈ xj(F⊥), then there is z ∈ F⊥ such that xjz = u, hence
for all w ∈ F ∩ Im (xj) we have ⟨⟨u,w⟩⟩j = ⟨z, w⟩ = 0, so u ∈ (F ∩ Im (xj))⊥⊥j .
Viceversa, if u ∈ (F ∩ Im (xj))⊥⊥j , then u ∈ Im (xj), so there is z ∈ V with
u = xjz, and we have that for all w ∈ F ∩ Im (xj), 0 = ⟨⟨u,w⟩⟩j = ⟨z, w⟩, so
z ∈ (F ∩ Im (xj))⊥ = F⊥ + Im (xj)⊥ = F⊥ + ker(xj). This shows that (F ∩
Im (xj))⊥⊥j ⊆ xj(F⊥ + ker(xj)) = xj(F⊥) which concludes the proof. □

The next two lemmas will specifically be relevant in the case where x2 = 0.

Lemma 4.4. If v ∈ Im (x), v ̸∈ F , then F ∩ x(F⊥) = (F +Cv) ∩ x(F⊥) if and
only if

F ∩ x(F⊥) ̸⊂ (Cv)⊥⊥.

Proof. Since F∩x(F⊥) ⊆ (F+Cv)∩x(F⊥), we have equality exactly when the
two spaces have the same dimension. Notice that F ∩ x(F⊥) = F ∩ Im (x)∩ x(F⊥)
and, since v ∈ Im (x),

(F + Cv) ∩ x(F⊥) = (F + Cv) ∩ Im (x) ∩ x(F⊥) = ((F ∩ Im (x)) + Cv) ∩ x(F⊥).
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Hence F ∩ x(F⊥) = (F + Cv) ∩ x(F⊥) if and only if

dim
(
F ∩ x(F⊥)

)
= dim

(
(F + Cv) ∩ x(F⊥)

)
⇐⇒ dim

(
F ∩ Im (x) ∩ x(F⊥)

)
= dim

(
((F ∩ Im (x)) + Cv) ∩ x(F⊥)

)
⇐⇒ dim

((
F ∩ Im (x) ∩ x(F⊥)

)⊥⊥)
= dim

((
((F ∩ Im (x)) + Cv) ∩ x(F⊥)

)⊥⊥)
⇐⇒ dim

(
(F ∩ Im (x))

⊥⊥
+
(
x(F⊥)

)⊥⊥)
= dim

(
(((F ∩ Im (x)) + Cv))⊥⊥ +

(
x(F⊥)

)⊥⊥)
⇐⇒ dim

(
x(F⊥) + (F ∩ Im (x))

)
= dim

((
(F ∩ Im (x))⊥⊥ ∩ (Cv)⊥⊥

)
+ (F ∩ Im (x))

)
⇐⇒ dim

(
x(F⊥)

)
+ dim (F ∩ Im (x))− dim

(
F ∩ Im (x) ∩ x(F⊥)

)
= dim

((
x(F⊥) ∩ (Cv)⊥⊥

)
+ (F ∩ Im (x))

)
⇐⇒ dim

(
x(F⊥)

)
+ dim (F ∩ Im (x))− dim

(
F ∩ x(F⊥)

)
= dim

(
x(F⊥) ∩ (Cv)⊥⊥

)
+ dim (F ∩ Im (x))− dim

(
x(F⊥) ∩ (Cv)⊥⊥ ∩ F ∩ Im (x)

)
⇐⇒ dim

(
x(F⊥)

)
+ dim (F ∩ Im (x))− dim

(
F ∩ x(F⊥)

)
= dim

(
x(F⊥) ∩ (Cv)⊥⊥

)
+ dim (F ∩ Im (x))− dim

(
x(F⊥) ∩ (Cv)⊥⊥ ∩ F ∩ Im (x)

)
⇐⇒ dim

(
x(F⊥)

)
− dim

(
x(F⊥) ∩ (Cv)⊥⊥

)(4.1)

= dim
(
F ∩ x(F⊥)

)
− dim

(
F ∩ x(F⊥) ∩ (Cv)⊥⊥

)
Now, since (Cv)⊥⊥ is a codimension 1 subspace of Im (x) we have that each of the two
sides of the inequality are either equal to 0 or 1. Since v ̸∈ F , hence v ̸∈ F ∩ Im (x),
we have that

(F ∩ Im (x)) + Cv ̸= F ∩ Im (x)

((F ∩ Im (x)) + Cv)⊥⊥ ̸= (F ∩ Im (x))
⊥⊥

((F ∩ Im (x))
⊥⊥ ∩ (Cv)⊥⊥ ̸= (F ∩ Im (x))

⊥⊥

x(F⊥) ∩ (Cv)⊥⊥ ̸= x(F⊥),

hence the LHS of (4.1) is 1. Therefore, the RHS equals the LHS if and only if

F ∩ x(F⊥) ̸= F ∩ x(F⊥) ∩ (Cv)⊥⊥

which is equivalent to F ∩ x(F⊥) ̸⊂ (Cv)⊥⊥. □

Lemma 4.5. If v ̸∈ Im (x), v ̸∈ F , then F ∩ x(F⊥) = (F +Cv) ∩ x(F⊥) if and
only if

(v + F ) ∩ x(F⊥) = ∅.

Proof. Notice that v ̸∈ Im (x), so in particular v ̸∈ x(F⊥). Since additionally
v ̸∈ F , we have that (F + Cv) ∩ x(F⊥) = F ∩ x(F⊥) if and only if for all u ∈ F ,
u+ v ̸∈ x(F⊥). □
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4.1. Computing J
(
x|F⊥

k /Fk

)
. We consider now any isotropic subspace Fk ∈

Gr⊥k (ker(x)∩(C[x]v)⊥), using the subscript to emphasize the dimension k = dim(Fk).
We assume that x2 = 0 and we separate two cases.

4.1.1. x = 0. In this case, J(x) = (12n), and Im (xj) = 0 when j > 0, hence,
using Lemma 3.2 we have a0 = k, aj = 0 for j > 0 and so J(x|V/Fk

) = J(x|F⊥
k
) =

(12n−k). Further, using Lemma 3.7 we have a′0 = k, a′j = 0 for j > 0, and so

J
(
x|F⊥

k /Fk

)
= (12n−2k).

4.1.2. x ̸= 0, x2 = 0. In this case, since x ∈ S, J(x) = λ∪λ, with λ = (2n21n1),
2n2 + n1 = n, we then have J(x) = (22n212n1). Let k2 = dim(Fk ∩ Im (x)),
k1 = dim (Fk/(Fk ∩ Im (x))), so k = k1 + k2. Using Lemma 3.2 we have a0 =
k = k1 + k2, a1 = k2, aj = 0 for j > 1. We remove a0 − a1 = k1 boxes from
the first column and a1 − a2 = k2 boxes from the second column, which gives
J(x|V/Fk

) = J(x|F⊥
k
) = (22n2−k212n1−k1+k2).

Then, to use Lemma 3.7 we need to know dim(Fk ∩ x(F⊥
k )) and, by Lemma

4.3, Fk ∩ x(F⊥
k ) is the radical of the bilinear form ⟨⟨ , ⟩⟩ restricted to Fk ∩ Im (x).

Therefore, Fk ∩ Im (x)/Fk ∩ x(F⊥
k ) is a symplectic space with form ⟨⟨ , ⟩⟩, hence

even dimensional, say dim
(
Fk ∩ Im (x)/Fk ∩ x(F⊥

k )
)
= 2h. We then have from

Lemma 3.7 that a′0 = k = k1 + k2, a
′
1 = k2 − 2h, a′j = 0 for j > 1, so we need

to remove k1 + 2h boxes from the first column and k2 − 2h boxes from the second

column which results in J
(
x|F⊥

k /Fk

)
= (22n2−2k2+2h12n1−2k1+2k2−4h).

4.2. Computing J
(
x|F⊥

k /Fk+C[x]v

)
. We consider Fk as above, computing the

Jordan type will then give us, using Theorem 3.6, eJ
(
v + Fk, x|F⊥

k /Fk

)
. There are

six cases to consider.
4.2.1. x = 0, v = 0. In this case, µ = ∅, ν = λ = 1n, so we have

J
(
x|F⊥

k /Fk+C[x]v

)
= J

(
x|F⊥

k /Fk

)
= (12n−2k) and hence eJ

(
v + Fk, x|F⊥

k /Fk

)
=

(∅, 1n−k) by Theorem 3.6.
4.2.2. x = 0, v ̸= 0. In this case, µ = λ = 1n, ν = ∅.

(a) If v ∈ Fk, then b′0 = k, b′j = 0 for j > 0, so, by Lemma 3.8, J
(
x|F⊥

k /Fk+C[x]v

)
=

J
(
x|F⊥

k /Fk

)
= (12n−2k), and eJ

(
v + Fk, x|F⊥

k /Fk

)
= (∅, 1n−k).

(b) If v ̸∈ Fk, then b′0 = k + 1, b′j = 0, so by Lemma 3.8, J
(
x|F⊥

k /Fk+C[x]v

)
=

(12n−2k−1), and eJ
(
v + Fk, x|F⊥

k /Fk

)
= (1n−k, ∅).

4.2.3. x ̸= 0, x2 = 0, v = 0. In this case, µ = ∅, ν = λ = 2n21n1 , so we

have J
(
x|F⊥

k /Fk+C[x]v

)
= J

(
x|F⊥

k /Fk

)
= (22n2−2k2+2h12n1−2k1+2k2−4h) and hence

eJ
(
v + Fk, x|F⊥

k /Fk

)
= (∅, 2n2−k2+h1n1−k1+k2−2h) by Theorem 3.6.

4.2.4. x ̸= 0, x2 = 0, 0 ̸= v ∈ Im (x). In this case, µ = 1n2 , ν = 1n2+n1 , with
n2 > 0.

(a) If v ∈ Fk, then b′j = a′j , for all j ≥ 0, so, by Lemma 3.8,

J
(
x|F⊥

k /Fk+C[x]v

)
= J

(
x|F⊥

k /Fk

)
= (22n2−2k2+2h12n1−2k1+2k2−4h), and

eJ
(
v + Fk, x|F⊥

k /Fk

)
= (∅, 2n2−k2+h1n1−k1+k2−2h).
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(b) If v ̸∈ Fk, and (Fk+Cv)∩x(F⊥
k ) ⊋ Fk∩x(F⊥

k ) (by Lemma 4.4 this means that
Fk∩x(F⊥

k ) ⊂ (Cv)⊥⊥), then we have b′0 = k+1 = a′0+1, and b′1 = k2−2h+1 =
a′1 + 1. Hence J(x|F⊥

k /Fk+C[x]v) = (22n2−2k2+2h−112n1−2k1+2k2−4h+1) and we

now demonstrate how to obtain that

eJ
(
v + Fk, x|F⊥

k /Fk

)
= (1n2−k2+h, 1n1+n2−k1−h), by using Theorem 3.6.

We want to find the exotic Jordan type eJ
(
v + F, x|F⊥/F

)
= (µ′, ν′). Since

J
(
x|F⊥

k /Fk

)
= (22n2−2k2+2h12n1−2k1+2k2−4h) = (µ′ + ν′) ∪ (µ′ + ν′), we have

µ′
n1+n2−k1−h+1 + ν′n1+n2−k1−h+1 = 0, hence µ′

n1+n2−k1−h+1 = 0. Then, from

J(x|F⊥
k /Fk+C[x]v) = (22n2−2k2+2h−112n1−2k1+2k2−4h+1) = (µ′

1 + ν′1, µ
′
2 + ν′1, . . .)

we get that µ′
n1+n2−k1−h+1+ν′n1+n2−k1−h = 1, hence ν′n1+n2−k1−h = 1. Induc-

tively we have µ′
j = 0 for all j > n2 − k2 + h, and ν′j = 1 for n2 − k2 + h ≤ j ≤

n1+n2−k1−h+1. Then, since µ′
n2−k2+h+ν′n2−k2+h = 2, we get µ′

n2−k2+h = 1
and then inductively µ′

j = ν′j = 1 for all 1 ≤ j ≤ n2 − k2 + h.

(c) If v ̸∈ Fk, and (Fk+Cv)∩x(F⊥
k ) = Fk∩x(F⊥

k ) (by Lemma 4.4 this means that
Fk∩x(F⊥

k ) ̸⊂ (Cv)⊥⊥), then we have b′0 = k+1 = a′0+1, and b′1 = k2−2h = a′1.
Hence J(x|F⊥

k /Fk+C[x]v) = (22n2−2k2+2h12n1−2k1+2k2−4h−1) and with Theorem

3.6 and a similar inductive argument as above, which we will omit, we get
eJ

(
v + F, x|F⊥/F

)
= (1n1+n2−k1−h, 1n2−k2+h).

4.2.5. x ̸= 0, x2 = 0, v ∈ ker(x) \ Im (x). In this case, µ = 1n2+n1 , ν = 1n2 ,
with n1, n2 > 0. The various possibilities for eJ

(
v + F, x|F⊥/F

)
in this case are

the same as in Section 4.2.4 and depend in the exact same way on whether v ∈ Fk

and whether (Fk +Cv)∩x(F⊥
k ) = Fk ∩x(F⊥

k ) (with the difference that we will use
Lemma 4.5 instead of Lemma 4.4 to verify the condition).

4.2.6. x ̸= 0, x2 = 0, v ̸∈ ker(x). In this case, µ = 2n21n1 , ν = ∅, with n2 > 0.
Since Fk ⊂ ker(x), we always have that v ̸∈ Fk and since v ∈ Fn ⊂ F⊥

k , xv ∈ x(F⊥
k ).

Also, since v = v1,2+ · · ·+ vn2,2+ vn2+1,1 · · ·+ vn1+n2,1, and xv = v1,1+ · · ·+ vn2,1,
then

dim(Fk + C[x]v) = dim(Fk + Cv + Cxv) =

{
k + 1 if xv ∈ Fk

k + 2 if xv ̸∈ Fk

.

(a) If xv ∈ Fk, then dim((Fk + Cxv + Cv) ∩ x(F⊥
k )) = dim((Fk + Cv) ∩ x(F⊥

k )) =
dim(Fk ∩ x(F⊥

k )) = k2 − 2h because for any c ̸= 0, (cv + ker(x)) ∩ Im (x) = ∅.
It follows that in this case b′0 = k + 1, b′1 = k2 − 2h, so, like in 4.2.4(c),

J(x|F⊥
k /Fk+C[x]v) = (22n2−2k2+2h12n1−2k1+2k2−4h−1) and eJ

(
v + F, x|F⊥

k /Fk

)
=

(1n1+n2−k1−h, 1n2−k2+h).
(b) If xv ̸∈ Fk, then by the modular property of lattices of vector spaces we have

(Fk + Cxv + Cv) ∩ x(F⊥
k ) = ((Fk + Cv) ∩ x(F⊥

k )) + Cxv, hence

dim(Fk + C[x]v) = dim((Fk + Cxv + Cv) ∩ x(F⊥
k ))

= dim(((Fk + Cv) ∩ x(F⊥
k )) + Cxv)

= dim(Fk ∩ x(F⊥
k ) + Cxv)

= k2 − 2h+ 1.
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It follows that in this case b′0 = k+ 2, b′1 = k2 − 2h+ 1, so, J(x|F⊥
k /Fk+C[x]v) =

(22n2−2k2+2h−112n1−2k1+2k2−4h) and by Theorem 3.6 and a similar inductive

argument as above, we get eJ
(
v + Fk, x|F⊥

k /Fk

)
= (2n2−k2+h1n1−k1+k2−2h, ∅).

5. Proof of Conjecture 2.22 when x2 = 0

For notational simplicity, we let α1 = k, so to prove the conjecture we want to
describe the variety

B((µ,ν),α)((µ′,ν′),α′) = {Fk ∈ Gr⊥k
(
ker(x) ∩ (C[x]v)⊥

)
| eJ

(
v + Fk, x|F⊥

k /Fk

)
= (µ′, ν′) }

for all the possible cases of (µ, ν) and (µ′, ν′) that we found in Section 4. More
precisely, we want to show its irreducibility and compute its dimension, and to do
that we will need some more fibre bundles.

5.1. More Fibre Bundles. Given any Fk ∈ B((µ,ν),α)((µ′,ν′),α′), we have a filtration

Fk ∩ x(F⊥
k ) ⊆ Fk ∩ Im (x) ⊆ Fk.

Definition 5.1. For ℓ ≥ 0, we define two maps

πℓ
1 : Gr⊥ℓ (ker(x) ∩ (C[x]v)⊥)→

∐
j≥0

Grj(ker(x) ∩ (C[x]v)⊥ ∩ Im (x))

πℓ
1(F ) = F ∩ Im (x);

πℓ
2 : Grℓ(ker(x) ∩ (C[x]v)⊥ ∩ Im (x))→

∐
j≥0

Gr⊥⊥j (ker(x) ∩ (C[x]v)⊥ ∩ Im (x))

πℓ
2(U) = U ∩ U⊥⊥.

Remark 5.2. If Fk ∈ B((µ,ν),α)
((µ′,ν′),α′), with dim(Fk ∩ Im (x)) = k2 as in Section

4.1.2, then by Lemma 4.3 we have

πk2
2 (πk

1 (Fk)) = (Fk ∩ Im (x)) ∩ (Fk ∩ Im (x))⊥⊥ = Fk ∩ x(F⊥
k ).

If we have a subspace U ⊂ ker(x) ∩ (C[x]v)⊥ ∩ Im (x), dim(U) = u, and F ∩
Im (x) = U , we can consider the following subspaces in the quotient space ker(x)∩
(C[x]v)⊥/U : F = F/U , and Im (x) = ((ker(x) ∩ (C[x]v)⊥ ∩ Im (x))/U . We then
have

(πℓ
1)

−1(U) = {F ∈ Gr⊥ℓ (ker(x) ∩ (C[x]v)⊥) | F ∩ Im (x) = U}(5.1)

∼= {F ∈ Gr⊥ℓ−u((ker(x) ∩ (C[x]v)⊥)/U) | F ∩ Im (x) = 0}

which is empty when ℓ− u+ dim((ker(x) ∩ (C[x]v)⊥ ∩ Im (x))− u > dim(ker(x) ∩
(C[x]v)⊥)−u and otherwise is an open dense subvariety of the isotropic Grassman-

nian Gr⊥ℓ−u((ker(x) ∩ (C[x]v)⊥)/U). This shows that the map πℓ
1 is a fibre bundle

over any given Grj(ker(x) ∩ (C[x]v)⊥ ∩ Im (x)).
Similarly, if we have an isotropic subspace S ⊂ S⊥⊥, with respect to ⟨⟨ , ⟩⟩

restricted to ker(x) ∩ (C[x]v)⊥ ∩ Im (x), with dim(S) = s, and if U ⊆ ker(x) ∩
(C[x]v)⊥ ∩ Im (x), with U ∩ U⊥⊥ = S, then U⊥⊥ + U = S⊥⊥. We have then

(πℓ
2)

−1(S) = {U ∈ Grℓ(ker(x) ∩ (C[x]v)⊥ ∩ Im (x)) | U ∩ U⊥⊥ = S}

= {U ∈ Grℓ(ker(x) ∩ (C[x]v)⊥ ∩ Im (x)) | S ⊆ U ⊆ S⊥⊥}(5.2)

∼= Grℓ−s(S
⊥⊥/S)
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This fibre is empty when ℓ−s > dim((ker(x)∩(C[x]v)⊥∩Im (x)))−2s and otherwise
is isomorphic to a Grassmannian. This shows that the map πℓ

2 is a fibre bundle

over any given Gr⊥⊥j (ker(x) ∩ (C[x]v)⊥ ∩ Im (x)).

Remark 5.3. In the computations of dα(µ,ν) it will be helpful to use the fact

that N(1n) = n(n−1)/2 and N(2n21n1) = (n2+n1)(n2+n1−1)/2+n2(n2−1)/2,
also since k = α1, we have 1

2

∑
i≥1(α

2
i − αi) =

1
2k(k − 1) + 1

2

∑
i≥2(α

2
i − αi).

We now examine all the different possible cases for the proof of Conjecture 2.22
when x2 = 0.

5.2. (µ, ν) = (∅, 1n). In this case we have x = 0 and v = 0, so ker(x) ∩
(C[x]v)⊥ = V . By Section 4.2.1, no matter the choice of Fk ∈ Gr⊥k (V ), we have
(µ′, ν′) = (∅, 1n−k).

Therefore

B((∅,1
n),α)

((∅,1n−k),α′)
= Gr⊥k (ker(x) ∩ (C[x]v)⊥) = Gr⊥k (V ) ≃ Gr⊥k,2n

is an irreducible variety of dimension k(2n − k) − 1
2k(k − 1) by Remark 2.2. We

also have

dα(µ,ν) − dα
′

(µ′,ν′) = 2N(1n) + |1n| − 1

2

∑
i≥1

(α2
i − αi)

−

2N(1n−k) + |1n−k| − 1

2

∑
i≥2

(α2
i − αi)


= n(n− 1) + n− (n− k)(n− k − 1)− (n− k)− 1

2
k(k − 1)

= n2 − (n− k)2 − 1

2
k(k − 1)

= k(2n− k)− 1

2
k(k − 1)

and the shape (∅, 1n−k) is obtained from (∅, 1n) by removing k-boxes that are all
in different rows.

Example 5.4. We show the two diagrams with n = 5 and k = 3, as well as
the boxes removed marked with an x.

(∅, 1n−k) =

(
∅,

)
⊂ (∅, 1n) =

∅,
 ,

∅, x
x
x

 .

5.3. (µ, ν) = (1n, ∅). In this case we have x = 0 and v ̸= 0, so ker(x) = V

and (C[x]v)⊥ = (Cv)⊥ is a 2n− 1 dimensional subspace. By Section 4.2.2, we have
(µ′, ν′) = (∅, 1n−k) when v ∈ Fk, and (µ′, ν′) = (1n−k, ∅) when v ̸∈ Fk.

5.3.1. Suppose that (µ′, ν′) = (∅, 1n−k), so that v ∈ Fk (which implies k ≥ 1),
then Fk/Cv is a k − 1-dimensional isotropic subspace of ker(x) ∩ (C[x]v)⊥/(Cv) =
(Cv)⊥/(Cv), which the restriction of ⟨, ⟩ makes into a symplectic space of dimension
2n− 2. Hence
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B((1
n,∅),α)

((∅,1n−k),α′)
= {Fk ⊂ ker(x) ∩ (C[x]v)⊥ | Fk ⊂ F⊥

k , v ∈ Fk}

≃ {Fk/(Cv) ⊂ (Cv)⊥/(Cv) | Fk/(Cv) ⊂ (Fk/(Cv))⊥}

≃ Gr⊥k−1((Cv)⊥/(Cv)) ≃ Gr⊥k−1,2n−2

is an irreducible variety of dimension (k− 1)(2n− 2− (k− 1))− 1
2 (k− 1)(k− 2) =

(k − 1)(2n− k − 1)− 1
2 (k − 1)(k − 2) by Remark 2.2.

We then have

dα(1n,∅) − dα
′

(∅,1n−k) − dimB((1
n,∅),α)

((∅,1n−k),α′)

= 2N(1n) + 0− 1

2

∑
i≥1

(α2
i − αi)−

2N(1n−k) + |1n−k| − 1

2

∑
i≥2

(α2
i − αi)


−
(
(k − 1)(2n− k − 1)− 1

2
(k − 1)(k − 2)

)
= n(n− 1)− (n− k)(n− k − 1)− (n− k)− 1

2
k(k − 1)− (k − 1)(2n− k − 1)

+
1

2
(k − 1)(k − 2)

= n− k.

This shows that if 1 ≤ k < n, dimB((1
n,∅),α)

((∅,1n−k),α′)
< dα(1n,∅) − dα

′

(∅,1n−k) and in fact the

shape (∅, 1n−k) is not contained in (1n, ∅). In the case when k = n (which means
that m = 1 and there is a single space in the flag) then

dimB((1
n,∅),α)

((∅,1n−k),α′)
= dimB((1

n,∅),α)
((∅,∅),α′) = dα(1n,∅) − dα

′

(∅,∅)

and (∅, 1n−k) = (∅, ∅) is indeed obtained from (1n, ∅) by removing k boxes in
different rows.

Example 5.5. We show the two diagrams with n = 5 and k = 3, where the
diagrams are not nested, and the case with n = k = 5, with the boxes removed
marked with an x.

(∅, 1n−k) =

(
∅,

)
̸⊂ (1n, ∅) =

 , ∅

 ; (∅, ∅) ⊂ (1n, ∅) =

 , ∅

 ,


x
x
x
x
x

, ∅

 .

5.3.2. Suppose that (µ′, ν′) = (1n−k, ∅), so that v ̸∈ Fk, which implies k < n.
Then Fk is a k-dimensional isotropic subspace of ker(x)∩ (C[x]v)⊥ = (Cv)⊥ which
is a 2n−1-dimensional space with the restriction of the form ⟨, ⟩ having rank 2n−2,
so r = n− 1. We then have

B((1
n,∅),α)

((1n−k,∅),α′)
= {Fk ⊂ (Cv)⊥ | Fk ⊂ F⊥

k , v ̸∈ Fk}

which is an open dense subvariety of

Gr⊥k
(
(Cv)⊥

)
≃ Grn−1

k,2n−1

hence it is irreducible of dimension k(2n− 1− k)− 1
2k(k− 1) by Lemma 2.4 (there

is no third term because k ≤ n− 1).
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In this case, we have:

dα(1n,∅) − dα
′

(1n−k,∅) = 2N(1n)− 1

2

∑
i≥1

(α2
i − αi)− (2N(1n−k)− 1

2

∑
i≥2

(α2
i − αi))

= n(n− 1)− 1

2
(k2 − k)− (n− k)(n− k − 1)

= k(2n− k − 1)− 1

2
(k2 − k)

which agrees with the dimension of the variety and the shape (1n−k, ∅) is obtained
from (1n, ∅) by removing k-boxes that are all in different rows.

Example 5.6. We show the two diagrams with n = 5 and k = 3, as well as
the boxes removed marked with an x.

(1n−k, ∅) =
(

, ∅
)
⊂ (1n, ∅) =

 , ∅

 ,

 x
x
x

, ∅

 .

5.4. µ = ∅, ν = 2n21n1 . In this case we have x ̸= 0, x2 = 0 and v = 0, so

(C[x]v)⊥ = V and ker(x) is a 2n1 + 2n2-dimensional space where the restriction of
⟨, ⟩ has rank 2n1 (r = n1). We define k1, k2, and h as in Section 4.1.2, by Section
4.2.3 we have that (µ′, ν′) = (∅, 2n2−k2+h1n1−k1+k2−2h). To describe the variety

B((µ,ν),α)((µ′,ν′),α′) we use the ideas from Section 5.1. We start by describing the variety

X (k2, h) := {Fk ∈ Gr⊥k (ker(x)) | dim(Fk∩Im (x)) = k2,dim(Fk∩x(F⊥
k )) = k2−2h}

Lemma 5.7. For 0 ≤ k ≤ n1 + 2n2, the variety X (k2, h) is nonempty if and
only if the following inequalities are satisfied:

(5.3) max{0, k − n1} ≤ k2 ≤ min{k, 2n2}; max{0, k2 − n2} ≤ h ≤ k2
2
.

Proof. If the variety is nonempty, then for all Fk ∈ X (k2, h) we have

0 ≤ dim(Fk ∩ Im (x)) = k2 ≤ dim(Im (x)) = 2n2,

k1 = dim(Fk/Fk ∩ Im (x)) ≥ 0, so k2 = k − k1 ≤ k,

Fk/(Fk∩Im (x)) ∈ Gr⊥n1

k1
(ker(x)/Fk∩Im (x)), so k1 ≤ n1, and k2 = k−k1 ≥ k−n1,

0 ≤ dim(Fk ∩ Im (x)/Fk ∩ x(F⊥
k )) = 2h ≤ dim(Fk ∩ Im (x)) = k2,

Since Fk ∩ Im (x) ⊂ (Fk ∩ x(F⊥
k ))⊥⊥, we have k2 ≤ 2n2 − (k2 − 2h), which implies

0 ≤ n2 − k2 + h, so h ≥ k2 − n2.

Viceversa, if all the inequalities are satisfied, we can define Fk = span{u1, . . . , uk}.
Here we choose u1, . . . , uk2−2h to be linearly independent vectors in Im (x) such that
⟨⟨ui, uj⟩⟩ = 0 for all 1 ≤ i, j,≤ k2−2h, then we choose uk2−2h, . . . , uk2 to be linearly
independent vectors in (span{u1, . . . , uk2−2h}⊥⊥)\ span{u1, . . . , uk2−2h}, and finally
we choose uk2+1, . . . , uk to be linearly independent vectors that are not in Im (x),
such that ⟨ui, uj⟩ = 0 for all k2 + 1 ≤ i, j,≤ k. Then Fk ∈ X (k2, h) ̸= ∅. □
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Observe that

X (k2, h) := {Fk ∈ Gr⊥k (ker(x)) | dim(Fk ∩ Im (x)) = k2,

dim(Fk ∩ x(F⊥
k )) = k2 − 2h}

= (πk
1 )

−1(πk2
2 )−1

(
Gr⊥⊥k2−2h(ker(x) ∩ (C[x]v)⊥ ∩ Im (x))

)
= (πk

1 )
−1(πk2

2 )−1
(
Gr⊥⊥k2−2h(Im (x))

)
.

The base Gr⊥⊥k2−2h(Im (x)) is an isotropic Grassmannian, which (since
dim(Im (x)) = 2n2), is irreducible of dimension

(k2 − 2h)(2n2 − k2 + 2h)− 1
2 (k2 − 2h)(k2 − 2h− 1).

Over every point S ∈ Gr⊥⊥k2−2h(Im (x)), we have (πk2
2 )−1(S) ≃ Gr2h(S

⊥⊥/S) by
(5.2), so each fibre is irreducible of dimension

2h(2n2 − 2k2 + 2h)

hence (πk2
2 )−1

(
Gr⊥⊥k2−2h(Im (x))

)
is irreducible, being a fibre bundle with irre-

ducible fibres over an irreducible base.

Again, for each U ∈ (πk2
2 )−1

(
Gr⊥⊥k2−2h(Im (x))

)
, we consider (πk

1 )
−1(U) which

by (5.1) is isomorphic to an open dense subvariety of Gr⊥k1
(ker(x)/U). Notice that

ker(x)/U is a vector space of dimension 2n1 + 2n2 − k2 and the restriction of ⟨, ⟩
has rank 2n1, hence each fibre (πk

1 )
−1(U) is an irreducible subvariety of dimension

dimGr⊥n1

k1,2n1+2n2−k2
= k1(2n2 + 2n1 − k2 − k1)− 1

2k1(k1 − 1).

In conclusion X (k2, h) is an irreducible variety of dimension

(k2 − 2h)(2n2 − k2 + 2h)− 1
2 (k2 − 2h)(k2 − 2h− 1) + 2h(2n2 − 2k2 + 2h)+(5.4)

+ k1(2n2 + 2n1 − k2 − k1)− 1
2k1(k1 − 1).

For (µ, ν) = (∅, 2n21n1), (µ′, ν′) = (∅, 2n2−k2+h1n1−k1+k2−2h) we compute the
difference :

dα(µ,ν) − dα
′

(µ′,ν′) − dimX (k2, h) =(5.5)

= 2N(2n21n1) + 2n2 + n1 −
1

2

∑
i≥1

(α2
i − αi)− 2N(2n2−k2+h1n1−k1+k2−2h)

− (2(n2 − k2 + h) + n1 − k1 + k2 − 2h) +
1

2

∑
i≥2

(α2
i − αi)− (5.4)

= (n1 + n2)(n1 + n2 − 1) + n2(n2 − 1) + 2n2 + n1 − 1
2k(k − 1)

− (n1 + n2 − k1 − h)(n1 + n2 − k1 − h− 1)

− (n2 − k2 + h)(n2 − k2 + h− 1)

− (2(n2 − k2 + h) + n1 − k1 + k2 − 2h)− (5.4)

= h(2n1 − 2k1 + 1).

Since h ≥ 0 and n1 ≥ k1, this difference is always ≥ 0 and is equal to zero if and
only if h = 0.
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Notice that for fixed 0 ≤ n′
1 ≤ n1 + n2, 0 ≤ n′

2 ≤ n2 such that n′
1 + 2n′

2 + k =
n1 + 2n2, we have

B((∅,2
n21n1 ),α)

((∅,2n
′
21n

′
1 ),α′)

=
∐

max{0,k−n1}≤k2≤min{k,2n2}
max{0,k2−n2}≤h≤ k2

2

k2−h=n2−n′
2

X (k2, h)

=
∐

max{0,n2−n′
1−n′

2}≤h

h≤min{k−(n2−n′
2),n2−n′

2}

X (h+ n2 − n′
2, h).

Where the inequalities follow from (5.3), together with the fact that n′
2 = n2−k2+h

and n′
1 = n1 − k1 + k2 − 2h by Section 4.2.3.

Lemma 5.8. Suppose that X (k2, h) ̸= ∅ ≠ X (k2+1, h+1), then X (k2+1, h+1) ⊂
X (k2, h).

Proof. Let Fk ∈ X (k2 + 1, h+ 1) ̸= ∅, such that Fk = span{u1, . . . , uk}, with
Fk ∩ x(F⊥

k ) = span{u1, . . . , uk2−2h−1}, Fk ∩ Im (x) = span{u1, . . . , uk2+1}. Since
X (k2, h) ̸= ∅, we have k−n1 ≤ k2, so k− (k2 +1) < n1, it follows that there exists
a vector w ̸∈ Im (x), w ∈ F⊥

k ̸∈ Fk. Also, X (k2, h) ̸= ∅ implies that h ≥ 0, hence
2h + 2 > 0 and uk2+1 ∈ Fk ∩ Im (x) \ Fk ∩ x(F⊥

k ). For all α ∈ C, define a new
space Fα

k to be spanned by the same vectors as Fk except that uk2+1 is replaced
by uk2+1 + αw. Then for all α ̸= 0 we have Fα

k ∈ X (k2, h), which shows that

Fk = F 0
k ∈ X (k2, h). □

By (5.5), since h(2n1 − 2k1 + 1) = h(2n1 + 2n2 − 2n′
2 − 2k + 2h + 1), and by

Lemma 5.8, we have that for h′ > h, X (h′ + n2− n′
2, h

′) is contained in the closure

of X (h+ n2 − n′
2, h) as a positive codimension subvariety. Therefore B((µ,ν),α)((µ′,ν′),α′) =

X (h+ n2 − n′
2, h), for the minimal possible value of h, i.e. h = max{0, n2−n′

1−n′
2}.

This proves that B((µ,ν),α)((µ′,ν′),α′) is an irreducible variety of dimension dimX (h+ n2 −
n′
2, h) with h = max{0, n2 − n′

1 − n′
2}.

Now, the minimal h is h = 0 if and only if n2 ≤ n′
1+n′

2 if and only if the shape

(∅, 2n′
21n

′
1) is obtained from (∅, 2n21n1) by removing boxes in a vertical strip. In

conclusion, dimB((µ,ν),α)((µ′,ν′),α′) = dα(µ,ν) − dα
′

(µ′,ν′) exactly when the shape is obtained

by removing boxes from different rows and is strictly lower otherwise.

Example 5.9. Here n1 = 2, n2 = 3, k = 4. In the first example n′
1 + n′

2 =
0+ 2 < 3 = n2 so some boxes are removed from the same row, while in the second
example n′

1 + n′
2 = 2 + 1 = 3 ≥ n2 so the boxes are removed from different rows.

(∅, 2n
′
21n

′
1) =

(
∅,

)
⊂ (∅, 2n21n1) =

∅,
 ,

∅, x x
x
x

 ;

(∅, 2n
′
21n

′
1) =

∅,
 ⊂ (∅, 2n21n1) =

∅,
 ,

∅, x
x

x
x

 .
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5.5. µ = 1n2 , ν = 1n1+n2 . In this case we have x ̸= 0, x2 = 0 and 0 ̸= v ∈
Im (x), so ker(x) ⊂ (C[x]v)⊥ and ker(x) ∩ (C[x]v)⊥ = ker(x) is a 2n1 + 2n2-
dimensional space where the restriction of ⟨, ⟩ has rank 2n1 (r = n1). We define k1,
k2 and h as in Section 4.1.2. According to Section 4.2.4, there are three possibilities
for (µ′, ν′), which we now examine separately.

5.5.1. Suppose that (µ′, ν′) = (∅, 2n′
21n

′
1) = (∅, 2n2−k2+h1n1−k1+k2−2h). Then

by Section 4.2.4, we have v ∈ Fk ∩ Im (x), which implies that k2 ≥ 1. Notice that
there are two possibilities, either v ∈ Fk∩x(F⊥

k ), or v ∈ (Fk∩Im (x))\(Fk∩x(F⊥
k )).

We define the following varieties

X 1(k2, h) = {Fk ∈ Gr⊥k (ker(x)) | dim(Fk ∩ Im (x)) = k2,

dim(Fk ∩ x(F⊥
k )) = k2 − 2h, v ∈ Fk ∩ x(F⊥

k )};

Y(k2, h) = {Fk ∈ Gr⊥k (ker(x)) | dim(Fk ∩ Im (x)) = k2,

dim(Fk ∩ x(F⊥
k )) = k2 − 2h, v ∈ (Fk ∩ Im (x)) \ (Fk ∩ x(F⊥

k ))}.

If v ∈ Fk∩x(F⊥
k ), then k2−2h ≥ 1, and (Fk∩x(F⊥

k ))/Cv ∈ Gr⊥⊥k2−2h−1(C(v)⊥⊥/Cv).
It follows that we have a description as an iterated vector bundle

X 1(k2, h) = (πk
1 )

−1(πk2
2 )−1

(
Gr⊥⊥k2−2h−1(C(v)⊥⊥/Cv)

)
.

The base is an isotropic Grassmannian, hence an irreducible variety of dimension

(5.6) (k2 − 2h− 1)(2n2 − k2 + 2h− 1)− 1
2 (k2 − 2h− 1)(k2 − 2h− 2).

Over every point S ∈ Gr⊥⊥k2−2h−1(C(v)⊥⊥/Cv), we have (πk2
2 )−1(S) ≃ Gr2h(S

⊥⊥/S)
by (5.2), so each fibre is irreducible of dimension

2h(2n2 − 2k2 + 2h).

Finally over a point U ∈ (πk2
2 )−1

(
Gr⊥⊥k2−2h−1(C(v)⊥⊥/Cv)

)
, we have that (πk

1 )
−1(U)

is isomorphic to an open subvariety of Gr⊥k1
(ker(x)/U). Exactly as in the previous

section, then, each fibre (πk
1 )

−1(U) is an irreducible subvariety of dimension

dimGr⊥n1

k1,2n1+2n2−k2
= k1(2n2 + 2n1 − k2 − k1)− 1

2k1(k1 − 1).

In conclusion X 1(k2, h) is an irreducible variety of dimension

(5.7) (k2 − 2h− 1)(2n2 − k2 + 2h− 1)− 1
2 (k2 − 2h− 1)(k2 − 2h− 2)+

+ 2h(2n2 − 2k2 + 2h) + k1(2n2 + 2n1 − k2 − k1)− 1
2k1(k1 − 1).

For (µ, ν) = (1n2 , 1n1+n2), (µ′, ν′) = (∅, 2n2−k2+h1n1−k1+k2−2h) we compute the
difference :
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dα(µ,ν) − dα
′

(µ′,ν′) − dimX 1(k2, h)(5.8)

= 2N(2n21n1) + n2 + n1 −
1

2

∑
i≥1

(α2
i − αi)− 2N(2n2−k2+h1n1−k1+k2−2h)

− (2(n2 − k2 + h) + n1 − k1 + k2 − 2h) +
1

2

∑
i≥2

(α2
i − αi)− (5.7)

= (n1 + n2)(n1 + n2 − 1) + n2(n2 − 1) + n2 + n1 − 1
2k(k − 1)

− (n1 + n2 − k1 − h)(n1 + n2 − k1 − h− 1)

− (n2 − k2 + h)(n2 − k2 + h− 1)

− (2(n2 − k2 + h) + n1 − k1 + k2 − 2h)− (5.7)

= 2h(n1 − k1 + 1) + n2 − k2 + h.

Since h ≥ 0, n1 ≥ k1, and n2 − k2 + h ≥ 0, this difference is always ≥ 0 and is
equal to zero if and only if h = 0 and n2− k2+h = 0 (which implies that n2 = k2).

Now we want to describe Y(k2, h), notice that if v ∈ (Fk∩Im (x))\(Fk∩x(F⊥
k )),

that means h ≥ 1. Since Fk ∩ x(F⊥
k ) = (Fk ∩ Im (x))⊥⊥, if v ∈ (Fk ∩ Im (x)) \ (Fk ∩

x(F⊥
k )), then Fk ∩ x(F⊥

k ) ⊆ (Cv)⊥⊥, with Cv ̸⊂ Fk ∩ x(F⊥
k ). Also the bilinear

form ⟨⟨ , ⟩⟩ restricted to the (2n2− 1)-dimensional space (Cv)⊥⊥ ⊂ Im (x) has rank

2n2−2 (r = n2−1). It follows that Fk∩x(F⊥
k ) ∈ Z := {S ∈ Gr⊥⊥k2−2h((Cv)⊥⊥) | S∩

Cv = 0} which is an open dense subvariety of Gr⊥⊥k2−2h((Cv)⊥⊥), hence irreducible
of dimension

dimGr⊥n2−1
k2−2h,2n2−1 = (k2 − 2h)(2n2 − 1− k2 + 2h)− 1

2 (k2 − 2h)(k2 − 2h− 1).

(There is no third term because k−r = k2−2h−(n2−1) = −(n2−k2+h)−h+1 ≤ 0).
It follows that

Y(k2, h) = {Fk ∈ (πk
1 )

−1(πk2
2 )−1(Z) | v ∈ πk

1 (Fk)}.

Over every point S ∈ Z, we consider only the points U ∈ (πk2
2 )−1(S) such that

v ∈ U , i.e. we are choosing U/(S + Cv) ∈ Gr2h−1(S
⊥⊥/(S + Cv)), so each fibre is

irreducible of dimension

dimGr2h−1,2n2−2(k2−2h)−1 = (2h− 1)(2n2 − 2(k2 − 2h)− 1− (2h− 1))

= (2h− 1)(2n2 − 2k2 + 2h).

Finally, over a point U ∈ (πk2
2 )−1 (Z), (with v ∈ U) we have that (πk

1 )
−1(U)

is isomorphic to an open dense subvariety of Gr⊥k1
(ker(x)/U) so, as in previous

sections, it is irreducible of dimension

dimGr⊥n1

k1,2n1+2n2−k2
= k1(2n2 + 2n1 − k2 − k1)− 1

2k1(k1 − 1).

In conclusion Y(k2, h) is an irreducible variety of dimension

(5.9) (k2 − 2h)(2n2 − 1− k2 + 2h)− 1
2 (k2 − 2h)(k2 − 2h− 1)+

+ (2h− 1)(2n2 − 2k2 + 2h) + k1(2n2 + 2n1 − k2 − k1)− 1
2k1(k1 − 1).

For (µ, ν) = (1n2 , 1n1+n2), (µ′, ν′) = (∅, 2n2−k2+h1n1−k1+k2−2h) we compute the
difference :
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dα(µ,ν) − dα
′

(µ′,ν′) − dimY(k2, h)(5.10)

= 2N(2n21n1) + n2 + n1 −
1

2

∑
i≥1

(α2
i − αi)− 2N(2n2−k2+h1n1−k1+k2−2h)

− (2(n2 − k2 + h) + n1 − k1 + k2 − 2h) +
1

2

∑
i≥2

(α2
i − αi)− (5.9)

= (n1 + n2)(n1 + n2 − 1) + n2(n2 − 1) + n2 + n1 − 1
2k(k − 1)

− (n1 + n2 − k1 − h)(n1 + n2 − k1 − h− 1)

− (n2 − k2 + h)(n2 − k2 + h− 1)

− (2(n2 − k2 + h) + n1 − k1 + k2 − 2h)− (5.9)

= 2h(n1 − k1) + n2 − k2 + h.

Since h ≥ 1, n1 ≥ k1, and n2−k2+h ≥ 0, this difference is always ≥ 0 and is equal
to zero if and only if n1 = k1 and n2 − k2 + h = 0. For fixed 0 ≤ n′

1 ≤ n1 + n2,
0 ≤ n′

2 ≤ n2 such that n′
1 + 2n′

2 + k = n1 + 2n2, we have

B((1
n2 ,1n1+n2 ),α)

((∅,2n
′
21n

′
1 ),α′)

=


∐

max{1,k−n1}≤k2≤min{k,2n2}
max{0,k2−n2}≤h<

k2
2

k2−h=n2−n′
2

X 1(k2, h)



∐


∐
max{1,k−n1}≤k2≤min{k,2n2}

max{1,k2−n2}≤h≤ k2
2

k2−h=n2−n′
2

Y(k2, h)



=


∐

max{0,n2−n′
1−n′

2}≤h

1−n2+n′
2≤h

h≤min{k−(n2−n′
2),n2−n′

2−1}

X 1(h+ n2 − n′
2, h)


∐

 ∐
max{1,n2−n′

1−n′
2}≤h

h≤min{k−(n2−n′
2),n2−n′

2}

Y(h+ n2 − n′
2, h)

 ;

where the inequalities follow from the same reasoning as Lemma 5.7, plus the
observations that k2 > 0, in X 1(k2, h) we have k2−2h > 0, and in Y(k2, h) we have
h > 0.

Lemma 5.10. If X 1(k2, h) ̸= ∅ ̸= X 1(k2 + 1, h + 1), then X 1(k2 + 1, h + 1) ⊂
X 1(k2, h); if Y(k2, h) ̸= ∅ ̸= Y(k2 + 1, h + 1), then Y(k2 + 1, h + 1) ⊂ Y(k2, h); if
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X 1(k2, h) ̸= ∅ ≠ Y(k2 + 1, h+ 1), then Y(k2 + 1, h+ 1) ⊂ X 1(k2, h); if X 1(k2, h) ̸=
∅ ≠ Y(k2, h), then X 1(k2, h) ⊂ Y(k2, h).

Proof. This is entirely analogous to the proof of Lemma 5.8, by choosing for
each case an appropriate basis and a vector to be deformed, details are omitted. □

Lemma 5.10 then implies, like it happened in Section 5.4, that there is one
irreducible piece (either X 1(k2, h) or Y(k2, h)) of maximal dimension that con-
tains all the other ones in its closure as positive codimension subvarieties, hence

B((1
n2 ,1n1+n2 ),α)

((∅,2n
′
21n

′
1 ),α′)

is irreducible. Notice that by (5.8) and (5.10) we have that if

n′
2 = n2 − k2 + h > 0, then even the piece of maximal dimension will be of dimen-

sion strictly less than dα(µ,ν) − dα
′

(µ′,ν′), and the shapes are not nested (∅, 2n′
21n

′
1) ̸⊂

(1n2 , 1n1+n2). When n′
2 = 0, we have that the piece of maximal dimension is

X 1(n2, 0) if and only if h = 0 is the minimal h, if and only if n′
1 ≥ n2, and

otherwise it is Y(2n2 − n′
1, n2 − n′

1) if and only if n2 > n′
1. If n′

1 ≥ n2, then

dimB((1
n2 ,1n1+n2 ),α)

((∅,1n
′
1 ),α′)

= dimX (n2, 0) = dα(µ,ν)− dα
′

(µ′,ν′). Otherwise, with n′
2 = 0 and

n2 > n′
1 we have that the minimal h, is h = n2 − n′

1, which gives

h = n2 − n′
1

h = n2 − (n1 − k1)− (k2 − 2h)

h = n2 − n1 + k1 − k2 + 2h

0 = n2 − k2 + h− n1 + k1

0 = −n1 + k1

n1 = k1,

so that indeed dimB((1
n2 ,1n1+n2 ),α)

((∅,1n
′
1 ),α′)

= dimY(2n2 − n′
1, n2 − n′

1) = dα(µ,ν) − dα
′

(µ′,ν′).

Example 5.11. Here n1 = 2, n2 = 3, k = 4. In the first example n′
1 = 2,

n′
2 = 1 > 0, so the diagrams are not nested, in the second example n′

1 = 4, n′
2 = 0

so the diagrams are nested and the boxes are removed from different rows of the
two tableaux.

(∅, 2n
′
21n

′
1) =

∅,
 ̸⊂ (1n2 , 1n1+n2) =

 ,

 ;

(∅, 2n
′
21n

′
1) =

∅,
 ⊂ (1n2 , 1n1+n2) =

 ,

 ,

 x
x
x
,

x

 .

5.5.2. Suppose that (µ′, ν′) = (1n
′
2 , 1n

′
2+n′

1) = (1n2−k2+h, 1n1+n2−k1−h), with
n′
2 = n2 − k2 + h > 0. Then by Section 4.2.4, we have v ̸∈ Fk, and (Fk + Cv) ∩

x(F⊥
k ) ⊋ Fk ∩x(F⊥

k ), or equivalently that Fk ∩x(F⊥
k ) ⊂ (Cv)⊥⊥, by Lemma 4.4. In
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this case we have that k2 < 2n2. We define the variety

X 2(k2, h) = {Fk ∈ Gr⊥k (ker(x)) | dim(Fk ∩ Im (x)) = k2,

dim(Fk ∩ x(F⊥
k )) = k2 − 2h, v ̸∈ Fk, Fk ∩ x(F⊥

k ) ⊂ (Cv)⊥⊥}.

Notice that (Cv)⊥⊥ is a 2n2 − 1-dimensional space, and the restriction of ⟨⟨, ⟩⟩ to
it has rank 2n2 − 2 (r = n2 − 1). It follows that Fk ∩ x(F⊥

k ) ∈ Z := {S ∈
Gr⊥⊥k2−2h((Cv)⊥⊥) | S ∩Cv = 0}, which is nonempty because n2− k2+h > 0 implies

that k2− 2h < 2n2− 1, so it is an open dense subvariety of Gr⊥⊥k2−2h((Cv)⊥⊥), hence
irreducible of dimension

dimGr⊥n2−1
k2−2h,2n2−1 = (k2 − 2h)(2n2 − 1− k2 + 2h)− 1

2 (k2 − 2h)(k2 − 2h− 1).

We then have

X 2(k2, h) = {Fk ∈ (πk
1 )

−1(πk2
2 )−1(Z) | v ̸∈ πk

1 (Fk)}

Over every point S ∈ Z, we consider only the points U ∈ (πk2
2 )−1(S) such that

v ̸∈ U , i.e. we are choosing U/S ∈ Gr2h(S
⊥⊥/S), such that U/S ∩ Cv/S = 0

(where Cv/S is the image of Cv under the projection onto S⊥⊥/S) so each fibre, if
nonempty, is an open subvariety of a Grassmannian, hence irreducible of dimension

dimGr2h,2n2−2(k2−2h) = 2h(2n2 − 2k2 + 2h).

This fibre is nonempty if and only if it is possible to choose U/S that does not
contain Cv/S, if and only if

2h < 2n2 − 2(k2 − 2h)

2h < 2n2 − 2k2 + 4h

0 < 2n2 − 2k2 + 2h

0 < n2 − k2 + h.

Finally, over a point U ∈ (πk2
2 )−1 (Z), (with v ̸∈ U) we have that (πk

1 )
−1(U) is

isomorphic to an open subvariety of Gr⊥k1
(ker(x)/U) so, as in previous sections, it

is irreducible of dimension

dimGr⊥n1

k1,2n1+2n2−k2
= k1(2n2 + 2n1 − k2 − k1)− 1

2k1(k1 − 1).

In conclusion X 2(k2, h) is an irreducible variety of dimension

(k2 − 2h)(2n2 − 1− k2 + 2h)− 1
2 (k2 − 2h)(k2 − 2h− 1) + 2h(2n2 − 2k2 + 2h)+

(5.11)

+ k1(2n2 + 2n1 − k2 − k1)− 1
2k1(k1 − 1).

For (µ, ν) = (1n2 , 1n1+n2), (µ′, ν′) = (1n2−k2+h, 1n1+n2−k1−h) we compute the
difference :
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dα(µ,ν) − dα
′

(µ′,ν′) − dimX 2(k2, h)(5.12)

= 2N(2n21n1) + n2 + n1 −
1

2

∑
i≥1

(α2
i − αi)− 2N(2n2−k2+h1n1−k1+k2−2h)

− (n1 + n2 − k1 − h) +
1

2

∑
i≥2

(α2
i − αi)− (5.11)

= (n1 + n2)(n1 + n2 − 1) + n2(n2 − 1) + n2 + n1 − 1
2k(k − 1)

− (n1 + n2 − k1 − h)(n1 + n2 − k1 − h− 1)

− (n2 − k2 + h)(n2 − k2 + h− 1)

− (n1 + n2 − k1 − h)− (5.11)

= 2h(n1 − k1).

Since h ≥ 0 and n1 ≥ k1, this difference is always greater or equal to zero and
it equals zero if and only if h = 0 or n1 = k1.

For fixed 0 ≤ n′
1 ≤ n1 + n2, 0 < n′

2 ≤ n2 such that n′
1 + 2n′

2 + k = n1 + 2n2,
we have

B((1
n2 ,1n1+n2 ),α)

((1n
′
2 ,1n

′
1+n′

2 ),α′)
=

∐
max{0,k−n1}≤k2≤min{k,2n2−1}

max{0,k2−n2+1}≤h≤ k2
2

k2−h=n2−n′
2

X 2(k2, h)

=
∐

max{0,n2−n′
1−n′

2}≤h

h≤min{k−(n2−n′
2),n2−n′

2}

X 2(h+ n2 − n′
2, h).

Again, the inequalities follow from Lemma 5.7 and from the fact that k2 < 2n2

and n2 − k2 + h > 0. As in previous sections, we have that if X 2(k2, h) ̸= ∅ ̸=
X 2(k2 + 1, h + 1), then X 2(k2 + 1, h + 1) ⊂ X 2(k2, h), so there is one irreducible
piece of maximal dimension that contains all the other ones in its closure as positive
codimension subvarieties. By (5.12), the piece of maximal dimension is X 2(h+n2−
n′
2, h) for minimal h, which equals zero if and only if n′

1 + n′
2 ≥ n2. Otherwise, if

n′
1 + n′

2 < n2, then the minimal h is h = n2 − n′
1 − n′

2 which gives us

h = n2 − n′
1 − n′

2

h = n2 − (n1 − k1)− (k2 − 2h)− (n2 − k2 + h)

h = n2 − n1 + k1 − k2 + 2h− n2 + k2 − h

0 = −n1 + k1

n1 = k1.

So in either case h(n1 − k1) = 0 when h is minimal and we have indeed that

B((1
n2 ,1n1+n2 ),α)

((1n
′
2 ,1n

′
1+n′

2 ),α′)
is an irreducible variety of dimension dα(µ,ν) − dα

′

(µ′,ν′) and the

diagram of (1n
′
2 , 1n

′
1+n′

2) is always obtained by removing a vertical strip from
(1n2 , 1n1+n2).

5.5.3. Suppose that (µ′, ν′) = (1n
′
2+n′

1 , 1n
′
2) = (1n1+n2−k1−h, 1n2−k2+h), with

n′
1 = n1 − k1 + k2 − 2h > 0. Then by Section 4.2.4, we have v ̸∈ Fk, and (Fk +
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Cv) ∩ x(F⊥
k ) = Fk ∩ x(F⊥

k ), or equivalently that Fk ∩ x(F⊥
k ) ̸⊂ (Cv)⊥⊥, by Lemma

4.4. In this case we have that k2 < 2n2.
We define the variety

X 3(k2, h) = {Fk ∈ Gr⊥k (ker(x)) | dim(Fk ∩ Im (x)) = k2,

dim(Fk ∩ x(F⊥
k )) = k2 − 2h, v ̸∈ Fk, Fk ∩ x(F⊥

k ) ̸⊂ (Cv)⊥⊥}.

Notice that Fk ∩ x(F⊥
k ) ∈ Z := {S ∈ Gr⊥⊥k2−2h(Im (x)) | S ̸⊂ (Cv)⊥⊥, S ∩ Cv = 0}

which is impossible if k2 − 2h = 0, and otherwise, when k2 − 2h > 0, is an open
dense subvariety of Gr⊥⊥k2−2h(Im (x)), hence irreducible of dimension

(k2 − 2h)(2n2 − k2 + 2h)− 1
2 (k2 − 2h)(k2 − 2h− 1).

We then have

X 3(k2, h) = {Fk ∈ (πk
1 )

−1(πk2
2 )−1(Z) | v ̸∈ πk

1 (Fk)} = (πk
1 )

−1(πk2
2 )−1(Z)

because, if S ∈ Z, since S ̸⊂ (Cv)⊥⊥, then Cv ̸∈ S⊥⊥, hence for all U ∈ (πk2
2 )−1(S) =

Gr2h(S
⊥⊥/S) automatically Cv ̸⊂ U . So we get, for each S ∈ Z, that the fibre is

irreducible and

dim(πk2
2 )−1(S) = dimGr2h,2n2−2(k2−2h) = 2h(2n2 − 2k2 + 2h).

Finally, over a point U ∈ (πk2
2 )−1 (Z), we have that (πk

1 )
−1(U) is isomorphic to an

open dense subvariety of Gr⊥k1
(ker(x)/U) so, as in previous sections, it is irreducible

of dimension

dimGr⊥n1

k1,2n1+2n2−k2
= k1(2n2 + 2n1 − k2 − k1)− 1

2k1(k1 − 1).

In conclusion X 3(k2, h) is an irreducible variety of dimension

(k2 − 2h)(2n2 − k2 + 2h)− 1
2 (k2 − 2h)(k2 − 2h− 1) + 2h(2n2 − 2k2 + 2h)+

(5.13)

+ k1(2n2 + 2n1 − k2 − k1)− 1
2k1(k1 − 1).

For (µ, ν) = (1n2 , 1n1+n2), (µ′, ν′) = (1n1+n2−k1−h, 1n2−k2+h) we compute the dif-
ference :

dα(µ,ν) − dα
′

(µ′,ν′) − dimX 3(k2, h)(5.14)

= 2N(2n21n1) + n2 + n1 −
1

2

∑
i≥1

(α2
i − αi)− 2N(2n2−k2+h1n1−k1+k2−2h)

− (n2 − k2 + h) +
1

2

∑
i≥2

(α2
i − αi)− (5.13)

= (n1 + n2)(n1 + n2 − 1) + n2(n2 − 1) + n2 + n1 − 1
2k(k − 1)

− (n1 + n2 − k1 − h)(n1 + n2 − k1 − h− 1)

− (n2 − k2 + h)(n2 − k2 + h− 1)

− (n2 − k2 + h)− (5.13)

= (2h+ 1)(n1 − k1).(5.15)

Since h ≥ 0 and n1 ≥ k1, this difference is always greater or equal to zero and it
equals zero if and only if n1 = k1.
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For fixed 0 < n′
1 ≤ n1 + n2, 0 ≤ n′

2 ≤ n2 such that n′
1 + 2n′

2 + k = n1 + 2n2,
we have

B((1
n2 ,1n1+n2 ),α)

((1n
′
1+n′

2 ,1n
′
2 ),α′)

=
∐

max{0,k−n1}≤k2≤min{k,2n2−1}
max{0,k2−n2}≤h<

k2
2

k2−h=n2−n′
2

X 3(k2, h)

=
∐

max{k−n1,n2−n′
2}≤k2

k2≤min{k,2n2−2n′
2,2n2−1}

X 3(k2, k2 − n2 + n′
2).

As in previous sections, the inequalities follow from Lemma 5.7 plus the stricter
inequalities that we found in this section, also if X 3(k2, h) ̸= ∅ ≠ X 3(k2 +1, h+1),

then X 3(k2 + 1, h+ 1) ⊂ X 3(k2, h). It follows that there is one irreducible piece of
maximal dimension that contains all the other ones in its closure as positive codi-

mension subvarieties and hence B((1
n2 ,1n1+n2 ),α)

((1n
′
1+n′

2 ,1n
′
2 ),α′)

is an irreducible variety. By (5.14)

we have that the piece of maximal dimension is X 3(k2, k2 − n2 + n′
2) for minimal

k2. Notice that the shape (1n
′
1+n′

2 , 1n
′
2) is contained in the shape (1n2 , 1n1+n2) (and

hence obtained by removing boxes appropriately) if and only if n2 ≥ n′
1 + n′

2,

n2 ≥ n′
1 + n′

2

n2 − n′
1 − n′

2 ≥ 0

2n2 − n2 + n1 − n1 − n′
1 − 2n′

2 + n′
2 − k + k ≥ 0

n− n2 − n1 − n+ n′
2 + k ≥ 0

k − n1 ≥ n2 − n′
2

if and only if max{k − n1, n2 − n′
2} = k − n1, if and only if the minimal k2 is

k2 = k − n1, if and only if

k2 = k − n1

k2 = k1 + k2 − n1

0 = k1 − n1

n1 = k1

and as a conclusion dimB((1
n2 ,1n1+n2 ),α)

((1n
′
1+n′

2 ,1n
′
2 ),α′)

= dα(µ,ν) − dα
′

(µ′,ν′) if and only if the shape

is obtained by removing boxes as desired, and is strictly lower otherwise.

Example 5.12. Here n1 = 2, n2 = 3. In the first example k = 2, n′
1 + n′

2 =
2 + 2 > 3 = n2, so the diagrams are not nested, in the second example k = 5,
n′
1 + n′

2 = 1 + 1 = 2 ≤ n2, so the diagrams are nested and the boxes are removed
from different rows of the two tableaux.

(1n
′
1+n′

2 , 1n
′
1) =

 ,

 ̸⊂ (1n2 , 1n1+n2) =

 ,

 ;
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(1n
′
1+n′

2 , 1n
′
1) =

(
,

)
⊂ (1n2 , 1n1+n2) =

 ,

 ,


x
,
x
x
x
x

 .

5.6. µ = 1n1+n2 , ν = 1n2 . Here n1, n2 > 0. In this case we have x ̸= 0, x2 = 0

and v ∈ ker(x) \ Im (x), so ker(x) ∩ (C[x]v)⊥ = ker(x) ∩ (Cv)⊥ is a 2n1 + 2n2 − 1-
dimensional space where the restriction of ⟨, ⟩ has rank 2n1 − 2 (r = n1 − 1). We
define k1, k2 and h as in Section 4.1.2. According to Section 4.2.5, there are three
possibilities for (µ′, ν′), which we now examine separately.

5.6.1. Suppose that (µ′, ν′) = (∅, 2n′
21n

′
1) = (∅, 2n2−k2+h1n1−k1+k2−2h). Then

by Section 4.2.4, we have v ∈ Fk \Fk∩ Im (x), which implies that k1 ≥ 1. We define
the following variety

X 4(k2, h) = {Fk ∈ Gr⊥k (ker(x) ∩ (C[x]v)⊥) | dim(Fk ∩ Im (x)) = k2,

dim(Fk ∩ x(F⊥
k )) = k2 − 2h, v ∈ Fk \ Fk ∩ Im (x)}.

Then

X 4(k2, h) = {Fk ∈ (πk
1 )

−1(πk2
2 )−1

(
Gr⊥⊥k2−2h(Im (x))

)
| v ∈ Fk}.

The base of the iterated fibre bundle is the isotropic Grassmannian Gr⊥⊥k2−2h(Im (x))
which is irreducible of dimension

(k2 − 2h)(2n2 − k2 + 2h)− 1
2 (k2 − 2h)(k2 − 2h− 1).

Over each point S ∈ Gr⊥⊥k2−2h(Im (x)), we have (πk2
2 )−1(S) ≃ Gr2h(S

⊥⊥/S), so each
fibre is irreducible of dimension

2h(2n2 − 2k2 + 2h).

Finally, for each U ∈ (πk2
2 )−1

(
Gr⊥⊥k2−2h(Im (x))

)
, we only consider the points F ∈

(πk
1 )

−1(U) such that v ∈ F , so we are choosing

F/(U + Cv) ∈ Gr⊥k1−1(ker(x) ∩ (C[x]v)⊥/(U + Cv)) ≃ Gr⊥,n1−1
k1−1,2n1+2n2−k2−2

which is irreducible of dimension (k1−1)(2n2+2n1−k2−k1−1)− 1
2 (k1−1)(k1−2).

In conclusion, X 4(k2, h) is an irreducible variety of dimension

(5.16) (k2 − 2h)(2n2 − k2 + 2h)− 1
2 (k2 − 2h)(k2 − 2h− 1)

+ 2h(2n2 − 2k2 + 2h) + (k1 − 1)(2n2 + 2n1 − k2 − k1 − 1)− 1
2 (k1 − 1)(k1 − 2).
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For (µ, ν) = (1n1+n2 , 1n2), (µ′, ν′) = (∅, 2n2−k2+h1n1−k1+k2−2h) we compute the
difference :

dα(µ,ν) − dα
′

(µ′,ν′) − dimX 4(k2, h)(5.17)

= 2N(2n21n1) + n2 −
1

2

∑
i≥1

(α2
i − αi)− 2N(2n2−k2+h1n1−k1+k2−2h)

− 2(n2 − k2 + h)− (n1 − k1 + k2 − 2h) +
1

2

∑
i≥2

(α2
i − αi)− (5.16)

= (n1 + n2)(n1 + n2 − 1) + n2(n2 − 1) + n2 − 1
2k(k − 1)

− (n1 + n2 − k1 − h)(n1 + n2 − k1 − h− 1)

− (n2 − k2 + h)(n2 − k2 + h− 1)

− 2(n2 − k2 + h)− (n1 − k1 + k2 − 2h)− (5.16)

= (2h+ 1)(n1 − k1) + (n2 − k2 + h).

which is always greater or equal to zero and equals zero if and only if n1 = k1 and
n2 − k2 + h = 0.

For fixed 0 ≤ n′
1 ≤ n1 + n2, 0 ≤ n′

2 ≤ n2 such that n′
1 + 2n′

2 + k = n1 + 2n2,
we have

B((1
n1+n2 ,1n2 ),α)

((∅,2n
′
21n

′
1 ),α′)

=
∐

max{0,k−n1}≤k2≤min{k−1,2n2}
max{0,k2−n2}≤h≤ k2

2

k2−h=n2−n′
2

X 4(k2, h)

=
∐

max{k−n1,n2−n′
2}≤k2

k2≤min{k−1,2n2−2n′
2}

X 4(k2, k2 − n2 + n′
2)

As before, if X 4(k2, h) ̸= ∅ ≠ X 4(k2 +1, h+1), then X 4(k2 +1, h+1) ⊂ X 4(k2, h).
It follows that there is one maximal dimensional piece that contains the others in its

closure as positive codimension subvarieties, hence B((1
n1+n2 ,1n2 ),α)

((∅,2n
′
21n

′
1 ),α′)

is irreducible,

and its dimension is the dimension of X 4(k2, k2 − n2 + n′
2) for minimal k2. If n

′
2 =

n2 − k2 + h > 0, then all pieces are strictly lower dimensional than dα(µ,ν) − dα
′

(µ′,ν′)

and the shape of (µ′, ν′) is not contained in the shape of (µ, ν). Otherwise, when
n′
2 = 0, then n = n′

1 + k so we have that the minimal k2 is k − n1 if and only if
k − n1 ≥ n2,

k − n1 ≥ n2

k ≥ n2 + n1

n− n′
1 ≥ 2n2 + n1 − n2

n− n′
1 ≥ n− n2

n2 ≥ n′
1

if and only if the shape (µ′, ν′) is contained in the shape of (µ, ν). Also notice
that k2 = k − n1, is equivalent to n1 = k1 so that indeed when n′

1 ≤ n2 we have

dimB((1
n1+n2 ,1n2 ),α)

((∅,2n
′
21n

′
1 ),α′)

= dimX 4(k−n1, k−n1−n2) = dα(µ,ν)−dα
′

(µ′,ν′), and is strictly

lower otherwise.
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Example 5.13. Here n1 = 2, n2 = 3. In the first example k = 4, n′
1 = 2,

n′
2 = 1 > 0, in the second example k = 4 and, while n′

2 = 0, n′
1 = 4 > 3 = n2,

so in both cases the diagrams are not nested. In the third example k = 6, n′
2 = 0

and n′
1 = 2 ≤ 3 = n2, so the diagrams are nested and the boxes are removed from

different rows of the two tableaux.

(∅, 2n
′
21n

′
1) =

∅,
 ̸⊂ (1n1+n2 , 1n2) =

 ,

 ;

(∅, 2n
′
21n

′
1) =

∅,
 ̸⊂ (1n1+n2 , 1n2) =

 ,

 ;

(∅, 2n
′
21n

′
1) =

(
∅,

)
⊂ (1n1+n2 , 1n2) =

 ,

 ,


x
x
x
x
x

,
x

 .

5.6.2. Suppose that (µ′, ν′) = (1n
′
2 , 1n

′
2+n′

1) = (1n2−k2+h, 1n1+n2−k1−h), with
n′
2 = n2 − k2 + h > 0. Then by Section 4.2.4, we have v ̸∈ Fk, and (Fk + Cv) ∩

x(F⊥
k ) ⊋ Fk ∩x(F⊥

k ), or equivalently that (v+Fk)∩x(F⊥
k ) ̸= ∅, by Lemma 4.5. In

this case we have that k1 ≥ 1 (otherwise if Fk ⊂ Im (x), then (v+Fk)∩ Im (x) = ∅).
Notice that since v ̸∈ Im (x), the condition that v ̸∈ Fk, (v + Fk) ∩ x(F⊥

k ) ̸= ∅ is
only possible if x(F⊥

k ) ̸⊂ Fk, equivalently,

x(F⊥
k ) \ Fk ̸= ∅ ⇐⇒ x(F⊥

k ) \ Fk ∩ x(F⊥
k ) ̸= ∅

⇐⇒ dim(x(F⊥
k )) > dim(Fk ∩ x(F⊥

k )).

Since x(F⊥
k ) = (Fk ∩ Im (x))⊥⊥ by Lemma 4.3, the dimension condition can be

expressed as

2n2 − k2 > k2 − 2h ⇐⇒ 2n2 − 2k2 + 2h > 0 ⇐⇒ n2 − k2 + h > 0

which has to be satisfied. We define the variety

X 5(k2, h) = {Fk ∈ Gr⊥k (ker(x) ∩ (C[x]v)⊥) | dim(Fk ∩ Im (x)) = k2,

dim(Fk ∩ x(F⊥
k )) = k2 − 2h, v ̸∈ Fk, (v + Fk) ∩ x(F⊥

k ) ̸= ∅}

which we can write as

X 5(k2, h) = {Fk ∈ (πk
1 )

−1(πk2
2 )−1

(
Gr⊥⊥k2−2h(Im (x))

)
| v ̸∈ Fk,

(v + Fk) ∩ (πk
1 (Fk))

⊥⊥ ̸= ∅}.

The base of the iterated fibre bundle is the isotropic Grassmannian Gr⊥⊥k2−2h(Im (x))
which is irreducible of dimension

(k2 − 2h)(2n2 − k2 + 2h)− 1
2 (k2 − 2h)(k2 − 2h− 1).
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Over each point S ∈ Gr⊥⊥k2−2h(Im (x)), we have (πk2
2 )−1(S) ≃ Gr2h(S

⊥⊥/S), so each
fibre is irreducible of dimension

2h(2n2 − 2k2 + 2h).

Finally, for each U ∈ (πk2
2 )−1

(
Gr⊥⊥k2−2h(Im (x))

)
, we only consider the points F ∈

(πk
1 )

−1(U) such that v ̸∈ F , (v + F ) ∩ (U)⊥⊥ ̸= ∅.
Suppose L = (v + F ) ∩ (U)⊥⊥ ̸= ∅ and w ∈ L, then w ∈ (U)⊥⊥ \ F ∩ U⊥⊥ =

(U)⊥⊥ \U ∩U⊥⊥, viceversa given w ∈ (U)⊥⊥ \U ∩U⊥⊥, we have that L ̸= ∅ if and only
if w = v+f with f ∈ F , if and only if w−v ∈ F . L (if nonempty) is an affine space
of dimension equal to dimF ∩ U⊥⊥ = dimU ∩ U⊥⊥ and all points in L are of the
form w+u, with w ∈ L and u ∈ U ∩U⊥⊥. It follows that if w,w′ ∈ (U)⊥⊥ \U ∩U⊥⊥,
then (U + C(w − v))/U = (U + C(w′ − v))/U if and only if w − w′ ∈ U ∩ U⊥⊥.

So, we have an isomorphism of varieties

D := {(w,D) | w ∈ ((U)⊥⊥ \ U ∩ U⊥⊥)/(U ∩ U⊥⊥),

D ∈ Gr⊥k1−1(ker(x) ∩ (C[x]v)⊥/(U + C(w − v)), v ̸∈ D}

≃ {F ∈ (πk
1 )

−1(U) | v ̸∈ F, (v + F ) ∩ (U)⊥⊥ ̸= ∅}

given by (w,D) 7→ D̃, where D̃ is any pre-image of D under the projection ker(x)∩
(C[x]v)⊥/U → ker(x) ∩ (C[x]v)⊥/(U + C(w − v)).

The variety D is by definition a fibre bundle with the map (w,D) 7→ w, with

base ((U)⊥⊥ \U ∩U⊥⊥)/U ∩U⊥⊥ = ((U)⊥⊥ \πk2
2 (U))/πk2

2 (U), which is an irreducible
variety of dimension dim((U)⊥⊥) − dim(U ∩ U⊥⊥) = 2n2 − k2 − (k2 − 2h) = 2n2 −
2k2 + 2h (isomorphic to a vector space minus the origin), and fibre isomorphic to
an open dense subvariety (to guarantee that v ̸∈ D) of

Gr⊥k1−1(ker(x) ∩ (C[x]v)⊥/(U + C(w − v)) ≃ Gr⊥,n1−1
k1−1,2n1+2n2−k2−2

which is irreducible of dimension (k1−1)(2n2+2n1−k2−k1−1)− 1
2 (k1−1)(k1−2).

In conclusion, X 5(k2, h) is an irreducible variety of dimension

(k2 − 2h)(2n2 − k2 + 2h)− 1
2 (k2 − 2h)(k2 − 2h− 1) + 2h(2n2 − 2k2 + 2h)+

(5.18)

+ 2n2 − 2k2 + 2h+ (k1 − 1)(2n2 + 2n1 − k2 − k1 − 1)− 1
2 (k1 − 1)(k1 − 2).

For (µ, ν) = (1n1+n2 , 1n2), (µ′, ν′) = (1n2−k2+h, 1n1+n2−k1−h) we compute the dif-
ference:
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dα(µ,ν) − dα
′

(µ′,ν′) − dimX 5(k2, h)(5.19)

= 2N(2n21n1) + n2 −
1

2

∑
i≥1

(α2
i − αi)− 2N(2n2−k2+h1n1−k1+k2−2h)

− (n1 + n2 − k1 − h) +
1

2

∑
i≥2

(α2
i − αi)− (5.18)

= (n1 + n2)(n1 + n2 − 1) + n2(n2 − 1) + n2 − 1
2k(k − 1)

− (n1 + n2 − k1 − h)(n1 + n2 − k1 − h− 1)

− (n2 − k2 + h)(n2 − k2 + h− 1)

− (n1 + n2 − k1 − h)− (5.18)

= (2h+ 1)(n1 − k1).

which is always greater or equal to zero and equals zero if and only if n1 = k1. For
fixed 0 ≤ n′

1 ≤ n1 + n2, 0 ≤ n′
2 ≤ n2 such that n′

1 + 2n′
2 + k = n1 + 2n2, we have

B((1
n1+n2 ,1n2 ),α)

((1n
′
2 ,1n

′
1+n′

2 ),α′)
=

∐
max{0,k−n1}≤k2≤min{k−1,2n2}

max{0,k2−n2}≤h≤ k2
2

k2−h=n2−n′
2

X 5(k2, h)

=
∐

max{k−n1,n2−n′
2}≤k2

k2≤min{k−1,2n2−2n′
2}

X 5(k2, k2 − n2 + n′
2)

As before, if X 5(k2, h) ̸= ∅ ≠ X 5(k2+1, h+1), then X 5(k2+1, h+1) ⊂ X 5(k2, h). It
follows that there is one irreducible piece of maximal dimension that contains all the

other ones in its closure as positive codimension subvarieties, hence B((1
n1+n2 ,1n2 ),α)

((1n
′
2 ,1n

′
1+n′

2 ),α′)

is an irreducible variety. By (5.19) we have that the piece of maximal dimension is

X 5(k2, k2−n2+n′
2) for minimal k2. Notice that the shape (1n

′
2 , 1n

′
1+n′

2) is contained
in the shape (1n1+n2 , 1n2) (and hence obtained by removing boxes appropriately)
if and only if n2 − n′

1 − n′
2 ≥ 0

n2 − n′
1 − n′

2 ≥ 0

2n2 − n2 + n1 − n1 − n′
1 − 2n′

2 + n′
2 − k + k ≥ 0

n− n2 − n1 − n+ n′
2 + k ≥ 0

k − n1 ≥ n2 − n′
2

if and only if max{k − n1, n2 − n′
2} = k − n1, if and only if the minimum possible

k2 is k2 = k − n1, if and only if

k2 = k − n1

k2 = k1 + k2 − n1

0 = k1 − n1

n1 = k1

and as a conclusion dimB((1
n2 ,1n1+n2 ),α)

((1n
′
1+n′

2 ,1n
′
2 ),α′)

= dα(µ,ν) − dα
′

(µ′,ν′) if and only if the shape

is obtained by removing boxes as desired and is strictly lower otherwise.
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Example 5.14. Here n1 = 2, n2 = 3. In the first example k = 2, n′
1 + n′

2 =
2 + 2 > 3 = n2, so the diagrams are not nested, in the second example k = 5,
n′
1 + n′

2 = 1 + 1 = 2 ≤ n2, so the diagrams are nested and the boxes are removed
from different rows of the two tableaux.

(1n
′
1 , 1n

′
1+n′

2) =

 ,

 ̸⊂ (1n1+n2 , 1n2) =

 ,

 ;

(1n
′
1 , 1n

′
1+n′

2) =

(
,

)
⊂ (1n1+n2 , 1n2) =

 ,

 ,

 x
x
x
x

,
x

 .

5.6.3. Suppose that (µ′, ν′) = (1n
′
2+n′

1 , 1n
′
2) = (1n1+n2−k1−h, 1n2−k2+h), with

n′
1 = n1 − k1 + k2 − 2h > 0. Then by Section 4.2.4, we have v ̸∈ Fk, and (Fk +

Cv) ∩ x(F⊥
k ) = Fk ∩ x(F⊥

k ), or equivalently that (v + Fk) ∩ x(F⊥
k ) = ∅, by Lemma

4.5. We define the variety

X 6(k2, h) = {Fk ∈ Gr⊥k (ker(x) ∩ (C[x]v)⊥) | dim(Fk ∩ Im (x)) = k2,

dim(Fk ∩ x(F⊥
k )) = k2 − 2h, (v + Fk) ∩ x(F⊥

k ) = ∅}

which we can write as

X 6(k2, h) = {Fk ∈ (πk
1 )

−1(πk2
2 )−1

(
Gr⊥⊥k2−2h(Im (x))

)
| (v + Fk) ∩ (πk

1 (Fk))
⊥⊥ = ∅}.

The base of the iterated fibre bundle is the isotropic Grassmannian Gr⊥⊥k2−2h(Im (x))
which is irreducible of dimension

(k2 − 2h)(2n2 − k2 + 2h)− 1
2 (k2 − 2h)(k2 − 2h− 1).

Over each point S ∈ Gr⊥⊥k2−2h(Im (x)), we have (πk2
2 )−1(S) ≃ Gr2h(S

⊥⊥/S), so each
fibre is irreducible of dimension

2h(2n2 − 2k2 + 2h).

Finally, for each U ∈ (πk2
2 )−1

(
Gr⊥⊥k2−2h(Im (x))

)
, we only consider the points F ∈

(πk
1 )

−1(U) such that (v + F ) ∩ (U)⊥⊥ = ∅, which is an open dense subvariety of

Gr⊥k1
(ker(x) ∩ (C[x]v)⊥/U) ≃ Gr⊥,n1−1

k1,2n1+2n2−1−k2

which is irreducible of dimension k1(2n2 + 2n1 − k2 − k1 − 1)− 1
2k1(k1 − 1).

In conclusion, X 6(k2, h) is an irreducible variety of dimension

(5.20) (k2 − 2h)(2n2 − k2 + 2h)− 1
2 (k2 − 2h)(k2 − 2h− 1)+

+ 2h(2n2 − 2k2 + 2h) + k1(2n2 + 2n1 − k2 − k1 − 1)− 1
2k1(k1 − 1).
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For (µ, ν) = (1n1+n2 , 1n2), (µ′, ν′) = (1n1+n2−k1−h, 1n2−k2+h) we compute the dif-
ference:

dα(µ,ν) − dα
′

(µ′,ν′) − dimX 6(k2, h)(5.21)

= 2N(2n21n1) + n2 −
1

2

∑
i≥1

(α2
i − αi)− 2N(2n2−k2+h1n1−k1+k2−2h)

− (n2 − k2 + h) +
1

2

∑
i≥2

(α2
i − αi)− (5.20)

= (n1 + n2)(n1 + n2 − 1) + n2(n2 − 1) + n2 − 1
2k(k − 1)

− (n1 + n2 − k1 − h)(n1 + n2 − k1 − h− 1)

− (n2 − k2 + h)(n2 − k2 + h− 1)

− (n2 − k2 + h)− (5.20)

= 2h(n1 − k1).

Since h ≥ 0 and n1 ≥ k1, this difference is always greater or equal to zero and it
equals zero if and only if h = 0 or n1 = k1.

For fixed 0 < n′
1 ≤ n1 + n2, 0 ≤ n′

2 ≤ n2 such that n′
1 + 2n′

2 + k = n1 + 2n2,
we have

B((1
n1+n2 ,1n2 ),α)

((1n
′
1+n′

2 ,1n
′
2 ),α′)

=
∐

max{0,k−n1}≤k2≤min{k,2n2}
max{0,k2−n2}≤h≤ k2

2

k2−h=n2−n′
2

X 6(k2, h)

=
∐

max{0,n2−n′
1−n′

2}≤h

h≤min{k−(n2−n′
2),n2−n′

2}

X 6(h+ n2 − n′
2, h).

As in previous cases, if X 6(k2, h) ̸= ∅ ≠ X 6(k2 +1, h+1), then X 6(k2 +1, h+1) ⊂
X 6(k2, h). It follows that there is one irreducible piece of maximal dimension that
contains all the other ones in its closure as positive codimension subvarieties, hence

B((1
n1+n2 ,1n2 ),α)

((1n
′
2 ,1n

′
1+n′

2 ),α′)
is an irreducible variety. By (5.21), the piece of maximal dimension

is X 6(h + n2 − n′
2, h) for minimal h. This minimal h equals zero if and only if

n′
1 + n′

2 ≥ n2. Otherwise, if n′
1 + n′

2 < n2, then the minimal h is h = n2 − n′
1 − n′

2

which gives us

h = n2 − n′
1 − n′

2

h = n2 − (n1 − k1)− (k2 − 2h)− (n2 − k2 + h)

h = n2 − n1 + k1 − k2 + 2h− n2 + k2 − h

0 = −n1 + k1

n1 = k1.

So we always have that B((1
n1+n2 ,1n2 ),α)

((1n
′
1+n′

2 ,1n
′
2 ),α′)

is of dimension dα(µ,ν) − dα
′

(µ′,ν′).

5.7. µ = 2n21n1 , ν = ∅. Here n2 > 0. In this case we have x ̸= 0, x2 = 0 and

v ̸∈ ker(x), so ker(x) ∩ (C[x]v)⊥ = ker(x) ∩ (Cv)⊥ is a 2n1 + 2n2 − 1-dimensional
space where the restriction of ⟨, ⟩ has rank max{2n1 − 2, 0} (r = max{n1 − 1, 0}).
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We define k1, k2 and h as in Section 4.1.2. According to Section 4.2.6, there are
two possibilities for (µ′, ν′), which we now examine separately.

5.7.1. Suppose that (µ′, ν′) = (1n
′
2+n′

1 , 1n
′
2) = (1n1+n2−k1−h, 1n2−k2+h) . Then

by Section 4.2.6, we have 0 ̸= xv ∈ Fk, and since we know that xv ∈ x(F⊥
k ) we

necessarily have that xv ∈ Fk ∩ x(F⊥
k ), hence we have k2 − 2h > 0 and n′

1 =
n1 − k1 + k2 − 2h > 0.

We define the variety

X 7(k2, h) = {Fk ∈ Gr⊥k (ker(x) ∩ (C[x]v)⊥) | dim(Fk ∩ Im (x)) = k2,

dim(Fk ∩ x(F⊥
k )) = k2 − 2h, xv ∈ Fk ∩ x(F⊥

k )}

If xv ∈ Fk ∩x(F⊥
k ), then (Fk ∩x(F⊥

k ))/Cxv ∈ Gr⊥⊥k2−2h−1(C(xv)⊥⊥/Cxv). It follows
that we have a description as an iterated vector bundle

X 7(k2, h) = (πk
1 )

−1(πk2
2 )−1

(
Gr⊥⊥k2−2h−1((Cxv)⊥⊥/Cxv)

)
.

The base is an isotropic Grassmannian, hence an irreducible variety of dimension

(5.22) (k2 − 2h− 1)(2n2 − k2 + 2h− 1)− 1
2 (k2 − 2h− 1)(k2 − 2h− 2).

Over every point S ∈ Gr⊥⊥k2−2h((Cxv)⊥⊥/Cxv), we have (πk2
2 )−1(S) ≃ Gr2h(S

⊥⊥/S),
so each fibre is irreducible of dimension

2h(2n2 − 2k2 + 2h).

Finally over a point U ∈ (πk2
2 )−1

(
Gr⊥⊥k2−2h−1((Cxv)⊥⊥/Cxv)

)
, we have that, when

n1 ≥ 1, then (πk
1 )

−1(U) is isomorphic to an open dense subvariety of

Gr⊥k1
(ker(x) ∩ (C[x]v)⊥/U) ≃ Gr⊥,n1−1

k1,2n1+2n2−1−k2

which is irreducible of dimension k1(2n2 +2n1− k2− k1− 1)− 1
2k1(k1− 1). Notice

that if n1 = 0, then necessarily k1 = 0 and (πk
1 )

−1(U) is a single point, so the
formula for the dimension works in this case as well. In conclusion, X 7(k2, h) is an
irreducible variety of dimension

(5.23) (k2 − 2h− 1)(2n2 − k2 + 2h− 1)− 1
2 (k2 − 2h− 1)(k2 − 2h− 2)+

+ 2h(2n2 − 2k2 + 2h) + k1(2n2 + 2n1 − k2 − k1 − 1)− 1
2k1(k1 − 1).
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For (µ, ν) = (2n21n1 , ∅), (µ′, ν′) = (1n1+n2−k1−h, 1n2−k2+h) we compute the differ-
ence:

dα(µ,ν) − dα
′

(µ′,ν′) − dimX 7(k2, h)(5.24)

= 2N(2n21n1)− 1

2

∑
i≥1

(α2
i − αi)− 2N(2n2−k2+h1n1−k1+k2−2h)

− (n2 − k2 + h) +
1

2

∑
i≥2

(α2
i − αi)− (5.23)

= (n1 + n2)(n1 + n2 − 1) + n2(n2 − 1)− 1
2k(k − 1)

− (n1 + n2 − k1 − h)(n1 + n2 − k1 − h− 1)

− (n2 − k2 + h)(n2 − k2 + h− 1)

− (n2 − k2 + h)− (5.23)

= h(2n1 − 2k1 + 1) + n2 − k2 + h.(5.25)

Since h ≥ 0, n1 ≥ k1, and n2 − k2 + h ≥ 0 this difference is always greater or equal
to zero and it equals zero if and only if h = 0 and n2 − k2 + h = 0, (which means
n2 = k2).

For fixed 0 < n′
1 ≤ n1 + n2, 0 ≤ n′

2 ≤ n2 such that n′
1 + 2n′

2 + k = n1 + 2n2,
we have

B((2
n21n1 ,∅),α)

((1n
′
1+n′

2 ,1n
′
2 ),α′)

=
∐

max{0,k−n1}≤k2≤min{k,2n2}
max{0,k2−n2}≤h<

k2
2

k2−h=n2−n′
2

X 7(k2, h)

=
∐

max{0,n2−n′
1−n′

2}≤h

h≤min{k−(n2−n′
2),n2−n′

2−1}

X 7(h+ n2 − n′
2, h)

As in previous cases, if X 7(k2, h) ̸= ∅ ≠ X 7(k2 +1, h+1), then X 7(k2 +1, h+1) ⊂
X 7(k2, h). It follows that there is one irreducible piece of maximal dimension that
contains all the other ones in its closure as positive codimension subvarieties hence

B((2
n21n1 ,∅),α)

((1n
′
1+n′

2 ,1n
′
2 ),α′)

is irreducible. Notice that by (5.24) we have that the piece of

maximal dimension is X (h+ n2 − n′
2, h) for minimal h.

If n′
2 = n2 − k2 + h > 0, then all pieces are strictly lower dimensional than

dα(µ,ν) − dα
′

(µ′,ν′) and the shape of (µ′, ν′) is not contained in the shape of (µ, ν).

Otherwise, if n′
2 = 0, we have that the minimal h is max{0, n2 − n′

1}, and this

equals zero if and only if n′
1 ≥ n2, if and only if the shape (1n

′
1 , ∅) is obtained from

(2n21n1 , ∅) by removing boxes with no two of them being in the same row.

In conclusion, B((2
n21n1 ,∅),α)

((1n
′
1+n′

2 ,1n
′
2 ),α′)

is an irreducible variety of dimension less or

equal to dα(µ,ν)−d
α′

(µ′,ν′) with equality if and only if the shape is obtained by removing

boxes in the appropriate way.

Example 5.15. Here n1 = 2, n2 = 3. In the first example k = 4, n′
1 = 2,

n′
2 = 1 > 0, so the diagrams are not nested. In the second example k = 6, and,

while n′
2 = 0, n′

1 = 2 < 3 = n2, so some boxes are removed from the same row,
while in the third example k = 4, n′

2 = 0 and n′
1 = 4 ≥ 3 = n2, so the boxes are
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removed from different rows of the two tableaux.

(1n
′
1+n′

2 , 1n
′
2) =

 ,

 ̸⊂ (2n21n1 , ∅) =

 , ∅

 ;

(1n
′
1+n′

2 , 1n
′
2) =

(
, ∅
)
⊂ (2n21n1 , ∅) =

 , ∅

 ,


x
x
x x

x
x

, ∅

 ;

(1n
′
1+n′

2 , 1n
′
2) =

 , ∅

 ⊂ (2n21n1 , ∅) =

 , ∅

 ,


x
x
x

x

, ∅

 .

5.7.2. Suppose that (µ′, ν′) = (2n
′
21n

′
1 , ∅) = (2n2−k2+h1n1−k1+k2−2h, ∅), with

n′
2 = n2 − k2 + h > 0. Then by Section 4.2.6, we have 0 ̸= xv ̸∈ Fk. We define the

variety

X 8(k2, h) = {Fk ∈ Gr⊥k (ker(x) ∩ (C[x]v)⊥) | dim(Fk ∩ Im (x)) = k2,

dim(Fk ∩ x(F⊥
k )) = k2 − 2h, xv ̸∈ Fk}.

Notice that, since xv ∈ x(F⊥
k ) = (Fk ∩ Im (x))⊥⊥, we have Fk ∩ Im (x) ⊂ (Cxv)⊥⊥.

Also the bilinear form ⟨⟨ , ⟩⟩ restricted to the (2n2−1)-dimensional space (Cxv)⊥⊥ ⊂
Im (x) has rank 2n2 − 2 (r = n2 − 1). It follows that Fk ∩ x(F⊥

k ) ∈ Z :=

{S ∈ Gr⊥⊥k2−2h((Cxv)⊥⊥) | S ∩ Cxv = 0} which is an open dense subvariety of

Gr⊥⊥k2−2h((Cxv)⊥⊥), hence irreducible of dimension

dimGr⊥n2−1
k2−2h,2n2−1 = (k2 − 2h)(2n2 − 1− k2 + 2h)− 1

2 (k2 − 2h)(k2 − 2h− 1).

Over every point S ∈ Z, we consider only the points U ∈ (πk2
2 )−1(S) such that

xv ̸∈ U , and U ⊂ (Cxv)⊥⊥ i.e. we are choosing U/S ∈ Gr2h((S
⊥⊥ ∩ (Cxv)⊥⊥)/S),

such that U/S∩Cxv/S = 0 (where Cxv/S is the image of Cxv under the projection
S⊥⊥∩(Cxv)⊥⊥ → (S⊥⊥∩(Cxv)⊥⊥)/S) so each fibre, if nonempty, is an open subvariety
of a Grassmannian, hence irreducible of dimension

dimGr2h,2n2−2(k2−2h)−1 = 2h(2n2 − 2k2 + 2h− 1).

This fibre is nonempty if and only if it is possible to choose U/S that does not
contain Cxv/S, if and only if

2h < 2n2 − 2(k2 − 2h)− 1

2h < 2n2 − 2k2 + 4h− 1

1 < 2n2 − 2k2 + 2h

1/2 < n2 − k2 + h.

which is equivalent to n2 − k2 + h > 0 since those are all integers.
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Finally, over a point U ∈ (πk2
2 )−1 (Z), (with U ⊂ (Cxv)⊥⊥ and xv ̸∈ U) we have

that, when n1 ≥ 1, (πk
1 )

−1(U) is isomorphic to an open dense subvariety of

Gr⊥k1
(ker(x) ∩ (C[x]v)⊥/U) ≃ Gr⊥,n1−1

k1,2n1+2n2−1−k2

which is irreducible of dimension k1(2n2 + 2n1 − k2 − k1 − 1) − 1
2k1(k1 − 1). If

n1 = 0, then necessarily k1 = 0 and (πk
1 )

−1(U) is a single point, so the formula for
the dimension works in this case as well. In conclusion, X 8(k2, h) is an irreducible
variety of dimension

(5.26) (k2 − 2h)(2n2 − k2 + 2h− 1)− 1
2 (k2 − 2h)(k2 − 2h− 1)

+ 2h(2n2 − 2k2 + 2h− 1) + k1(2n2 + 2n1 − k2 − k1 − 1)− 1
2k1(k1 − 1).

For (µ, ν) = (2n21n1 , ∅), (µ′, ν′) = (2n2−k2+h1n1−k1+k2−2h, ∅) we compute the dif-
ference:

dα(µ,ν) − dα
′

(µ′,ν′) − dimX 8(k2, h)(5.27)

= 2N(2n21n1)− 1

2

∑
i≥1

(α2
i − αi)− 2N(2n2−k2+h1n1−k1+k2−2h)

+
1

2

∑
i≥2

(α2
i − αi)− (5.26)

= (n1 + n2)(n1 + n2 − 1) + n2(n2 − 1)− 1
2k(k − 1)

− (n1 + n2 − k1 − h)(n1 + n2 − k1 − h− 1)

− (n2 − k2 + h)(n2 − k2 + h− 1)− (5.26)

= h(2n1 − 2k1 + 1).

Since h ≥ 0 and n1 ≥ k1 this difference is always greater or equal to zero and it
equals zero if and only if h = 0.

For fixed 0 ≤ n′
1 ≤ n1 + n2, 0 < n′

2 ≤ n2 such that n′
1 + 2n′

2 + k = n1 + 2n2,
we have

B((2
n21n1 ,∅),α)

((2n
′
21n

′
1 ,∅),α′)

=
∐

max{0,k−n1}≤k2≤min{k,2n2}
max{0,k2−n2+1}≤h≤ k2

2

k2−h=n2−n′
2

X 8(k2, h)

=
∐

max{0,n2−n′
1−n′

2}≤h

h≤min{k−(n2−n′
2),n2−n′

2−1}

X 8(h+ n2 − n′
2, h)

As in previous cases, if X 8(k2, h) ̸= ∅ ≠ X 8(k2 +1, h+1), then X 8(k2 +1, h+1) ⊂
X 8(k2, h). It follows that there is one irreducible piece of maximal dimension that
contains all the other ones in its closure as positive codimension subvarieties hence

B((2
n21n1 ,∅),α)

((2n
′
21n

′
1,∅),α′)

is irreducible. By (5.27) we have that the piece of maximal dimension

is X 8(h + n2 − n′
2, h) for minimal h i.e. h = max{0, n2 − n′

1 − n′
2}. The minimal

h is h = 0 if and only if n2 ≤ n′
1 + n′

2 if and only if the shape (2n
′
21n

′
1 , ∅) is

obtained from (2n21n1 , ∅) by removing boxes in a vertical strip. In conclusion,

dimB((µ,ν),α)((µ′,ν′),α′) = dα(µ,ν) − dα
′

(µ′,ν′) exactly when the shape is obtained by removing

boxes from different rows and is strictly lower otherwise.
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Example 5.16. Here n1 = 2, n2 = 3, k = 4. In the first example n′
1 + n′

2 =
0+ 2 < 3 = n2 so some boxes are removed from the same row, while in the second
example n′

1 + n′
2 = 2 + 1 = 3 ≥ n2 so the boxes are removed from different rows.

(2n
′
21n

′
1 , ∅) =

(
, ∅
)
⊂ (2n21n1 , ∅) =

 , ∅

 ,

 x x
x
x

, ∅

 ;

(2n
′
21n

′
1 , ∅) =

 , ∅

 ⊂ (2n21n1 , ∅) =

 , ∅

 ,

 x
x

x
x

, ∅

 .

6. Extending to any xℓ = 0

In this section we outline how our computations for the proof of the case of
x2 = 0 could be extended to any nilpotent x. We are not able to carry it out in
this paper, but it should be the basis for future work.

Suppose that xℓ = 0, xℓ−1 ̸= 0 for some ℓ > 0, then λ = (ℓnℓ · · · 2n21n1) for
some nj ≥ 0 and J(x) =

(
ℓ2nℓ · · · 22n212n1

)
. For any isotropic subspace 0 ⊂ Fk ⊂

F⊥
k ⊂ V with Fk ⊂ ker(x), we define kj := dim(Fk∩ Im (xj−1))−dim(Fk∩ Im (xj))

for j = 1, . . . , ℓ. Then by Lemma 3.2 we have that

J
(
x|V/Fk

)
= J (x|Fk

) =
(
ℓ2nℓ−kℓ(ℓ− 1)2nℓ−1−kℓ−1+kℓ · · · 22n2−k2+k312n1−k1+k2

)
.

Now, notice that since Im (x) ⊂ F⊥
k , for all j we have that Im (xj) ⊂ xj−1(Fk).

We have then a filtration of subspaces

· · · ⊂ Fk ∩ xj(F⊥
k ) ⊂ Fk ∩ Im (xj) ⊂ Fk ∩ xj−1(F⊥

k ) ⊂ Fk ∩ Im (xj−1) ⊂ · · ·

By Lemma 4.3, xj(F⊥
k ) =

(
Fk ∩ Im (xj)

)⊥⊥j
, so

(
Fk ∩ Im (xj)

)
/
(
Fk ∩ xj(F⊥

k )
)
is a

symplectic space with non-degenerate skew-symmetric bilinear form given by the re-
striction of ⟨⟨ , ⟩⟩j . We denote the dimension dim

(
Fk ∩ Im (xj)

)
/
(
Fk ∩ xj(F⊥

k )
)
=

2hj (so the h we used in the previous sections would actually become h1).
Then, we apply Lemma 3.7 and, since

a′j−1 − a′j =


kℓ − 2hℓ−1 if j = ℓ

kj + 2hj − 2hj−1 if 1 < j < ℓ

k1 + 2h1 if j=1

,

we obtain that

J
(
x|F⊥

k /Fk

)
= (ℓ2nℓ−2kℓ+2hℓ−1(ℓ− 1)2nℓ−1−2kℓ−1+2kℓ−4hℓ−1+2hℓ−2

(ℓ− 2)2nℓ−2−2kℓ−2+2kℓ−1+2hℓ−3−4hℓ−2+2hℓ−1 · · ·

· · · 22n2−2k2+2k3+2h1−4h2+2h312n1−2k1+2k2−4h1+2h2)

The difficulty then lies in computing J
(
x|F⊥

k /Fk+C[x]v

)
because there are many

different possibilities in general for how v can fit within the various subspaces
involved in the computation and we do not know how to treat it in general. The
case-by-case approach we used for ℓ = 1, 2 quickly becomes unwieldy for ℓ > 2.
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7. Exotic Robinson-Schensted-Knuth correspondence

The Robinson-Schensted correspondence is a combinatorial bijection between
permutations and pairs of standard Young tableaux of the same shape, and it was
given a geometric interpretation by Steinberg (see [19]) in terms of varieties of
pairs of flags in Type A. In [18], one of the authors generalized the construction to
pairs of partial flags, obtaining the Robinson-Schensted-Knuth (RSK) correspon-
dence between matrices with nonnegative integer entries and pairs of semistandard
Young tableaux of the same shape. We now outline how Conjecture 2.19 similarly
implies an exotic Robinson-Schensted-Knuth correspondence that generalizes the
one obtained for complete flags in [16].

Definition 7.1 (Partial exotic Steinberg Variety). Let α, β be compositions
of n, we define the exotic Steinberg variety of type (α, β) to be

Zα,β := {(F•, F
′
•, (v, x)) ∈ Fα(V )×Fβ(V )×N | F• ∈ Cα(v,x), F ′

• ∈ C
β
(v,x)}.

Notice that for α = β = 1n, we obtain the exotic Steinberg variety of [15, Def.
6.1].

Definition 7.2 (Relative Position). Let α = (α1, . . . , αm) ⊨ n,
β = (β1, . . . , βℓ) ⊨ n, F ∈ Fα(V ), F ′ ∈ Fβ(V ). We define a matrix A =

A(F, F ′) = (ai,j)1≤i≤2m,1≤j≤2ℓ by

ai,j = dim((Fα̌i
∩ F ′

β̌j
)/(Fα̌i−1

∩ F ′
β̌j

+ Fα̌i
∩ F ′

β̌j−1
))

which we call the relative position of the partial flags F and F ′.

Remark 7.3. Notice that the row sums of A(F, F ′) are
α̂ = (α1, α2, . . . , αm, αm, . . . , α1) and the column sums are

β̂ = (β1, β2, . . . , βℓ, βℓ, . . . , β1). Also, since F⊥
α̌i

= Fα̌2m−i
and F ′⊥

β̌j
= F ′

β̌2ℓ−j
, it

follows that

(7.1) a2m+1−i,2ℓ+1−j = ai,j .

For α, β ⊨ n, we define Mα,β to be the set of matrices with nonnegative integer

entries, with row sums α̂, column sums β̂ and satisfying (7.1).

Remark 7.4. The set Mα,β parametrizes the orbits of the diagonal action
of Sp2n on Fα(V ) × Fβ(V ). Also, we can identify Mα,β with the double cosets
Wα\W/Wβ , where W is the Weyl group of Type C (signed permutations) and Wα,
Wβ are parabolic subgroups.

Let θ : Zα,β → Fα(V )× Fβ(V ) defined by θ(F•, F
′
•, (v, x)) = (F, F ′), then for

A ∈Mα,β we define Zα,β
A = θ−1(A).

On the other hand, for any bipartition of n, (µ, ν), and composition α ⊨ n, we
let SYBα(µ, ν) be the set of all semistandard bitableaux of shape (µ, ν) and content

α. Then for any T ∈ SYBα(µ, ν), T ′ ∈ SYBβ(µ, ν), we can consider the subvariety

Zα,β
T,T ′ := {(F, F ′, (v, x)) ∈ Zα,β | Φ(F ) = T, Φ(F ′) = T ′}.

Conjecture 7.5. The variety Zα,β (if nonempty) is pure dimensional of di-

mension 2n2− 1
2

∑m
i=1(α

2
i−αi)− 1

2

∑ℓ
i=1(β

2
i −βi) and its irreducible components are

{Zα,β
A | A ∈ Mα,β}. The irreducible components of Zα,β can also be parametrized

as

{Zα,β
T,T ′ | (µ, ν) ∈ Qn, T ∈ SYBα(µ, ν), T ′ ∈ SYBβ(µ, ν)}.
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This would follow from Conjecture 2.19 and give a geometrically defined bijec-
tion

Mα,β ←→
∐

(µ,ν)∈Qn

SYBα(µ, ν)× SYBβ(µ, ν)

given by A↔ (T, T ′) if and only if Zα,β
A = Zα,β

T,T ′ . We expect that its combinatorial

description should be a ‘semistandardization’ of the algorithm of [16], analogously
to what was done in [18] for the RSK correspondence in Type A.

Example 7.6. Let n = 2, and α = β = (2), then there are three pairs of
semistandard bitableaux of the same shape with contents α and β, which are((

1 , 1
)
,
(
1 , 1

))
,

((
1
1
,∅

)
,

(
1
1
,∅

))
,

((
∅, 1

1

)
,

(
∅, 1

1

))
.

It can then be checked that the geometric correspondence matches these respectively
to the following matrices of relative positions (which comprise the set M (2),(2)):[

2 0
0 2

] [
1 1
1 1

] [
0 2
2 0

]
.
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