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ABSTRACT
The research community has already produced a breadth of ap-

proaches to resolve several value alignment problems. However,

in the pursuit of value alignment, we usually need to know which

values we want our AI to align with. This problem, called value

inference, has caught some attention lately with many approaches

to detect which moral values are relevant in a context, or to build a

model (called value system) representing the values and priorities of

an individual. However, another important task in value inference

is that of value system aggregation. This consists in aggregating

the moral value models of several individuals to obtain one rep-

resenting everybody. So far, only one value system aggregation

method has been proposed. In this paper, we discuss why research

in value system aggregation is paramount and the possible avenues

to implement value system aggregation depending on the value

alignment problem at hand.
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1 INTRODUCTION
As Artificial Intelligence becomes commonplace, there are rising

concerns about the ethical implications it has and will continue to

bring about. As such, there has been increasing interest in value

alignment [52], which is the task of ensuring that AI aligns with the

moral values we want to uphold. In decision-making, one possible

approach to ensuring value alignment is to consider a model of

the moral values to guide the decision-making process [61]. When

looking at how humans make decisions, we see that they usually

consider several moral values. For example, we might decide to eat

lettuce instead of steak because it is healthier, more sustainable,

and cheaper. However, not all moral values may be relevant in a

given context. For instance, when deciding what to eat, the value

of benevolence might rarely be relevant. In addition to consider-

ing multiple values, we usually have preferences among them. For
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example, if the region we inhabit produces asparagus, we might

prefer to eat asparagus over lettuce as they are more sustainable

in this case, even though it might be more expensive, signalling

that sustainability is preferred over economy. Thus, researchers in

values and AI usually consider value systems [43, 60, 63] which,

despite lacking a universal definition, commonly exhibit the afore-

mentioned traits (multiple values and preferences among them).

Value systems are thus models that can guide many value alignment

approaches, so it is paramount to obtain them. However, finding

the value system with which we want AI to align is a challenging

problem.

Although the processes for obtaining value systems still require

more detailed research, one proposal [38] approaches this problem

in three steps, namely value identification, value system estimation,

and value system aggregation. As previously discussed, different

contexts may have different relevant values. For instance, in the con-

text of alimentation, health and sustainability are relevant values

whereas benevolence might not be relevant. The literature contains

several universal sets of values, for example, Schwartz’s theory of

basic values [56], Hofstede’s cultural dimensions [25], or those of

the Moral Foundations theory [24]. Despite these sets serving as

a good universal set of values, for value alignment applications it

is better to consider a set of values specific to the context at hand.

As such, the first step of value inference is value identification,
which aims at finding the relevant values in a context. Value identi-

fication is usually approached by detecting the relevant values in

context-specific texts, be it automatically [67] or semi-automatically

[39]. The next step proposed by Liscio et al. is value system esti-
mation, that is, to obtain the preferences of individuals over the

previously detected relevant values. This again, can be achieved

with text-based approaches [62]. Finally, and most relevant to the

purpose of this paper, is value system aggregation, which aims

at aggregating all the individual value systems of the previous step

into a single system that represents everyone.

Crucially, while there has been significant research in both value

system identification and value system estimation (see [38] for more

details), value system aggregation has been mostly overlooked. In

line with Conitzer et al. [9], we believe that Social Choice tech-

niques can serve as a basis for this process. However, as we will

discuss in later sections, preference aggregation techniques are not

always suitable for performing value system aggregation, therefore

we need to define new aggregation methods that can deal with

the complexities brought by moral values. So far, only one value

system aggregation approach has been proposed, that of Lera Leri

et al. [35]. However, this approach is not without faults. While the

authors aimed at building a value system aggregation method that

is computationally feasible, they do not study its formal properties.

With this in mind, this paper aims to explore ideas for possible

paths to value system aggregation, categorising several approaches



we may wish to develop and providing illustrative use cases where

they would be appropriate. In more detail, the contributions of this

paper are:

• A formal characterization of value system aggregation as a

distinct problem from preference aggregation.

• A taxonomy of value system aggregation approaches based

on four key dimensions: judgment structure, ethical paradigms

of aggregation, generality, and deliberation.

• An exploration of practical use cases illustrating how dif-

ferent aggregation approaches can address value alignment

challenges in participatory policymaking.

The paper is structured as follows. In Section 2, we motivate

value system aggregation as a useful tool in policymaking. Section

3 introduces necessary background on moral values and value

systems. Section 4 discusses the differences between value system

aggregation and preference aggregation. Sections 5, 6, 7, and 8

discuss possible avenues to define novel value system aggregation

methods. Finally, Section 9 presents the conclusions and outlines

directions for future work.

2 MOTIVATION: PARTICIPATORY BUDGETS
In this section, we motivate the relevance of value system aggre-

gation for policymaking. As outlined by a European Commission

technical report [55], knowing the moral values of citizens is im-

portant to understand them, co-create policy, and communicate it.

In this discussion, we focus on how value systems can be used to

inform policy creation.

Most democracies rely on a model of representative democracy,

in which citizens elect their representatives in elections (usually ev-

ery four years) and minimally participate in policymaking between

them. However, representative democracy is facing a crisis, with

citizens getting increasingly disengaged in elections. As shown by

[19], although citizens remain interested in politics and want to

make an impact, electoral participation has steadily declined since

the 1980s worldwide. Participatory democracy serves as an alterna-

tive to representative democracy allowing citizens to get involved

in day-to-day policymaking. Although there are many forms of

participatory methods, like parliamentary petitioning [15, 48], we

focus on participatory budgets.

Participatory budgeting allows citizens to propose and decide

how to spend a government pre-defined budget. It is one of the

most widely used participatory democracy tools. According to the

Participatory Budget World Atlas [16], there were more than 10,000

participatory budgeting processes worldwide in 2021, including

cities like New York [11], Santiago de Chile [14], Kakogawa [30],

Madrid [41], Barcelona [3], Paris [46], or Cape Town [45]. Different

PB processes are organised in various ways but they usually have

three main phases: (1) Citizens propose ways to spend the budget;

(2) Citizens vote on their preferred proposals; (3) Proposals are

accepted or rejected depending on their citizen support.

Despite their widespread adoption, participatory budgets are

not without faults. First, governments usually allocate relatively

small budgets to participatory budget processes while the vast ma-

jority of public funds is managed without citizen involvement. For

example, New York’s participatory budget amounted to $30M in

2023, while the city’s total municipal budget was $106 billion [12].

Second, and related to this paper, participatory budgets suffer from

low democratic quality. Typically, participatory budgets suffer from

low participation and unbalanced demographic representation. For

example, Paris’s participatory budget process, which is considered

one of the most successful, had 137,622 participants in 2023 [47],

which is around 6.5% of the city’s population (2.1 million citizens).

Furthermore, some studies suggest that participatory budget par-

ticipants are usually from a wealthier background [53] (although,

admittedly more studies on the demographics of participatory bud-

get participants are needed). This setting is not fair to the immense

majority of citizens who do not participate but contribute through

taxes and are affected by the participatory budget outcomes. In

contrast, an aggregated value system representing society can be

used to correct the bias in participant-based votes. Serramia et al.

[59] showed that by considering both the votes of the participants

and a value system representing the society, participatory budgets

could produce a solution that largely satisfied both participants

and non-participants. In other words, using value systems we can

find a participatory budget allocation that is almost optimal for

the participant’s priorities while compensating the possible biases

introduced by them.

3 BACKGROUND: VALUE SYSTEMS
In this section, we discuss the necessary concepts for understanding

values and introducing what value system aggregation is. First, we

look into context.

The framework of value systems generally considers values

as context-specific criteria. In applied ethics [4, 51], the scope of

reasoning with values is often constrained by defining a context
in which arguments acquire specific meanings and hold. This as-

sumption is prevalent in the value systems literature [39, 44, 61],

which prioritizes practical applications such as context-dependent

decision-making. However, this raises the question of how contexts

relate to one another and how they are defined—an issue explored

in some empirical work [37]. Conversely, other frameworks anal-

yse value systems without a contextual lens, such as Hofstede’s

cultural values in sociology [25] and the Moral Foundations The-

ory in psychology [24]. These approaches have also influenced

recent research in value classification [37] and value overlapping

[31]. Regardless of whether value systems are considered context-

dependent, the challenge of aggregating different inputs remains a

crucial question. In practice, we can represent contexts using any

logical language; to be general, we do not restrict to one. Here-

after, we suppose a (possibly infinite) set of contexts, denoted 𝐶𝑜𝑛,

expressed as formulas in a given logical language.

A value is a deeply held belief that guides decision-making by

defining what is important and desirable [56]. In essence, values

allow us to discern which actions are good or bad. Therefore, we

formally characterize values as utility functions that assess the

desirability of actions. Following frameworks in applied ethics [8],

given a set of possible actions 𝐴 and a set of possible contexts 𝐶𝑜𝑛,

each value 𝑣 ∈ 𝑉 is defined by two judgment functions:

𝑣+, 𝑣− : 𝐴 ×𝐶𝑜𝑛 → [−1, 1] (1)

The function 𝑣+ (𝑎, 𝑐) evaluates performing action 𝑎 ∈ 𝐴 in the

context 𝑐 ∈ 𝐶𝑜𝑛, while 𝑣− (𝑎, 𝑐) assesses its non-performance. For



example, in the context of witnessing an accident on the road,

the value of benevolence judges positively the performance of the

action “help” and negatively its non-performance. To ensure coher-

ence in moral evaluations and prevent a value from simultaneously

assigning both positive and negative judgments to the same action

[61], we impose the following constraint:

𝑣+ (𝑎, 𝑐) · 𝑣− (𝑎, 𝑐) ≤ 0, ∀𝑎 ∈ 𝐴, 𝑐 ∈ 𝐶𝑜𝑛. (2)

A value system is composed of a set of moral values and their

relative importance. Formally, we define a value system as follows:

Definition 3.1. A value system is a tuple 𝑉𝑆 = ⟨𝑉 ,≽⟩, where 𝑉
is a set of moral values and ≽ is a preference relation over these

values.

This general definition is widely referenced in the literature

[1, 63]. Some authors [20, 35] extend this framework by allowing

values to have agent-specific interpretations. In this approach, while

the set of value labels𝑉 remains shared within a given context, the

structure of each value—defined by its judgment functions (𝑣+, 𝑣− )—
varies across agents. We explore this distinction further in Section 5.

Additionally, there is variation in how preferences between values

are represented, with different levels of input constraints. Exam-

ples include pairwise preferences [36], complete rankings [58], and

normalized weighted preferences [26].

Given a set of agents 𝐴𝑔, the process of value system aggrega-
tion consists of combining individual value systems into a single

consensus value system that can represent the group of agents.

Definition 3.2. Given 𝐶𝑜𝑛 a set of contexts, 𝐴 a set of actions,

andVS the set of all possible value systems with values defined

over 𝐴 ×𝐶𝑜𝑛, a value system aggregation function 𝐹 is a mapping:

𝐹 : VS𝑛 → VS, (3)

where 𝑛 = |𝐴𝑔 | represents the number of input value systems.

4 PREFERENCE VS. VALUE SYSTEM
AGGREGATION

Now that we understand what value systems are, in this section

we address why value system aggregation is needed and how it is

different from preference aggregation.

Researchers in Social Choice have long studied the problem of

aggregating individual inputs —such as votes, preferences, or judg-

ments— into a collective outcome. Since value systems encode a

preference structure over a set of relevant values within a given

context, classic preference aggregation rules could, in principle, be

applied directly, leveraging their well-studied mathematical prop-

erties. For instance, if the input value systems consist of complete

orderings of values, standard aggregation methods such as the Ke-

meny rule [32] can be employed to derive a consensus ranking.

Beyond Arrow’s foundational framework for preference aggrega-

tion [2], the value alignment field can also benefit from research

like Sen’s extension [57], which accommodates cardinal preferences

and enables interpersonal comparisons, enriching the possibilities

for value system aggregation.

However, preference aggregation alone may not fully capture

the structure of value systems. If values were merely options to be

ranked, traditional preference aggregation would suffice. Yet, values

are not just ranked alternatives; they are composed of judgment

functions that define their meaning and thus their role in decision-

making. While a naive aggregation approach might approximate

a consensus, it risks overlooking the complexity of value systems.

One key challenge arises if we allow agents to interpret moral

values differently, as in this case each agent considers different

judgement functions for the values. Lera-Leri et al. [35] address

this problem by proposing a method that combines not only value

preferences but also individual interpretations, distinguishing value

system aggregation from traditional social choice mechanisms. See

more in section 5.

By considering the structure of value systems—encompassing

both shared and individual judgment functions—we can account

for ethical concerns like plurality. This connects to the broader par-

adigm of Ethics by Design, which emphasizes embedding ethical

principles into system development from the outset to proactively

address ethical issues rather than reacting to them later. Discussed

prominently in the context of autonomous systems by Dignum [17]

and later formalized as a research and development framework by

the European Commission [54], this approach seeks to anticipate

negative consequences and safeguard fairness and inclusivity. For

instance, it would favour integrating bias mitigation into an AI

recruitment system from the start, rather than correcting discrim-

ination afterward. In value system aggregation, this perspective

is particularly relevant when choosing an ethical paradigm—such

as fairness-driven approaches (e.g., Rawlsian fairness)—to ensure

minority voices are not drowned out by majority preferences. Em-

bedding such considerations into the design of aggregationmethods

is crucial to selecting an appropriate ethical paradigm as part

of a holistic approach to aggregation—be it utilitarian, Rawlsian, or

an intermediate approach—to balance overall societal satisfaction

with adequate representation of minority perspectives. See more in

section 6.

Another crucial distinction is that value system aggregation

would often be performed with a specific application in mind,
such as producing a value system representing citizens to be used in

participatory budgets. This process involves not only determining

the relative importance of values but also understanding how their

judgment functions shape decisions. Unlike preference aggregation,

which combines several preferences into one, value system aggre-

gation must combine the value preferences, the value judgments

(if the input ones are different) and all this ensuring the value sys-

tem produced is adequate for the application in mind. For example,

when finding a value system for a participatory budget typical pref-

erence aggregation methods will indeed produce an aggregated

value preference. However, a value system aggregation method

should also consider how the preferences will stir the participa-

tory budget afterwards. For example, extending the Kemeny rule,

a value systems aggregation could minimise the distance between

the decisions made by the aggregated value system and those made

by the input ones. This added layer of complexity arises because

preferences are initially defined over values, yet the ultimate goal

is to use them to guide action choices in a value-aligned way. See

more in section 7.

Besides the way we formalize aggregation mathematically, there

are contexts— such as reconciling cultural differences in public

governance—where a computational approach alone may not be



suitable. This calls for considering alternative methods, such as

deliberation-based processes or hybrid approaches, where a

collective value system emerges through group reasoning rather

than preconceived mathematical formulations. See more in Section

8.

5 PERSONAL VS UNIVERSAL JUDGEMENTS
A fundamental consideration when designing a value system aggre-

gation approach is whether all agents share a common understand-

ing of the relevant values. If interpretations vary, the aggregation

process must reconcile these differences by establishing a consensus

interpretation for each value along with the collective preferences.

This ensures that the output maintains the same structure as the in-

puts. Conversely, if all agents align in their interpretation of values,

the aggregation process is simplified in this regard, as the structure

of values remains consistent throughout.

5.1 Personal judgements
Approaches based on individual value interpretations recognize that

agents may prioritize the same value while differing in how they

define it. For example, two agents may think security is the most

important value, but they might understand security differently,

with one advocating for widespread firearm ownership to protect

oneself while the other favours strict gun control to minimise gun

violence.

Despite the high fidelity of this approach to an agent’s stated

motivations, aggregating value preferences and interpretations into

a single consensus value system presents a theoretical challenge.

If agents assign the highest priority to a value but interpret it in

opposing ways —such as in the security example above— then the

consensus output will still rank this value as most important, yet the

aggregated interpretation may fail to align with any of those of the

stakeholders. This underscores a key issue: value preferences among

agents do not operate over a shared set of moral values, as they

are inherently shaped by individual interpretations. Consequently,

even if an agent’s preferences align with the consensus, they may

still feel unrepresented if their understanding of the values differs

significantly from the aggregated interpretation.

Use Case. Aggregation approaches considering personal judge-
ments are useful in cases where the agents have small differences
in their understanding of how values judge actions but do not hold
opposite views. For example, imagine a city with a lot of crime where
policymakers want to design policy to stop it. They will guide their
decisions using the value system of the population, security is a rele-
vant value in this case. They know through some preliminary surveys
that citizens have similar views on this and other relevant values,
then they can use personal judgements in the aggregation to find the
population value system.

5.2 Universal judgements
Approaches based on a universal value understandings constrain

individual interpretations of values, requiring each agent to express

their value system preferences using a predefined set of inferred

value judgements. This approach can be based on the assumption

that values assess actions according to objective criteria that re-

main consistent across agents. For instance, in the context of route

selection for driving, the value of sustainability evaluates choices

based on fuel efficiency, while the value of security assesses them

according to the risks associated with the selected roads [26]. These

approaches showcase less flexibility to capture the nuances of indi-

vidual justifications and can be seen as reducing ethical dilemmas

to multi-criteria decision making.

Use Case. Aggregation approaches considering universal judge-
ments are useful in cases where agents have large differences or op-
posing views on how values judge some actions. Continuing on the
design of policy to prevent crime, if some agents think the value of
security judges positively the action of carrying guns, while others
think this action is judged negatively, then we should use universal
judgements instead of personal ones.

5.3 Summary and possible alternatives

Universal
judgements

Individual
judgements

Represen-
tation

May not capture all per-

spectives.

Custom interpretations;

diverse perspectives.

Compara-
bility

Preferences directly

comparable.

Preferences not directly

comparable.

Value
Identifi.

Hard. Predefined labels

and shared judgments.

Easy. Labels without

shared judgments.

Value Esti-
mation

Easy. Estimate prefer-

ences only.

Hard. Estimate prefer-

ences and judgments.

Consensus
Output

Clear, interpretable con-

sensus value system.

Value judgements may

lose meaning.

Table 1: Comparison of Universal and Individual Value Ap-
proaches.

Table 1 provides a summary of the benefits and drawbacks for

each approach discussed above, however note we can also find

alternative approaches.

One potential compromise to address the challenges of aggregat-

ing value systems with differing interpretations involves relaxing

the completeness requirement of the consensus value system. To

avoid aggregating conflicting interpretations of a value, a similar-

ity threshold can be introduced based on a spread measure (e.g.,

variance). This ensures that only values with reasonably close in-

terpretations are aggregated into the consensus, contributing to

the preference relation. Values with interpretations that exceed the

threshold are deemed non-aggregable, resulting in an incomplete

value system that represents stakeholders only for reconcilable val-

ues. Another compromise approach, as suggested in [38], is to aim

for multiple consensuses when individuals cluster around distinct

interpretations, rather than forcing a single consensus value system

that may not adequately represent any group.

From the perspective of the universal approach, one potential

compromise to address its limited representation of diverse perspec-

tives is to focus on extensive value identification. The rationale is

that, when different clustered interpretations of a value exist (as in

the earlier example of security), effective value identification should

distinguish as many values as there are clusters, rather than aver-

aging interpretations or ignoring some. Different interpretations



capture distinct nuances of values. For instance, instead of a single

value like "security," we could identify "public security" and "private

security" to account for previously conflated perspectives. Through

exhaustive value identification, no relevant perspective would be

overlooked, and preferences would comprehensively encompass all

significant reasoning behind actions. This compromise could exem-

plify how value system aggregation should inform value estimation,

aligning with the observation that the interplay between value in-

ference steps remains an under-explored but essential research

direction in the field [38].

6 AGGREGATION ETHICAL PARADIGMS
In addition to the differences between value judgment frameworks,

other significant aspects of aggregation warrant consideration, such

as aggregation ethical paradigms. Distance-based preference ag-

gregation is a widely used aggregation framework that involves

defining a distance between aggreganda and selecting a consensus

aggregandum that minimises the total distance to all inputs. Thus,

given candidates 𝐶 , a set of agents 1, . . . , 𝑛, and preference order

≻𝑖 for each agent 𝑖 , and a distance function 𝑑 between preference

orders, the essence of distance-based aggregation is to find:

⪰𝑎𝑔𝑔= argmin

⪰⊆𝐶𝑜𝑛×𝐶𝑜𝑛

𝑛∑︁
𝑖=1

𝑑 (≻, ≻𝑖 ) (4)

Distance-based aggregation rules are versatile, as they can be

applied to any kind of input for which a distance metric is defined,

such as preference orders or welfare functions [5]. The Kemeny rule

exemplifies a distance-based aggregation method, as it minimizes

Kendall’s tau distance [33], which measures the number of pairwise

disagreements between two preference orders.

One important issue to bear in mind in value system aggregation

is the ethics of the aggregation process itself. Following the prin-

ciples of Ethics by Design, it is paramount to ensure, at all stages

of the production and use of a value system, that it adheres to our

ethical goals. For example, we could produce a value system that is

as similar to all individual value systems as possible, or we could

maximise fairness towards outliers and increase their impact on

the outcome. In distance-based preference aggregation, the work

of Gonzalez-Pachón et al. [22] addresses aggregation ethical prin-

ciples by considering a p-metric distance function, which we can

generalise to value system aggregation. Thus, given agents 1, . . . , 𝑛,

a value system 𝑣𝑠𝑖 for each agent 𝑖 , a distance function 𝑑 between

value systems, and let VS be the set of all possible value systems,

we can then define distance-based value system aggregation incor-

porating the ethical parameter 𝑝 ∈ [1, +∞) as follows:

𝑣𝑠𝑎𝑔𝑔 = argmin

𝑣𝑠∈VS

(
𝑛∑︁
𝑖=1

𝑑 (𝑣𝑠, 𝑣𝑠𝑖 )𝑝
) 1

𝑝

(5)

Note that this equation defines a family of value system aggre-

gation functions that depend both on the value system distance

function𝑑 and the parameter 𝑝 . The 𝑝 parameter allows for different

considerations of the trade-offs between overall utility, individual

fairness, and the influence of extreme positions, making the choice

of 𝑝 a critical design decision that depends on the context of appli-

cation. Next, we discuss some particularly interesting values of 𝑝

and study their usefulness for value system aggregation.

6.1 Utilitarian Aggregation (𝑝 = 1)
The case 𝑝 = 1 corresponds to the minimisation of the sum of raw

distances. This approach treats all distances equally, making it a

utilitarian method that minimizes the overall discrepancy among

agents with respect to the consensus value system. Mathematically,

the problem is expressed as:

𝑣𝑠𝑢𝑡 = argmin

𝑣𝑠∈VS

𝑛∑︁
𝑖=1

𝑑 (𝑣𝑠, 𝑣𝑠𝑖 ),

where 𝑛 is the number of agents, 𝑣𝑠𝑖 represents the value system

of agent 𝑖 , VS is the set of all possible value systems, and 𝑑 is

the value system distance function. This method is particularly

effective in large-scale aggregation scenarios, where the aim is to

capture the general tendency of thousands or millions of agents’

value systems.

However, if no further constraint is imposed on the output be-

yond distance minimization, it invariably results in a median solu-

tion, meaning the consensus value system is basically unaffected

by outliers. Thus, utilitarian value system aggregation can lead to

under-representation in pluralistic contexts.

Use Case. Utilitarian approaches may be suitable when the popu-
lation and their opinions on values are fairly homogenous as there is
no need to give special attention to outliers. For example, imagine that
a participatory budget succeeds in mobilising minorities, then even if
we use a value system to compensate for non-participants, we can use
a utilitarian aggregation as minorities might already be overrepre-
sented in the participant base. A utilitarian approach is also useful
if the decision-maker wants to under-represent outliers. For example,
a participatory budget organiser might decide to use a utilitarian
aggregation if the non-participant base contains a small fraction of
the population whose only goal is to undermine the participatory
budget and the democratic quality of the city.

6.2 Rawlsian Fairness (𝑝 = ∞)
The case of 𝑝 = ∞, corresponds to a Rawlsian approach to aggre-

gation. Rawls principle of justice as fairness [50] consists on min-

imising the maximum distance between individual and aggregated

value systems to ensure fairness for disadvantaged stakeholders.

Hence:

𝑣𝑠𝑓 𝑎𝑖𝑟 = argmin

𝑣𝑠∈VS

𝑛
max

𝑖=1
𝑑 (𝑣𝑠, 𝑣𝑠𝑖 ).

This approach is particularly relevant in contexts of marginal-

ized communities or highly unequal input distributions. However,

by focusing exclusively on extreme positions, it risks producing

a consensus that diverges from majority preferences, potentially

reducing its practicality when overall group alignment is a primary

objective.

Use Case. As we have discussed fairness-based aggregations are
useful when we want outliers to have increased impact on the result.
This is useful in cases were minority representation is relevant. For



Utilitarian Aggregation (𝑝 = 1) Rawlsian Fairness (𝑝 = ∞) IntermediateApproaches (𝑝 > 1)
Risk of Bias Majority domination; ignores mi-

nority positions

Minority over-representation; can di-

verge from majority preferences

Potential for balanced representa-

tion

Suitability with low
dispersion input

Best. The result will be represen-

tative

Good. There are no major outliers, so

it is similar to utilitarian aggregation.

Good. The solution will be similar

to the utilitarian.

Suitability with high
dispersion input

Bad. Several agents will not be

represented

Best. The solutions is the fairest to out-

liers.

Good. Compromise between utili-

tarianism and fairness.

Applicability Readily applicable Readily applicable Finding a suitable 𝑝 might be hard

Table 2: Comparison of Aggregation Paradigms in Value System Aggregation. Intermediate approaches represent a family of
approaches and thus the optimal 𝑝 for each situation remains a decision to be made based on the principles highlighted.

example, in participatory budgets some proposals may be minority-
specific, and these will have little chance of getting funded unless
we help by over-representing the minority in the value system. For
example, a proposal related to accessibility (e.g. converting stairs to
ramps) only benefits people that have accessibility requirements while
it is irrelevant for the rest of citizens. However, projects of this sort
greatly impact the lives of people with accessibility requirements. It is
possible that even if this minority mobilises to vote, the project will
not get enough votes to be funded. Hence, by over-representing this
minority in the value system we give more chances to this kind of
proposals of getting funded.

6.3 Intermediate approaches (𝑝 > 1)
When 𝑝 > 1, the aggregation process gives greater weight to larger

distances, thereby increasing the influence of outliers as 𝑝 increases

without fully determining the aggregation. For instance, in the case

of 𝑝 = 2, the problemminimizes the squared distances (which yields

the mean in the unconstrained optimization problem):

𝑣𝑠𝑝=2 = argmin

𝑣𝑠∈VS

√√
𝑛∑︁
𝑖=1

𝑑 (𝑣𝑠, 𝑣𝑠𝑖 )2 .

The choice of 𝑝 directly shapes the aggregation outcome, mark-

ing a continuous trade-off between equality of all agents (𝑝 = 1)

and fairness towards the most outlying agents (𝑝 = ∞). Lower

values of 𝑝 favour equal impact of all agents while higher values

shift towards a fairness-driven approach, amplifying the influence

of those most distant from the consensus. This trade-off is partic-

ularly relevant in pluralistic societies, where ensuring adequate

representation while maintaining a coherent consensus is essential.

Understanding this spectrum is crucial for value system aggrega-

tion, as different scenarios may call for different ethical priorities,

balancing collective agreement with the need to protect minority

perspectives.

Use Case. Intermediate approaches will be useful in cases when
we want to maintain an equal representation of all agents but we
have uneven participation. For example, as previously discussed high-
income citizens tend to participate more than low-income ones in
participatory budgets. Thus, if we use a utilitarian aggregation ap-
proach high-income individuals will be overrepresented, otherwise if
we use a fairness-based aggregation we will over-represent low-income

citizens. If we consider income is not a trait worth giving special im-
portance, then we know there is some value of 𝑝 that is able to give
enough increased importance to low-income citizens so that the bias
in the participant base is compensated but not over-compensated. Of
course, in real cases there are multiple factors to consider (the popu-
lation will probably have widely differing income, age, there might
be many different minorities...) so deciding on the value of 𝑝 is not
straightforward. In the end, the decision-maker has to weigh all these
factors and decide 𝑝 accordingly.

To conclude this section, Table 2 summarises the benefits and

drawbacks of each approach.

7 GENERAL VS TAILORED AGGREGATION
Another important point to decide when designing or choosing

value system aggregation methods is whether they are tailored to a

specific application or if they are general value system aggregation

methods. As previously mentioned in the introduction, the only

value system aggregation method introduced so far [35] was not

designed with any particular application in mind. Furthermore, the

authors do not study its social choice properties either, hence it is

difficult to see what applications it could be useful for. Admittedly,

and as argued by Lera Leri et al. [36], their lp-regression method

does satisfy some classic social choice properties in very special

cases, as supported by the research in [21]. However, as discussed

in Sec. 4 value system aggregation defines a new paradigm that

generalises typical preference aggregation, so in some cases classic

social choice properties may apply, but in most cases we will need

to generalise them or formalise newmoral value-focused properties.

Hence, we will refer to aggregation methods like Lera Leri et al.’s

[35] as general aggregation approaches.

Use Case. General approaches might be useful, for example, for
a small government that wants a model of its citizens’ value system
to use it for several tasks such as informing policy-making, policy
communication or participatory budgets and is seeking a quick and
cheap off-the-shelf solution. Arguably, even though general approaches
are not optimal, if a government does not have a lot of resources it is
better to use a general value system aggregation approach than to not
consider the citizens’ values at all.

Alternatively, we can design a value system aggregation ap-

proach with the aim of satisfying some moral value-focused proper-

ties or with some application in mind. We call these, tailored value



system aggregation approaches. Table 3 outlines the main benefits

and drawbacks of both types of approaches. In essence, the more

tailored an aggregation approach is, the more money, research and

probably computational resources will be needed to make it a real-

ity. As the usefulness of tailored approaches has not been discussed

previously in the values community, we provide a possible avenue

for producing a tailored value system aggregation approach.

General Approaches Tailored Approaches
Availability Readily available (e.g.

[35]).

Needs more research

(not existent yet).

Resources Minimal economic

and computational

resources needed.

Economic resources will

be needed, there is no ev-

idence of computational

tractability.

Optimality Produce an approxi-

mate value system ag-

gregation for most ap-

plications

Decision-makers will

know the value system

they use is optimal for

the task at hand.

Table 3: Comparison of general and tailored value system
aggregation approaches.

7.1 Example tailored value system aggregation:
Minimal decision divergence

A key motivation for tailored value system aggregation methods is

the need to align the aggregated value systemwith specific decision-

making requirements. While value systems are particularly useful

for ensuring interpretability and understanding the rationale be-

hind choices, values themselves represent relatively general criteria.

In contexts where the number of available actions is limited, it may

therefore be advantageous to reason about the aggregated value

system at the decision level, ensuring that the actions it prescribes

align closely with those of the input individual value systems. This

motivates the design of an aggregation method that aims to mini-

mize the deviation between the actions prescribed by the aggregated

value system and those supported by the individual agents, while

preserving the underlying value-based reasoning. We refer to this

principle as Minimal Decision Divergence.
As discussed in Section 6, one approach to comparing value

systems is through their judgments of actions. Value systems in-

herently define a preference relation over actions, allowing for a

measure of dissimilarity based on their decision-making implica-

tions. The relative importance assigned to different actions by an

individual’s value system reflects their choices in decision-making

contexts, capturing how actions align with their underlying values.

We can define a decision divergence distance as a function mea-

suring the difference between two value systems based on their

induced preferences over actions. Depending on how the utility

over actions is structured—whether through pairwise comparisons,

complete orderings, or cardinal utilities—this distance can be for-

mulated in multiple ways.

Having established a decision divergence distance between two

value systems, we can now determine the candidate value system

that minimizes the distances to all input value systems, which we

refer to as the consensus. The principle of minimal decision di-
vergence aims to produce a consensus value systemwhose induced

preferences over actions deviate as little as possible from those of

the input agents. Rather than aggregating preferences or values

independently, this approach ensures that the collective value sys-

tem preserves decision-making coherence with the original inputs,

prioritizing consistency in action recommendations. Since aggre-

gation need not follow a simple linear sum (as detailed in Section

6), alternative formulations can be used to reduce large individual

disagreements, balancing fairness and representation.

Unlike general aggregation approaches, which aim for broad

applicability, an aggregation based on minimal decision divergence

is inherently a tailored method. It is particularly suited for ap-

plications where preserving action alignment is critical, such as

decision-support systems or ethical AI frameworks that require

transparent justifications for recommended actions. Minimising

the decision divergence is a novel desirable value-related property,

therefore a method satisfying this property will have a more fo-

cused applicability than general aggregation methods for which

value-related properties have not been studied.

Use Case. A tailored value system aggregation based on the min-
imal decision divergence principle would be useful in a participatory
budget where citizens have different ideologies and it is primordial
that we try to find the best consensus to avoid citizen disaffection
with the process. Importantly, since the complexity of the aggregation
depends on the number of actions/decisions judged by the values, this
method would be particularly suited for cases in which the number of
possible actions/decisions is small. However, in cases where we have a
larger number of actions/decisions, the aggregation can be performed
based on a sample of them, though in this case we would only have an
approximation to minimal decision divergence and not the optimal
value system aggregation.

8 ALTERNATIVES TO AGGREGATION
Thus far, we have examined various aspects of value system ag-

gregation, including the role of individual judgments, the ethical

principles guiding distance-based aggregation methods, and the

distinction between tailored and general approaches. However,

apart from formal aggregation, value systems can also be found

with other techniques, for example, methodologies that explicitly

incorporate structured deliberation and group reasoning.

This section explores group decision-making (GDM), a frame-

work encompassing decision processes where multiple individuals

contribute their judgments and preferences to form a collective

outcome [7]. A key subset of GDM is multi-expert decision-making
(MEDM), wherein a panel of experts provides structured input to

refine and converge on a decision [27]. The MEDM framework

could be particularly relevant to obtain a societal value system as

it has been extensively studied across disciplines, including ethics-

based AI governance [6], policy-making [29] and forecasting [64].

By leveraging insights like GDM and MEDM, we aim to compare

two distinct paradigms: the aggregation-basedmethods discussed

so far, and the deliberation-based methods.

Deliberation-based approaches prioritize iterative refinement

through structured discourse, aiming to reach a collective decision

through voluntary compromises rather than by selecting winners



and losers. Examples of this are the General Assemblies of the

Occupy movement [23] or the citizen assemblies [10, 66]. These

methods foster an implicit synergy, as participants engage in dia-

logue that may reveal overlooked arguments aligning with their

underlying concerns. By facilitating open discussion, deliberation-

based approaches encourage mutual understanding and consensus-

building, in contrast to aggregation-based methods, which can be

seen as more consensus-imposing.

While deliberative approaches offer flexibility and the poten-

tial for deeper consensus, they do not always produce consistent

outcomes. Decisions depend on contextual factors and discussion

dynamics rather than a fixed algorithmic process, making them

difficult to replicate. This variability underscores the biases intro-

duced by deliberation due to its reliance on participant interactions,

group composition, and external influences. Furthermore, deliber-

ative settings are not immune to dysfunctional group dynamics,

such as groupthink, where the pressure for unanimity suppresses

dissenting viewpoints [28], and group polarization, which can push

participants toward more extreme positions rather than fostering

balanced compromise [65]. Additionally, deliberation is inherently

time-consuming, and requires active participation, and as argued

in Section 2, it is hard to mobilise citizens. Table 4 summarises the

benefits and drawbacks of each approach.

Aggregation-
Based Methods

Deliberation-Based
Methods

Imposition Aggregation may im-

pose an outcome.

Encourages voluntary

compromises.

Reliability Satisfies formal social

choice properties

Prone to social biases

(groupthink, polariza-

tion, dominant voices.)

Consistent
outcomes

Yes. Same inputs

yield same results.

No. Context and discus-

sion affect results.

Time Con-
suming

Fast. One-shot

decision-making.

Slow. Requires iterative

refinement.

Necessary
input

Requires individual

value systems ob-

tained beforehand

There is no required in-

put beforehand.

Participation No recruiting neces-

sary

Recruiting citizens

might be a challenge

Table 4: Comparison of aggregation-based and deliberation-
based methods to obtain a societal value system.

While aggregation-based and deliberation-based methods rep-

resent two distinct paradigms, many real-world decision-making

processes incorporate elements of both. For instance, electoral sys-

tems often involve a public deliberation phase where priorities and

policy discussions shape voter perspectives before a final aggrega-

tion of votes determines the outcome. In the context of multi-expert

decision making, an example that bridges these approaches is the

Delphi method, a structured forecasting technique first introduced

in [13]. The method employs multiple rounds of questionnaires

where expert opinions are collected, summarized, and redistributed

anonymously, mitigating biases like groupthink and guiding ex-

perts toward consensus through iterative refinement. While the

final decision relies on aggregated responses, the key feature of the

Delphi method is its emphasis on structured synthesis rather than

purely mathematical aggregation, underscoring its hybrid nature

in decision-making frameworks. More broadly, evidence from so-

cial choice suggests that group deliberation, even when failing to

produce full agreement, can foster a meta-agreement on the terms

and concepts under discussion, simplifying subsequent aggregation

[18, 34, 40, 42, 49]. In the context of value systems, this may encour-

age agents to converge toward shared value judgments, reducing

the discrepancies arising from individual interpretations which as

explained in Section 5 introduce complexity to the process.

These hybrid approaches illustrate that the process of obtaining

a societal value system may benefit from integrating both aggrega-

tion mechanisms and structured deliberation, balancing reasonable

mathematical properties with the depth of collective reasoning.

Use Case. Value inference is a data intensive process, current ap-
proaches [38] require value-based text justifications of action decisions
to produce individual value systems. Thus, a small government with
limited budget may not be able to run the necessary surveys to collect
data to perform value inference and aggregation. For example, if a
government with limited resources wants a value system for participa-
tory budgets, deliberative approaches represent a cheaper and easier
to implement alternative to value system inference and aggregation.
However, deliberative approaches depend on citizen participation, so
they might suffer from the same bias and unequal representation of
participatory budgets. Conversely, big data driven value inference and
aggregation will perform better in this regard.

9 CONCLUSIONS AND FUTUREWORK
Value alignment requires that we know what value system we want

to align with. While the literature has begun to address the problem

of obtaining value systems from society, it remains a largely open

problem. In this paper, we have explored potential avenues for fu-

ture research on the task of value system aggregation. In essence,

the various properties and types of value system aggregation dis-

cussed in this paper are not mutually exclusive but together form

a characterisation of possible aggregation methods, each with its

different combined use cases. Note that, the only value system ag-

gregation method currently available [35] is a personal judgement,

general aggregation method which covers all ethical paradigms we

considered (as it can be adapted through a parameter). However,

as we have seen throughout the paper, there might be other use

cases for which this approach is not useful. For example, imagine

a small government wants to use a value system representing its

citizens to compensate for the low participation of participatory

budgets. The government already possesses survey data that can

be used to create individual value systems for some of its citizens;

however, the data is not detailed enough to account for personal

judgements. Moreover, the government requires a value system

specifically tailored to use in participatory budgetss. In this case,

the government would benefit from a universal judgement, tailored

aggregation method. In future work, we plan to develop alterna-

tive value system aggregation methods to cover these gaps in the

literature. Our first step will be to study the minimal decision diver-

gence property discussed in Section 7.1 as it is particularly useful

in participatory budgets.
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