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Abstract. Ensuring AI aligns with our moral values is an important
problem. To achieve AI alignment though, we first need to know what
values we want AI to align with. However, obtaining a model of society’s
values is far from a simple problem. This problem, called value infer-
ence, typically needs to perform value system aggregation which consists
in combining moral value models of several individuals to obtain one
representing everybody. So far, only one such method has been pro-
posed. This paper discusses why research in value system aggregation is
necessary and outlines avenues to implement it depending on the value
alignment problem at hand. In particular, we discuss how value system
aggregation can be useful for policymaking applications.
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1 Introduction

Ensuring AI aligns with our moral values is one of the key challenges for AI re-
search in the coming years. However, obtaining the value system (i.e. the moral
values and value preferences) we want AI to align with is an important prelim-
inary step often overlooked. The process of obtaining a societal value system is
not only useful for AI alignment but for other areas like governance and poli-
cymaking. Institutions like the European Commission highlight the importance
of moral values to better understand citizens, co-create, and communicate pol-
icy [28]. Thus, in the case of policymaking, a model of citizen values would be
useful both to inform governments and to use it in AI tools for policymaking.

Researchers have only very recently started to look into value inference, with
Liscio et al. [17] presenting an approach based on three steps: value identification,
value system estimation, and value system aggregation. Value identification is
concerned with identifying the moral values that are relevant for a context (e.g.
if we want to discuss traffic planning the value of security is relevant whereas
the value of tradition is not relevant). Value system estimation is the process of
eliciting the value system (that is the set of moral values and their preferences)
of an individual citizen. Finally, value system aggregation consists in combining
the values of all citizens into a common representation of all society. While there
have been multiple proposals in value identification (e.g. [18, 37]) and in value
system estimation (e.g. [1, 33]), there has been only one proposed approach to



value system aggregation [16]. Furthermore, the authors of this method did not
study the ethical properties or describe the use cases for which it is better suited.

This paper aims to explore ideas for possible paths to value system aggrega-
tion. In more detail, this paper provides a taxonomy of value system aggregation
approaches based on four key dimensions: judgment structure, ethical paradigms
of aggregation, generality, and deliberation. Furthermore, we provide an explo-
ration of practical use cases illustrating how different aggregation approaches
can address value alignment challenges in policymaking.

2 Motivation: Participatory budgets

Participatory democracy serves as an alternative to representative democracy
allowing citizens to get involved in day-to-day policymaking. Although there are
many forms of participatory methods, like parliamentary petitioning [23,24], in
this section we focus on participatory budgets (PBs).

PBs allow residents to make proposals to spend a pre-defined budget. Then,
citizens vote on the proposals they like most and a resource allocation process
selects the proposals which get funded (usually considering votes only). The Par-
ticipatory Budget World Atlas counts more than 10,000 participatory budgeting
processes worldwide in 2021. Despite their popularity, PBs suffer from relatively
low participation, for example, the Paris PB process (considered one of the most
successful) in its 2023 iteration attracted 137.622 voters, which represents about
6.5 % of residents [22]. Furthermore, empirical studies have found low participa-
tion leads to bias in the result benefitting wealthier citizens [27]. Consequently,
results in PB processes may fail to reflect the priorities of all the population.
Given that the approved projects will affect all citizens, it would be desirable to
consider votes while also consider the preferences of all citizens (thus correcting
the biases of the voter base).

In practice, value-system aggregation can be used to find a representa-
tion of the society’s values. These values can then be considered in the resource
allocation process to compensate for the voter bias due to low participation.
Serramia et al. [31] show how to find a compromise PB allocation considering
both the votes of participants and societal values. Importantly, the authors show
with real world data that this compromise solution highly satisfies both partic-
ipant and non-participant citizens. This shows the usefulness of societal values
in AI-aided policymaking applications to increase democratic quality. Hereafter
we will use participatory budget allocation as the base example for the different
approaches to value system aggregation we discuss.

3 Background: Value Systems

Context. In applied ethics [2,26], reasoning the goodness of actions and decisions
with values is dependent on the context. This prevails in the AI value alignment
literature [18,21,32] and thus, for value-guided decision and policy making. For
example, if we want to increase welfare in a society with older citizens we might



want to invest more in healthcare than in education, whereas in a younger society
the reverse might be best. In practice, we can represent contexts in a computer-
readable way using any logical language.

Values. A value is a deeply held belief that guides decision-making by defining
what is important and desirable [29]. We formally characterize values as utility
functions that assess the desirability of actions. Given an action a and a context
c, each value v is defined by two judgment functions: v+(a, c) evaluates how
good or bad is performing a in the context, while v−(a, c) evaluates how good
or bad is avoiding to perform a in that context. The functions output a number
in [−1, 1]. For instance, in a traffic-accident context the value benevolence rates
the action help positively (v+(help, accident) = 1) while avoiding to perform
this action is negatively judged (v−(help, accident) = −1).

Value systems. When making value-aligned decisions we will usually consider
more than one value. Naturally, with several values, we may have preferences
between them. We formalise these values and preferences as a value system which
is a pair V S = ⟨V,≽⟩ where V is a set of values and ≽ preferences among them.

Value system aggregation. Given the set of all possible value systems VS, a
value-system aggregation function is a mapping F : VS n → VS that receives
n citizen value systems and returns the consensus one. Importantly, although
preference aggregation is a well-studied problem in the social choice literature,
it cannot be readily applied to value system aggregation, this is for two reasons.
First, typical preference aggregation treats options as atomic, whereas in value
system aggregation must consider the structure of judgement functions. Sec-
ond, while preference aggregation emphasises classical social-choice axioms (e.g.
monotonicity, independence of irrelevant alternatives), value-system aggregation
prioritises ethical properties and application-specific design criteria.

4 Personal vs. Universal Judgements

A fundamental consideration when designing a value system aggregation ap-
proach is whether all agents share a common understanding of the values (i.e.
their judgement functions). If interpretations vary, the aggregation process must
reconcile these differences by establishing a consensus interpretation for each
value along with the collective preferences. Conversely, if universal judgements
are assumed, the aggregation process is simplified in this regard, as the struc-
ture of values remains consistent throughout. Next, we discuss each case in more
detail and explain its use cases.
Personal judgements. People usually have different understandings of a value,
for example, many people associate the value of security with gun control, while
others associate security to being able to defend themselves with guns. If we
allow personal judgements, we allow that the value systems to aggregate may
contain different understandings of the same value. In this case, the aggregation



of the value systems has to be able to aggregate these judgements apart from
the preferences.

Use Case 1. Aggregation approaches considering personal judgements are use-
ful in cases where the agents have small differences in their understanding of how
values judge actions but do not hold opposite views. Otherwise, the aggregated
value judgements may not be shared by anybody. In cases with opposed views
it may be better to reconcile them before aggregation.

Universal judgements. This option assumes every value system to be aggre-
gated shares the same judgement functions for its values. For example, if we are
making decisions in the traffic context, the value of security will almost univer-
sally be linked to the probability of having an accident, there is no room for
different interpretations, thus in this case we could assume a universal under-
standing. Note that, universal judgements eases aggregation (as only preferences
have to be aggregated) but may flatten moral nuance.

Use Case 2. Domains in which there is no room for interpretation of values
or policy domains with polarised interpretations (pro- vs anti-gun) where differ-
ences are so large that in order for the aggregation to make sense we would have
to first make all people agree on a common definition.

Universal judgements Individual judgements

Representation May not capture all perspec-
tives.

Custom interpretations; di-
verse perspectives.

Comparability Preferences directly compa-
rable.

Preferences not directly
comparable.

Value Identification Hard. People may not
share the assumed universal
judgement.

Easy. Everyone can use their
own judgment.

Value Estimation Easy. Estimate preferences
only.

Hard. Estimate preferences
and judgments.

Consensus Output Clear, interpretable consen-
sus value system.

Value judgements may lose
meaning.

Table 1: Comparison of Universal and Individual Value Approaches.

Compromise strategies. On the one hand, if the big differences among agents
prevent a meaningful consensus, aggregation could focus not on a single out-
put, but rather on first clustering similar value interpretations and then output
several possible consensus that preserve the individual interpretations of val-
ues. On the other hand, to make shared value judgements more nuanced, value
identification could adopt a more exhaustive approach—distinguishing between
different interpretations of a value as distinct values themselves. For instance,
following on the previous example on guns and the value of security, rather than
treating ”security” as a single value with multiple interpretations, one might
identify ”personal security” and ”public security” as separate, clearly defined
values. This way people in favour of gun regulation would prefer ”public secu-
rity” over ”personal security”, while the inverse would be true for those in favour



of gun ownership. This emphasis on granular value identification illustrates how
value system aggregation should inform value estimation, supporting the view
that the interaction between value inference steps remains an under-explored yet
crucial area of research [17]. Additionally, deliberation between agents may lead
to meta-agreements on the concepts being used, which, as discussed in Section
7, aligns with the universal judgement approach.

5 Aggregation Ethical Paradigms

Beyond value judgement choices, the aggregation process may follow different
aggregation principles (e.g. fairness). Distance-based aggregation is a widely used
aggregation framework [3] that selects the consensus that minimises total dis-
tance to all inputs. Thus, given a set of candidate options C, a set of agents
1, . . . , n, preference orders ⪰i for each agent i over C, and a distance function
d between preference orders, a consensus order can be found using the general
distance-based aggregation formula 1:

⪰agg= argmin
⪰

n∑
i=1

d(⪰,⪰i) (1) vsagg = argmin
vs∈VS

( n∑
i=1

d(vs, vsi)
p
)1/p

(2)

A classic example in social choice is the Kemeny rule which minimizes Kendall’s
tau distance [14]. Distance-based aggregation have been studied by the work
of Gonzalez-Pachón et al. [9] which employs the p-metric distance function to
categorize guiding ethical principles; this can be generalised to value system ag-
gregation. Thus, given agents 1, . . . , n, a value system vsi for each agent i, a
distance function d between value systems, and let VS be the set of all possi-
ble value systems, we can then define distance-based value system aggregation
incorporating the ethical parameter p ∈ [1,+∞) as in formula 2.

Note this equation defines a family of aggregation functions depending on
distance d and parameter p, which allows to consider the trade-offs between
overall utility, fairness, and the influence of extreme positions. Table 2 provides
guidelines for choosing p.
Utilitarian Aggregation (p = 1): With p = 1, equation 2 corresponds to min-
imising the sum of distances. This gives equal weight to every agent, delivering
a median value system. Minority positions, however, exert negligible influence.

Use Case 3. A citywide participatory budget that has achieved high partici-
pation and is representative of the population. Utilitarian aggregation translates
the majority’s broadly shared priorities into a consensus value system without
over-correcting for small extremist factions.

Rawlsian Fairness (p = ∞): Setting p = ∞ minimises the maximum distance
to any individual, thus ensuring maximum representativity and fairness. The
approach may conflict with majority preferences when opinions are polarised.

Use Case 4. This aggregation method is suited for decision processes where it
is important that minorities are given especial care. For example, funding acces-
sibility upgrades (e.g. converting stairs to ramps) only benefits a minority of the



Utilitarian (p = 1) Rawlsian (p = ∞) Intermediate (p > 1)

Risk of Bias Ignores minorities Ignores majority No risk

Suitability
with LDI

Best. The result will
be representative

Good as there are no
major outliers.

Good as there are no
major outliers.

Suitability
with HDI

Bad. Minorities will
not be represented

Best. The solutions is
the fairest to outliers.

Good. Fair solution for
everybody.

Applicability Readily applicable Readily applicable Finding p is hard

Table 2: Comparison of ethical paradigms with regards to Risk of Bias, Suitabil-
ity with Low Dispersion Input (i.e. similar input value systems), Suitability with
High Dispersion Input (i.e. cases with high polarisation), and Applicability.

population, hence decisions of this sort are bound to have low support. However,
these changes greatly affect people with restricted mobility, if we want to be fair
we have to give them heightened impact in the decision process. Rawlsian aggre-
gation allows minority group’s values to have as much impact in policy-making
processes as possible.

Intermediate Paradigms (p > 1): Values of p between 1 and ∞ form a con-
tinuum that gradually amplifies outlier influence of minorities while preserving
overall representativeness. Choosing p therefore becomes a policy lever for cali-
brated pluralism.

Use Case 5. As previously mentioned, high-income citizens are more likely to
participate in participatory budgets than low-income citizens. Selecting an inter-
mediate p can partially boost the under-represented low-income value systems,
correcting turnout bias without completely eclipsing the majority.

6 General vs Tailored aggregation

Another important distinction among value-system aggregation methods is whether
they are of general (i.e. usable in any domain) or tailored to one specific decision
setting. The only published algorithm so far, the lp-regression rule of Lera-Leri
et al. [16], is a general purpose aggregation rule devised without a target appli-
cation. This approach is ready to be applied straight away and in any scenario.

Use Case 6. A small municipality can estimate a city-wide value system with a
general method, obtaining a good-enough input for participatory budget portals,
without investing in upfront costs for a tailored aggregation.

Because value-system aggregation extends preference aggregation (Sec. 3),
many contexts call for tailored aggregation methods which are engineered for a
single policy domain and embed explicit moral or application-specific axioms.
As indicated in Table 3, this precision comes at higher research, data, and com-
putational cost, yet promises better results where generic rules fall short.



General Approaches Tailored Approaches

Availability Readily available [16]. Not existent yet

Resources Minimal economic and compu-
tational resources needed.

Investment needed. May not
be computationally tractable.

Optimality A “good enough” value system
for most applications.

The resulting value system is
optimal for the task at hand.

Table 3: Comparison of general and tailored aggregation approaches.

Example: Minimal Decision Divergence. Value system aggregation looks
at finding a consensus value system but does not guarantee that the decisions
made from that value system are also consensus decisions. To resolve this, we
can tailor the aggregation process for this goal. We call Minimal Decision
Divergence (MDD) the principle of aggregation methods whose aim is to
ensure that the decisions made from the consensus aggregated value system are
as similar as possible to the decisions each individual value system would lead
to. A possible approach to achieve this is to define a distance-based aggregation
function (see Equations 1, and 2) where the distance between two value systems
is proportional to their decision divergence (i.e. how dissimilar the decisions
produced by the two value systems are). In the case of participatory budgets,
each citizen value system would lead to different proposals getting funded. Thus,
our aim in aggregation is to find a consensus value system whose solution to the
participatory budget allocation is as similar to the individual citizen solutions
as possible.

Use Case 7. Tailored value system aggregation approaches are useful when the
consequences of the decisions made from the aggregated value system are highly
relevant, like in policymaking. However, tailored approaches need more economic
and computational resources, so when these are not available, general approaches
will represent sub-optimal but adequate solutions.

7 Alternatives to aggregation

Beyond formal aggregation methods which employ mathematical calculations,
collective value systems can emerge through group decision-making (GDM) pro-
cesses, notably multi-expert decision-making (MEDM) [5, 11]. MEDM has been
applied in AI governance [4], policy design [13], and forecasting [34], which high-
lights their real-world applicability.
Deliberation-based approaches seek consensus through iterative dialogue,
as illustrated by assemblies [6, 10, 36]. They can surface hidden arguments and
foster mutual understanding, but outcomes vary with group dynamics; biases
such as groupthink [12] and group polarisation [35] may arise, and large-scale
mobilisation is not expected. Many real systems mix the two logics. Sometimes
even participatory budgets feature debates along with a voting phase [30]. The
Delphi method [7] exemplifies a hybrid: anonymous, multi-round expert question-
naires iteratively refine judgments, mitigating social-bias pitfalls while ending in
an aggregated result. Social-choice studies further show that even incomplete



deliberation can yield meta-agreements on core concepts, easing subsequent ag-
gregation [8, 15, 19, 20, 25]. Deliberation may thus shrink interpretation gaps
highlighted in Section 4.

Use Case 8. Value inference (and therefore, value system aggregation) nor-
mally needs rich, labelled data [17]. A resource-constrained municipality could
instead convene a citizen panel to deliberate and draft a shared value system,
avoiding expensive surveys.

Aggregation-Based Deliberation-Based

Imposition Aggregation may impose an
outcome.

Encourages voluntary compro-
mises.

Reliability Satisfies formal social choice
properties

Prone to social biases (group-
think, polarization...)

Consistent
outcomes

Yes. Same inputs yield same re-
sults.

No. Context and discussion af-
fect results.

Time Consuming Fast. One-shot decision-making. Needs rounds of refinement.

Necessary input Requires individual value sys-
tems obtained beforehand

There is no required input be-
forehand.

Participation No recruiting necessary. Recruiting citizens is necessary.

Table 4: Comparison of aggregation-based and deliberation-based methods.

8 Conclusions and future work

Understanding citizen values is of great utility for policymaking, however the
process to obtain a model of citizen values, and in particular value system aggre-
gation needs more research. This position paper has explored the possible lines
of research to develop better value system aggregation methods with the aim
of using them for value-aligned decision making. The sole published algorithm,
lp-regression [16], is a personal-judgement, general approach that spans ethical
paradigms via a parameter. This means this approach would be useful to ob-
tain a model of citizen values assuming we have tons of citizen data (not only
their value preferences but how their understanding each value), we would have
to know which ethical paradigm to use, and despite this apparent complexity,
the aggregation is not tailored for any specific application. This setting is far
from the usual, as governments usually have limited data on their citizens’ value
preferences, and may need approaches that are more tailored to sensible pol-
icy making applications. Future work will develop such specialised aggregators,
beginning with the Minimal Decision Divergence criterion (Section 6).
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