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Abstract

Digital audiovisual media (e.g., TV, streamed video) is an essen-
tial aspect of our modern lives, yet it lacks accessibility — people
living with disabilities can experience significant barriers. While
accessibility interventions can improve the access to audiovisual
media, people living with complex communication needs have been
under-represented in research and are potentially left behind. Fu-
ture visions of accessible digital audiovisual media posit highly
personalised content that meets complex accessibility needs. We
explore the impact of such a future by conducting bespoke co-
design sessions with people with aphasia — a language impairment
common post-stroke — creating four highly personal accessibil-
ity interventions that leverage audiovisual media personalisation.
We then trialled these prototypes with 11 users with aphasia; ex-
amining the effects on shared social experiences, creative intent,
interaction complexity, and feasibility for content producers. We
conclude by critically reflecting on future implementations, raising
open questions and suggesting future research directions.

CCS Concepts

« Human-centered computing — Accessibility theory, con-
cepts and paradigms.
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1 Introduction

The accessibility of audiovisual media for people living with disabil-
ities has received significant attention from researchers — having
access to audiovisual media is essential to participate and interact
with the world around us [23, 51, 62]. Audiovisual media is inher-
ently complex, combining multiple information modalities over
time. This multimodality introduces additional cognitive [81] and
language [10] barriers that cannot be addressed through translating
information from one mode to another. These barriers can affect
many people living with complex communication needs (CCNs),
such as aphasia — a language impairment following a brain injury
(e.g., stroke) that can affect multiple aspects of communication and
audiovisual media viewing. Technologists have developed a wide
range of accessibility interventions for a diverse range of communi-
ties, such as subtitles for people who are d/Deaf or hard-of-hearing
[9, 43, 53, 76] or audio descriptions for blind or visually impaired
people [26, 36, 65, 93]. The reliance on language of many widely ex-
plored interventions, such as subtitles or audio description, makes
them unsuited for these communities, with existing research on
alternative interventions being significantly under-explored [61].
Prior work by Nevsky et al. [59] explored the co-design and
creation of accessibility interventions for audiovisual media for
people with aphasia, focusing on manipulating various audiovisual
elements rather than translating between modalities. This research
offered general insights into personalising audiovisual content —
allowing the viewer to adapt the content to meet their needs — but
did not explore the wide-ranging possibilities afforded by personali-
sation and how those possibilities cater to a diverse community like
people living with aphasia. By co-designing for a population, we
miss the core goal of personalisation — the ability to support every
individual, no matter how complex their needs or the lack of scala-
bility. To this end, we take personalisation to its logical next step —
creating bespoke interventions for a single individual that address
their specific access needs. We ran two co-design sessions with 4
participants living with aphasia, envisioning their ideal personal
accessibility interventions, and creating mid-fidelity prototypes for
each person. These interventions allow the viewer to alter various
viewing aspects, such as audio and visual distractions, the content’s
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pace, or the subtitles. We then ran three evaluation sessions with
11 participants with aphasia to understand whether the interven-
tions created through bespoke co-design process are transferable to
others, as well to evaluate the specific ideas. We explore how such
interventions afford the viewer agency and the ability to become
an active participant in the viewing experience. We also address
some of the underlying tensions that are inherent to audiovisual
media personalisation, including the social, creative, interactive,
and production costs. Our main contributions are:

(1) The first empirical insights into the lived experiences of peo-
ple with aphasia using bespoke accessibility interventions
that leverage audiovisual personalisation.

(2) The demonstration of distinct challenges and trade-offs with
highly personalisable audiovisual experiences with people
living with aphasia.

(3) Critical reflections on the socio-political and technical con-
texts of implementing highly personalisable bespoke acces-
sibility interventions, their technical realities, and design
ideals for possible technical futures.

2 Related Work
2.1 Audiovisual Media Access

Audiovisual media is inherently complex — it simultaneously in-
cludes both visual and auditory information which introduces acces-
sibility barriers for anyone who cannot interact with those modali-
ties, such as people who are d/Deaf or hard of hearing (DHH) [43]
or blind or visually impaired (BVI) [34]. Additionally, the combina-
tion of the two information streams over time can introduce further
cognitive or language barriers [81], such as those experienced by
viewers living with dementia [22]. Audiovisual media also contains
narrative information that often relies on language, which intro-
duces barriers for people with language disorders, such as people
with progressive language impairments [10]. These accessibility
barriers mean many people living with disabilities can have lim-
ited engagement with audiovisual media, which is becoming more
ubiquitous to connect with the world around us [62].

Given the importance of audiovisual media and its inaccessi-
bility by many communities living with disabilities, researchers
and professionals have developed accessibility interventions to sup-
port viewing. These include technologies such as subtitles [9, 42],
developed for the DHH community, and audio descriptions [65],
developed for the BVI community. While initially developed and
becoming the standard interventions for television viewing [72],
these have been implemented in other viewing contexts, including
on smartphones [93], and, more recently, with emerging mixed,
augmented and virtual reality devices [76]. These interventions
have also been adapted to meet the requirements of new forms of
content, such as short-form social media video [53], or online live-
streaming [40]. Additional features have been added to improve
the interventions, such as through modifying subtitle typography
to convey emotional information [18] or enhancing audio descrip-
tion through improved sound design [49]. With the increase in
user-generated content, researchers have also explored ways to
improve and simplify methods for creating both subtitles [82] and
audio description [36], including ways to allow people living with
disabilities to participate in their creation [55]. There are also future

1827

Alexandre Nevsky, Filip Bircanin, Elena Simperl, Madeline N Cruice, and Timothy Neate

opportunities to adapt these interventions to content generated
using recent advancements in text-to-video tools [48], such as cre-
ating an automatic voice-over describing the visual information.

Much of the focus of past research has been on interventions de-
signed for specific communities and viewing contexts, notably for
television viewing for the BVI and DHH communities [61]. These
interventions, however, are not always accessible to all viewers,
especially for communities with CCNs, such as people living with
aphasia, as these interventions rely on translating one aspect of
language to another. Moreover, the variable nature of aphasia and
it affecting language regardless of modality also means that these
interventions do not address the needs of all. Aphasia can cause
significant barriers to audiovisual media access — understanding
speech, following the narrative, on-screen text, and challenges with
cognitive load all affect the viewing experience [60]. Many audio-
visual elements can cause these barriers, including speech clarity,
fast narrative shifts, fast pace of dialogue, or limited processing
time. These barriers are often aggravated by the cognitive demand
of audiovisual media - having to focus on and integrate multiple
continuous overlapping information streams [71], including visual,
audio, and narrative information. This can lead to cascading failure
of accessibility [60], where experiencing one barrier requires effort
to recoup lost information, which increases the likelihood of expe-
riencing another barrier. Many common accessibility interventions
do not address these viewing aspects.

2.2 Personalising Audiovisual Media

2.2.1 Technical Tools for Personalisation. Personalisation of au-
diovisual media has seen increased attention with advancements
in technology and tools to facilitate the creation process, such as
through the use of flexible media — a method of producing media in
which individual audiovisual elements of the content are labelled
with metadata and assembled at play time, allowing for highly
personalisable viewing experiences [2]. Through the creation of
relevant metadata and the manipulation of audiovisual elements,
this personalisation involves adapting the content to reflect the
individual’s uniqueness, such as their interests, history or relation-
ships [67]. Prior research has used flexible media concepts to create
unique viewing experiences, such as through branching narratives
[90] or media that adapts to the viewer’s context [15]. Flexible me-
dia concepts can also allow for the content to be assembled in a
way that creates an accessible personalised version [32].

Viewers can also personalise their viewing experiences through
the use of second screens — these can be used to control aspects of
the flexible content, such as interacting with branching narratives.
This transforms the traditional viewing experience into an interac-
tive encounter that introduces immediacy and liveness and offers
the viewer temporal agency - extending the agency of viewers
by making the temporal space flexible [11]. The use of companion
screens can also provide an additional social element to the viewing
experience through engagement with content on social media plat-
forms, such as live-tweeting during a TV series episode broadcast
[77], which creates a shared experience among all the viewers. The
changes in viewing patterns highlight the growing role of viewers
as active participants in their media experience, rather than being
passive consumers [39], which is encouraged by personalisation.
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2.2.2  Personalisation as a Form of Translation. Personalising the
media viewing experience, whether changing the content or the
way it is being experienced, can be seen as a form of translation.
Originally explored in the context of translating media from one
language into another, the concept of translation in media studies
has evolved to encompass many different types of adaptation [12],
including the broad idea of localising existing media to the viewer’s
context [13] or transcreation - the adaptation and manipulation of
the original media’s semiotic layers [74]. Translating the content
to meet the viewer’s desired experience does not necessarily keep
a formal or dynamic equivalence to the original media, but creates
a new piece of media that can augment the original, offering addi-
tional value to the viewer [12]. This is especially relevant for people
with accessibility needs, for whom the original content might not
be accessible. Ward et al. [94, 95] demonstrated how personalising
the content audio can facilitate viewing for people who are hard-
of-hearing, using a flexible media approach to label audio track
importance and offering higher levels of control over these to the
viewer. Using flexible media concepts can be seen as offering con-
tent domestication — adapting the way media are created from an
early stage to meet the viewer’s idiosyncrasies from the outset [13].
Additionally, changing the environment in which the media are
experienced by personalising the space to viewers’ needs can help
people living with autism spectrum disorder (ASD), as explored by
Alper [1] with their “relaxed” shared media experiences.

2.3 Co-Design with People Living with Aphasia

Accessibility researchers have called for the direct involvement
of people living with disabilities in research [4, 50], which can be
achieved through participatory design (PD) — methods of engaging
end-users in research from the beginning as active experts. When
collaborating with people living with disabilities, this means view-
ing them as experts on their disability and giving them agency in
how they want to approach the subject [26, 78]. These techniques
have been used in the past to co-design assistive technologies with
various communities living with disabilities. For instance, Azenkot
et al. [3] co-designed a Braille-based interface to support deaf-blind
individuals to navigate public transport, using concise inputs and
outputs to highlight key information. These standard PD meth-
ods, however, are not always accessible and have to be adapted to
the participants. For instance, Frauenberger et al. [21] co-designed
technology with autistic children by adapting PD practices to their
specific needs. Similarly, Lindsay et al. [44] highlight the need to
create an empathetic relationship between researchers and indi-
viduals living with dementia, personally tailoring the design of
the assistive technology. Finally, PD methods must also be adapted
when co-designing with people living with aphasia [38], since many
standard participation methods rely on language.

Aphasia is a language impairment that often occurs after a stroke
and can affect a person’s ability to understand speech, speak, read,
and/or write [54] - aphasia affects language abilities differently
from person to person, with varying levels and nature of the lan-
guage impairment [5]. Moreover, the linguistic challenges are pan-
modal, with individuals experiencing difficulties understanding
and expressing concepts across a wide range of modalities. Aphasia
does not affect the person’s intelligence, ability to form opinions,
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solve problems, or memory [92]. Many people living with aphasia
can experience additional impairments due to their stroke, such
as one-sided weakness or paralysis of limbs called hemiplegia [79]
or increased fatigue [96]. For these reasons, using standard PD
techniques with participants living with aphasia can be challeng-
ing. Researchers working with this community have adapted their
co-design approach and made the techniques more accessible by
minimising language-based tasks in favour of using alternative
communication, such as a tangible design language [96]. Indeed,
researchers have outlined several key concepts to ensure access
for people living with aphasia to participate: having short and
direct tasks introduced verbally by the researchers; researchers
should prompt participants throughout the session rather than re-
lying on think-aloud; materials should be prepared in an accessible
format; incorporating tangible props to represent interactions or
concepts [27, 56, 75, 96]. Additionally, using techniques rooted in
"Someone Who Isn’t Me" (SWIM) can allow participants to express
their opinions more freely and think more broadly about the wider
community [56].

3 Co-Designing Bespoke Accessibility
Interventions

3.1 Methodology

With a view to explore the potential future of audiovisual media
personalisation and how such an approach could facilitate the view-
ing experiences of people living with aphasia, we took the idea of
personalisation to its logical next step — allowing each person to
have their own highly personal viewing experience through the
participatory development of bespoke accessibility interventions
that leverage personalisation. Each participant in our workshops
envisioned their ideal way of facilitating viewing through bespoke
co-design of technical artefacts, which we then used to reflect on
possible futures of personalisation by employing research through
design (RtD) [99]. Through RtD we attempt to investigate the impli-
cations these futures of personalisation could embody, focusing on
what such experiences could and should be [100], as well as trying
to reflect on possible commercial practices. Through the design,
creation and annotation of these interventions [24] we gained a
greater understanding of what such a shift in viewing paradigms
could mean for people living with aphasia, presenting the first study
of this kind.

3.2 Participants

Table 1: List of participants in the workshops, along with
demographic data. Participant’s names have been changed.

Name Gender Age Years w/ Aphasia

Jane Female 62 5.5
Simon Male 59 17
Sally  Female 62 7.5
Bart Male 72 11

To conduct the bespoke co-design, we recruited four participants
from Dyscover, an aphasia charity that offers support for people
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Figure 1: Images from the envisioning workshops, including an example of the storyboard, a participant envisioning, and a

demonstration of the mid-fidelity prototype.

with aphasia through group sessions and activities. We have had
prior discussions with these participants about the barriers they
faced when consuming audiovisual media, as well as their pre-
ferred viewing context. The participants had been informed of this
research project and consented to this project before our work-
shops, with this research receiving ethical approval from the King’s
College London Ethics Board. We conducted the sessions during our
participants’ weekly aphasia support sessions at the charity centre,
a location that is familiar to them, and at a convenient time. The
sessions were held in a separate room from the rest of the support
group to reduce distractions. The two workshops were held 6 weeks
apart, allowing us to develop the highly individualised bespoke in-
terventions, in the form of mid-fidelity prototypes. Both sessions
were attended by two researchers who had previously worked with
the participants. The participant’s details can be seen in Table 1.
All the participants were fluent in English before their stroke. The
average age of the four participants was 64 (SD = 4.9), and they
have had aphasia for an average of 10 years (SD = 4.4). All four par-
ticipants have right-side hemiplegia, meaning they had limited use
of their right arm. None of the participants used augmentative and
alternative communication (AAC) devices to communicate during
the workshops. All participants were compensated with a 20 GBP
Amazon voucher for each workshop, to thank them for their time
and expertise.
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3.3 Individual Intervention Ideation

The first workshop (WS1) involved the co-design of the participants’
individual interventions based on accessibility barriers people living
with aphasia experience with audiovisual media [60]. The activ-
ity was done with each participant individually (see Figure 1). We
did this to prioritise the individual; allowing each participant to
express their own thoughts for as long as they wanted, uninter-
rupted. This also enabled simpler, distraction-free communication
and gave people the time to express themselves. This is especially
important for participants with more severe expressive aphasia, for
whom conveying their thoughts can take some amount of time. We
started the discussion by talking about the general accessibility bar-
riers they face when consuming audiovisual media, asking them to
think about the barriers they felt impacted their viewing the most.
Once a barrier was selected by the participant, we asked them to
think of any way they would want to address them, supported by
pen and paper, without focusing on any practical questions. After
brainstorming several ideas, we synthesised the ideas into a tech-
nical intervention that the participant would want to see. At that
point we asked the participants to storyboard, using a provided
template, how such an intervention would work. Not all partici-
pants were comfortable drawing for themselves, instead guiding
the researchers in completing the storyboards. The activity lasted
about half an our per participant.
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3.4 Understanding the Bespoke Interventions
Through Vignettes

We present four vignettes to introduce the context in which our
participants living with aphasia co-designed their bespoke interven-
tions, examining their lived experiences with audiovisual media and
the accessibility barriers faced. Following guidelines and previous
work that utilised vignettes [7, 16, 19, 31], the vignettes were based
on the storyboarding activity, along with previous engagements
with our participants over the previous workshops and other re-
search activities starting in June 2023. These various sources bring
insights into the wider context around each participant’s viewing
experiences, including the aspects of audiovisual media that facili-
tate viewing, our participants’ thoughts on the importance of the
original creative intent behind the audiovisual media, and experi-
ences with social viewing. This qualitative data encompassed 15
hours of video-recorded discussions along with insights collected
through the storyboards and cultural probes — a series of postcards
the participants had written, outlining concrete access barriers they
faced in their everyday audiovisual media viewing, along with ways
they would address those barriers. It was analysed inductively, ex-
tracting examples in which they experienced challenges, anecdotes
from their lives, and key insights they provided as direct quotes.
Vignettes offer a powerful method to manage large amounts of
qualitative information [7], seeking to embody the lived experi-
ence of people with aphasia in an empathetic way that keeps the
individual’s uniqueness. Moreover, the audiovisual media viewing
experiences of people living with aphasia have been largely under-
represented in research, especially when exploring accessibility
interventions — these vignettes represent real lived experiences
around which interventions can be designed.

3.4.1 Vignette 1 - Jane. 1t is late in the afternoon when Jane comes
back home from the shop, where she bumped into a friend whose
name she had forgotten. As she starts putting away the groceries,
her husband arrives home after work, and the two recount their
day. They both sit down in front of the TV to watch the BBC News
broadcast and unwind. As the newsreader rattles off the day’s main
events, Jane has to focus on each word and quickly finds the exercise
tiring. The news broadcast then opens with the first main news
story, a new government proposal. Jane listens attentively but finds
it difficult to follow the news story, getting distracted by the news
ticker describing a different event and the sound of cars behind
the on-field reporter. After a short while, Jane picks up her remote,
pauses the broadcast and turns to her husband. “I can’t watch it
because I'm looking at the text... can you explain to me what they are
saying now?”. He briefly explains how the government wants to put
in place some sort of restrictions on cars, but does not add more
detail and uses his remote to continue watching. Jane leans back on
the couch and tries to continue watching, but she has lost interest
and is feeling tired. She picks up her iPad and checks her Facebook
instead. She wishes that she could remove the distractions, both in
the video and audio, so that she could focus on what’s important.

3.4.2  Vignette 2 — Simon. Simon puts on a comedy skit show on
Netflix as he assembles a piece of furniture, glimpsing at the TV be-
tween each repetitive task. Usually, the skits involve two comedians,
but occasionally other characters are also involved. The episode,
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Figure 2: Jane.

however, sees a guest comedy troupe in each skit, with many of the
jokes overlapping with others. Simon finds this difficult to follow,
so he puts down the screwdriver and uses the remote to go back
in time. The simple 10-second rewind, usually sufficient, does not
help much, and he has to continuously press the button. Due to
his hemiplegia, Simon cannot use the remote control while holding
the screwdriver, so progress on the furniture assembly is slow. He
turns off the TV and concentrates on the assembly in silence. Simon
wishes he could have simply gone back to the moment before he
got confused so that he could press the button once and keep going
— even better if he did not have to press a button.

Figure 3: Simon.

3.4.3 Vignette 3 — Sally. Sally talks to a friend who recommends a
new quiz show on TV. A fan of quiz shows and the challenges they
bring, she decides to tune in later in the evening. Unlike most shows,
this one is slower-paced, something that she appreciates as it gives
her an opportunity to answer the questions. The host is taking his
time to read each question slowly and with great clarity, a little
too slowly for Sally’s husband. One of the participants, however,
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speaks quickly and with poor enunciation, making it difficult to
comprehend what she is saying. After answering a question on
Angkor Wat, a Buddhist temple in Cambodia, this participant starts
talking about its history, a topic of great interest for Sally as she
plans to visit later that year. Sally concentrates on each word but
struggles to understand what she is saying. She wishes that she
could slow down the speaker and hear each word spoken one by
one, with a clear voice, like the presenter.

Figure 4: Sally.

3.4.4 Vignette 4 — Bart. Bart and his wife sit down to watch an
episode of a new TV series. The episode follows various charac-
ters preparing a secretive scheme, with many scenes involving the
characters speaking in hushed voices, which Bart finds difficult to
make out, so he turns on the subtitles. This does not help much,
since the language is getting quite complicated and he cannot keep
up before the next set of subtitles appears on the screen. At this
point, he pauses the episode and asks his wife if she can read the
captions whenever the dialogue is indiscernible, which she starts
doing. They continue watching, but his wife can only read out loud
so fast, and she quickly finds herself lagging behind and missing the
end of the dialogue. They finish the episode, at which point he turns
to his wife and asks her to explain what had just happened, which
she happily does. Bart wishes he could have changed the subtitles
to his liking — he doesn’t need them to convey the plotter’s dialogue
verbatim and would prefer them to support his understanding by
conveying the gist in a simple manner. He also wishes that he had
more time to read the subtitle, without having to constantly stop
and start the playback, something that annoys his wife.

3.5 Developing the Individual Interventions

All the interventions were developed by the first author and took
the form of a web application that included a video player and a
controller. The video player controller could be accessed from a
second device, such as a tablet or phone — see the tablet on the table
in Figure 7. These interventions were developed using the Next.js
framework 1. The interventions included a video player with a

Thttps://nextjs.org/

1831

Alexandre Nevsky, Filip Bircanin, Elena Simperl, Madeline N Cruice, and Timothy Neate

Figure 5: Bart.

selection of short video clips, and controls to enable and adjust
the intervention’s features. The four video clips selected were a
‘BBC News’ segment (02m15s), a round of the quiz show ‘The Chase’
(02m52s), a dialogue scene from the TV show ‘Industry’ (02m11s),
and a scene from the film ‘Devil Wears Prada’ (01m50s). These
video clips were selected to represent a range of broadcast formats,
content genres, and different levels of audiovisual media complexity
[57]. The short duration of the clips allowed us to show a complete
narrative scene during the evaluation and hence supported our
participants in the envisioning process [45].

3.5.1 Jane’s Intervention — Removing Distractions. Jane expressed
finding it difficult to focus on the media when there were distrac-
tions — both in the audio and video. In our discussion and her
storyboard, Jane suggested two main features. First, she wanted to
be able to adjust the volume of various audio elements, such as the
voice of the current speaker or the background music. Secondly, she
wanted to be able to increase the focus on the key visual elements
on the screen. For this, she had two ideas: either add a blur to the
background, leaving only the key visual information in focus, or
‘zoom in’ on the main visual information. After some discussion,
she settled on using the blur, since that was deemed less jarring
and allowed for background information to still be visible, albeit in
an unfocused way — see Image 1 in Figure 6. When discussing how
these two features should be controlled, Jane suggested being able
to toggle them on or off manually, so that she could use them only
when she wanted to. This also would allow her to turn on the inter-
vention when watching TV alone while leaving the intervention
off when watching socially with her husband. The final controls
included a toggle switch and a series of sliders to adjust the audio
levels of the speaker and the background audio — see Image 2 in
Figure 6.

The visual blur feature was done through a Wizard-of-Oz ap-
proach, with video being edited using DaVinci Resolve 2 to track
the main characters and objects in the scene, and blurring the rest.
The video player toggled between showing the original video or the
blurred version, thus representing the feature to the viewer. For the

Zhttps://www.blackmagicdesign.com/products/davinciresolve
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If you're looking for a new adventure, and have tens of thousands of dollars to spare,
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Figure 6: The bespoke interventions. Numbers 1 and 2 are Jane’s interventions. Number 3 is Simon’s intervention. Numbers 4
and 5 are Bart’s interventions. Sally’s intervention could not be represented visually. See this paper’s video captions for a full

demonstration of all these interventions.

background audio control, the audio track of each clip was passed
through an online Al platform, lalal.ai 3, that separates vocals from
background noise originally developed to create instrumental ver-
sions of songs. Two sliders then controlled the volume level of each
audio track separately.

3.5.2  Simon’s Intervention — Smart Rewind. Simon suggested cre-
ating a system that could intelligently rewind to a point in the
program, one either based on the narrative or the audiovisual com-
plexity. Simon is an avid user of the rewind functionality available
on online content platforms, such as Netflix or Amazon Prime
Video, and expressed interest in being able to enhance these. In the
final intervention, we implemented a smart rewind feature based
on the complexity of the dialogue. After testing this functionality,
however, we decided to also include the pace of the dialogue as a
metric in the complexity score.

To achieve this, we used the video clip subtitles as a starting
point, expanding on it to create a metadata file for each clip. This
metadata file contained the subtitles, the subtitle’s start and end
times, and a complexity score. This score was initially the Flesch
Kincaid readability score [41], a metric that indicates the complexity
of a text and is used when working with people living with aphasia
[29]. Due to the metric requiring 100 words to accurately compute a
score, we combined the subtitles necessary to reach that threshold
and kept a rolling score. This metric was extended by adding a
multiplier based on the words per minute spoken for that duration,
using the following formula: 1 + log;,(max(WPM — 150,1)) - the
multiplier initially increases quickly above 150 words per minute
before slowing down. This ensured that moments with a high rate

Shttps://www.lalal.ai/
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of speech — over 150 words per minute [33] — saw a greater com-
plexity score. The Smart Rewind functionality would go back to
the beginning of most recent dialogue with a complexity score of 8
or greater, which is based on guidelines for aphasia [29], adjusted
based on the complexity score.

3.5.3 Sally’s Intervention — Slowing Speech. During our discussion,
Sally raised several situations that she found challenging, including
the fast pace of dialogue and quick visual changes. She ended up
focusing on the pace of dialogue, thinking of different ways to slow
this down, and ending up with the suggestion to break up the speech
so that there was more separation between the words. Thinking
about how this would work in practice, Sally wanted this feature to
work with a text-to-speech system reading the lines, since natural
speech links words in a way that would make adding short pauses
between these sound unnatural, reducing the overall enjoyment,
while not necessarily improving clarity. She asked for no additional
control over aspects of the system, as such controls would promote
constant adjustment and increase distraction. Additionally, Sally
wanted to be able to turn off the intervention when she watched
with her husband. The final intervention therefore allows Sally to
toggle the text-to-speech reader on or off, which replaces the voice
of the speaker and generally slows down the media.

We used the browser’s built-in text-to-speech feature to read out
the subtitles, the timings of which were modified slightly to work
better with the intervention and ensured that sentences were kept
together to improve the text-to-speech reading. Since the goal of
the intervention was to slow down the pace of speech, this also
requires to slow down the overall playback of the video to match
the new text-to-speech reading. To match the pace of the video
with the subtitle reading, the video playback was slowed down to
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Table 2: List of the four bespoke interventions and a description of their features. Also included are the changes made to the

interventions following WS2.

Intervention Description Changes made
Jane - Background Audio Control None

Control over the speaker and

background audio levels
Jane - Visual Background Blur Blurs the video background None

Simon - Smart Rewind

Rewinding to the start of a moment of Added visual cues to the video player and

high complexity

controller and incorporated speech rate to the
complexity score

Sally - Slowing Speech None
Replaces the speaker’s voice with
text-to-speech

Bart - Simplified Subtitles Simplifies the subtitle text None

Bart - Slower Subtitles

Slows down the media based on

subtitle complexity

Incorporated rate of speech to the complexity
score

match the text-to-speech duration. Since the system we were using
for the text-to-speech did not return the reading duration before
the end, this information was manually collected and entered into
the subtitle metadata file, along with the subtitle text, their start
and end times, and the normal duration of that block - all elements
that would be simple to automate during the production process.

3.5.4 Bart’s Intervention — Simplified Subtitles. Bart focused his
attention on subtitles, having previously talked about challenges he
experienced with on-screen text, such as how the text was either
presented in an inaccessible way or that it did not appear on-screen
for long enough. Bart therefore suggested three features he wanted
to see in his interventions. First, Bart wanted to be able to simplify
the language presented in the subtitles, a feature that would allow
him to use the subtitles to support his viewing by giving him a
summary of what is being said instead of the dialogue verbatim.
Second, to be able to have the subtitles read out loud using text-to-
speech, in case he was watching alone. Third, a switch that slowed
down the pace of the content to give him more time to read the
text. To control these features, Bart asked for simple toggle controls
that allowed him to choose between the original, the simplified
subtitles, and/or the slowing down during subtitles. This way, Bart
could use the intervention’s features when watching alone, while
being supported by his wife or others during social viewing. While
he desired more granular controls for the speed of the playback
when the feature was active (e.g., complex speech was detected),
through the use of a slider, he did not want more granular control
over the language simplification, preferring to simply turn the
feature on when he needed it. For the text-to-speech reading out, a
button would pause the content and read out the current on-screen
subtitles.
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To simplify the subtitles, the subtitle file was passed through
ChatGPT, 4 prompting it to simplify the language to meet guidelines
for writing for people living with aphasia [29]. The resulting file
was then converted into a metadata file that contained information
on the simplified subtitles, their start and end timestamp, and the
complexity score of that subtitle block (see Section 3.5.2 for more
detail). The slowing down feature used the complexity score of a
given subtitle block to adjust the playback rate, gradually increasing
the magnitude of the slowing effect for higher complexity scores,
as well as with the value the user selects on the slider, peaking
at half the playback speed. The text-to-speech function used the
built-in text-to-speech feature available through the browser, using
the browser’s default voice.

3.6 Iteration and Individually Critiquing the
Bespoke Interventions

We organised a second workshop (WS2) with our participants to
present the interventions we created and get feedback on their
implementation. This workshop was at the same location as WS1
and involved all our original participants except for Sally, who was
absent. The interventions were projected in front of the participant
who could control it using a laptop. We originally wanted to use a
tablet for the controls, since a touchscreen is easier to manipulate
than a computer mouse. However, we faced technical issues when
connecting it to the web application. We presented the interventions
to the participants before letting them explore them with four video
clips, prompting the participants for feedback at regular intervals.
Participants only saw their own interventions, not those of others.
The participants also paused the playback to give their thoughts

“https://openai.com/index/chatgpt/
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and rewinded to demonstrate what they meant. Depending on the
intervention feature explored, participants were more or less active
in their viewing, with Simon constantly using the Smart Rewind,
while Bart toggled on the intervention and watched. The activity
lasted about half an our for each participant.

While the participants were generally excited to see their visions
implemented, some features required tweaking — see Table 2 for
more details. For instance, the original video player controls had
two separate play and pause buttons, which participants found
difficult to use since it required them to move the mouse — these
two buttons were therefore merged. Participants also expressed
confusion at times, since they were not sure if the intervention was
doing anything. For example, Simon was unsure how the Smart
Rewind worked, since he did not know to what moment the button
would rewind to. We, therefore, added some visual feedback to let
the participant know if something is happening, such as adding a
colour-coded visual cue to Simon’s video player — see number 3 in
Figure 6 - and a clear indication of when the rewind will go on the
controller. Additionally, our participants wanted the interventions
to interact with the content seamlessly and not stand out too much.
When using the text-to-speech features, however, the “robotic”
voice was distracting, with participants asking to replace it with a
more natural sounding one, or ideally while keeping the speaker’s
voice — this could be achieved by using Al voice synthesis, but
participants were conscious of the ethical problem around using
these, such as issues around impersonation.

4 Evaluating the Bespoke Interventions

To understand the utility of the bespoke accessibility interventions
for a general population of users with aphasia, we conducted three
evaluations with a different cohort of people living with aphasia at
Aphasia Re-Connect. We chose to visit a different charity to provide
an un-primed perspective on interventions, with the participants
having no prior knowledge of the work we had been conducting,
nor of the people who envisioned the interventions. In total we
recruited 11 participants (3F, 8M) with an average age of 65.4 (45 -
85) and an average of 11.0 years (6 — 20) living with aphasia — see
Table 3 for more details. There were either 3 or 4 participants per
session, and participants were compensated with a 20 GBP Amazon
voucher. Most of the participants (N = 7) engaged in social viewing,
mostly with their families. The sessions took place during their
weekly group support sessions to ensure participants were familiar
and comfortable with the location. Each session was run by two
researchers who presented the research, collected demographic
data about the participants, and then proceeded to demonstrate
the four interventions to the group, allowing the participants to
interact with the controls via a tablet. Data was collected through
prepared discussion points and a survey, which included questions
with 5-point Likert scales to collect general feedback - see Figure 8
- and open text entries for additional comments.

4.1 Data Analysis

All the sessions were video-recorded with the participants’ consent,
totalling 4 hours and 15 minutes of footage from a 360° camera,
which captured the whole room, from the evaluation sessions. We
also screen-recorded the iPad and the screen displaying the video
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content. The first author watched these video recordings in full and
conducted an inductive and reflexive analysis, coding key points
raised by the participants. These points focused on the participants’
general viewing experiences, the accessibility barriers they face,
their reactions to the bespoke interventions, and additional rele-
vant comments around the personalisation of audiovisual media.
Following this initial coding, general themes were developed. To
ensure rigour, three authors met to discuss the codes and refine the
themes.

4.2 Results

4.2.1 Jane’s Intervention. Jane’s intervention contained two fea-
tures — controlling the background audio levels and blurring the vi-
sual background. The ability to control the background audio levels
was seen as useful in supporting viewing (see Figure 8). Participants
saw how this feature could help them with their understanding
by highlighting the dialogue and helping them focus on it: “P1:
Yeah, good... brilliant [...] on a soap... soaps... lot of noise going on
there”. This was seen to be especially beneficial in crowded scenes
with overlapping speakers and distracting background noise, which
generally leads to increased confusion. Participants had, however,
some reservations about using this feature, specifically noting that
removing or lowering the background audio would remove the
substance from the media: “P5: Background noise builds up the ten-
sion”. Participants mentioned that this background audio, while
potentially distracting, was put there by the artists — that is, the
people behind the creation of the audiovisual media - for an cre-
ative reason: “P11: It is all part of the same... same... | mean, otherwise,
they wouldn’t have it there in the beginning”. This tension between
supporting their understanding and enjoying the creative vision
of the media was seen as context-dependent, where participants
would be more likely to use it with certain types of content than
others, and requiring the participant to find the balance that fits
their needs: “P8: You lose something, but you gain something else”.
When asked about using such a feature when watching socially,
our participants suggested they would rarely do so. Participants
also highlighted that this feature promotes active viewing, that
is, actively interacting with the content while viewing, which can
reduce their enjoyment: “P5: That is a bit like me being my own
director, and that takes a bit away from it”.

The blurring feature, on the other hand, was broadly disliked,
with our participants finding it not to be useful in supporting view-
ing. The main complaint participants had was that the blurring
was distracting and confusing: “Pé: It... it... it is distracting”. When-
ever the blurring was enabled, participants would focus on that
rather than the elements that remained un-blurred: “P8: I would be
constantly concentrating on the blurring”. Participants found that
removing or reducing the intensity of the background made un-
derstanding the scene as a whole more challenging: “P5: I would
find it hard to understand... if I didn’t understand the interaction with
the other people”. There were also questions about how the system
decides what visual elements get blurred and which ones stay in
focus, with some participants asking if they could personally se-
lect these elements. Some participants, however, saw the potential
usefulness of such a feature for people with more severe aphasia
than their own, finding that such a tool might have been useful
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Figure 7: Photo from the first evaluation session, showing the setup used to demonstrate the interventions.

Table 3: List of participants in the evaluation sessions, along with some demographic data. The aphasia evaluation includes the
participants’ Aphasia Severity Rating (ASR) [37] and a textual description. This evaluation was done by a speech and language

therapist who works at the charity.

Name Gender Age Yearsw/ Aphasia Aphasia evaluation

P1 Male 58 8.5 ASR: 3 - Receptive and expressive aphasia

P2 Male 54 10 ASR: 2 - Receptive and expressive aphasia

P3 Female 84 20 ASR: 2 - Expressive and receptive aphasia

P4 Female 62 13 ASR: 2 - Receptive and expressive aphasia

P5 Male 73 6 ASR: 3 - Receptive and expressive aphasia

P6 Male 52 12 ASR: 2 - Moderate expressive and receptive aphasia
P7 Male 65 14 ASR: 4 - High level, mild aphasia

P8 Female 85 6 ASR: 4 - High level, mild aphasia

P9 Male 67 16 ASR: 2 - Expressive and receptive aphasia

P10 Male 74 6 ASR: 2 - Moderate receptive and expressive aphasia
P11 Male 45 10 ASR: 2 - Receptive and expressive aphasia

soon after their stroke: “P8: For me, it is not the thing, but... for
others, I think [nodding]”. Moreover, with the understanding that
this feature would facilitate viewing for others, some participants
expressed that having the option to enable the blur was useful and
that while they would personally not use it, they would if viewing
with these people: “P7: If you can do it... then why not do it? You
don’t have to use it... but... if it’s... if it’s no problem to do it, why not
do it?”. However, the overall consensus was that they would use
this feature rarely, if at all when watching with others.

1835

4.2.2 Simon’s Intervention. Participants found the ability to in-
teract with a more sophisticated rewind mechanism to be useful
in supporting their viewing. Giving participants the possibility to
re-watch a complicated segment easily was easy to understand
for most participants who already use built-in rewinding features
present on many content platforms, such as the 10-second rewind
on Netflix. Participants thought having complexity taken into con-
sideration to be a useful way to support their viewing: “P1: It is just
slowing it down to an accessible pace”. Being able to rewind to a spe-
cific moment, instead of a flat increment of time, was also seen to be
more useful, with P8 suggesting wanting to go back to a moment



To Each Their Own

DIS ’25, July 05-09, 2025, Funchal, Portugal

2

Jenni - Background Audio Control

3

Jenni - Visual Background Blur W&\\\\\\\\\\\N

N

Steve - Smart Rewind &\ﬁ& ﬂ

3

Sarah - Slowing Speech &\\\\\\\\\\\\3&\\\\\\\\@

il

\

7

\

Bryan - Simplified Subtitles &\\\\\\\\&E}&\\\\\\%

S 2

il 2

Bryan - Slower Subtitles

]

Not useful

Very useful

Figure 8: Likert data on the perceived usefulness of each intervention feature. The values represent the answer to the question
“Did you find the intervention useful to help understand?” A score of 1 representing ‘Strongly disagree’ reflected in red and 5

representing ‘Strongly agree’ reflected in green.

where there were graphs and numbers: “I'd like to see the graphs |[...]
because my problem is numbers”. However, there needed to be feed-
back from the system to understand where the smart rewind would
go, otherwise, it would lead to increased confusion: “Pé: I couldn’t
understand where the... the smart back was... where?”. Participants
also mentioned that they would use this feature in conjunction with
the other features, returning to a challenging moment and turning
on the other interventions when watching again: “P5: You can go
back and actually play it without [background noise]”. Unlike the
other interventions, participants did not see any tension between
the use of the smart rewind and the original meaning of the media.
While participants stated they would use this feature when viewing
socially, they were wary of overusing it, thinking that others in the
shared viewing experience might grow frustrated if overused: “P9:
One or two, yes, but three or four or five... [chuckles]”.

4.2.3  Sally’s Intervention. With the pace of speech being a major
barrier to accessing audiovisual media, the ability to slow down
that speech to an accessible pace was appreciated by many of our
participants and found the speech to be clearer: “P4: Yeah, yeah... I
think it’s clearer, yeah”. The use of text-to-speech, however, was not
enjoyed by all the participants, as can be seen by this intervention
having the highest standard deviation, with many of them suggest-
ing the robotic voice distracted from the content: “P1: I just dont...
the computer voice... no, can’t... I don’t like it at all”. One participant
suggested being able to change the voice used would alleviate this
problem, ideally using a voice similar to that of the speaker. A po-
tential improvement could have been to use more sophisticated Al
voices, but participants pointed out that any generated voice would
lose out on some of the nuisance, even if it facilitated viewing: “P8:
With the robot voice, we could lose the sort of the humorous intonation
[...] the nuance of speech, but it would definitely help a lot of people by
slowing it down”. Participants expressed they would find the text-to-
speech to be easier to understand if the voice was clear, bringing up
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the examples of Stephen Fry or David Attenborough - two British
television presenters known for their delivery and Received Pro-
nunciation. When discussing when this intervention would be most
useful, P7 suggested that it would be context-dependent, enabling
it for content that is complicated and favouring using it for infor-
mational content, even if it is removed from the overall experience:
“If I slowed it down and I could understand, it’s a no-brainer”. P8
added to this, suggesting using this intervention as a comprehen-
sion tool in speech and language therapy, allowing the content to
be slowed down to an understandable pace to practice language
understanding: “Comprehension when you first get aphasia is very
stressful”. Participants also agreed that they would rarely use this
intervention when watching with others, as it would distract from
the overall experience.

4.2.4 Bart’s Intervention. There were two features in Bart’s inter-
vention — subtitle simplification and slowing down the playback
based on the subtitle complexity. Participants had mixed feelings
about the usefulness of the subtitle simplification, which was espe-
cially true for our participants who could not use subtitles at all due
to their aphasia, or visual impairments: “P10: I watch to one side [...]
used to watch [foreign films] with subtitles, but now I can’t do it”. The
positive aspect of using the simplified subtitles was using them as
additional supporting information, rather than having them repeat
the spoken words verbatim: “P7: I like the idea of simplifying [the
subtitles] because you don’t always need every word to get the gist
of it”. One participant even suggested making the subtitles shorter
and simpler, akin to having keywords presented on-screen to help
support viewing. There were concerns, however, about keeping
the original message presented in the content, since the simplified
version of the subtitles could lose some important nuance in the lan-
guage. Therefore, participants wanted a clear visual cue to indicate
when the simplified subtitles were on. This feature also allowed the
system to read the subtitles out loud using text-to-speech, which
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encountered similar problems to Sally’s interventions concerning
the ‘robotic’ voice: “P7: But they sort of tend to pronounce words in
a weird way”. Participants also wanted a natural-sounding voice,
preferably one that was similar to the speaker, with different voices
for the different speakers: “P9: First the girl [reported] is talking, then
the guys [text-to-speech] is speaking, it’s [waves hand around]... that
sounds... a disaster”. When watching socially, participants disagreed
on whether they would use the feature, since the change was not
significant enough to strongly affect others’ viewing experience.

The slowing down feature, on the other hand, was considered
the most useful single feature according to the Likert scores, mak-
ing it easier to follow along, especially when there was fast and
complicated or technical speech, as P8 suggests: “I take more time”.
P8 also suggested that the feature could also be potentially useful
to re-learn words soon after a stroke, appropriating the interven-
tion for her own needs: “We all want to extend our speech to use
more colourful and interesting words, and I think television and radio
helps us to do this”. Participants appreciated having a visual cue
to indicate when the content was being slowed, since the reduced
playback was automatic and could affect the speech, leading to mis-
pronunciation. Additionally, participants expressed concern about
the extra time required to watch something that is slowed down,
with the effect being exacerbated with longer forms of content, such
as films: “P9: But um long um 30 minutes, then 40 minutes... yeah... 3
hours long, oh!”. This was especially the case when watching with
others, with some participants not wanting to make others take
longer to consume the media.

5 Discussion

5.1 Personalisation and Viewer Agency

5.1.1 Empowering the Viewer. Offering technical interventions that
create an alternative and accessible version of the original audio-
visual media by employing personalisation helps empower the
viewer during the viewing experience, while also promoting the
artists to find an artistically or semantically equivalent translation.
This flexible viewing experience engenders a completely new way
for viewers to consume and interact with the media, marking a
clear evolution in the role the viewer takes in what Chaume [13]
describes as the “audience’s turn”. Interventions that allow the
viewer to personalise the content to their needs can influence the
viewer’s actions and their perceptions of the media by affording
the possibility of becoming an active viewer, even if the viewer
does not interact with the afforded features [85]. This can be seen
in the way our participants react to Simon’s ‘Smart Rewind’ in-
tervention, allowing them to actively engage with the media to
improve their understanding and enjoyment. The medium itself
(i.e., the interactive personalisable audiovisual media) significantly
impacts how a viewer understands and experiences the content and
its message. The affordance to translate the media enhances the
viewer’s engagement and increases their sense of control [39]. This
process empowers the viewers in their diversity and steps away
from viewing entire communities as monoliths — populations tend
to be very diverse, including older adults [73] and people living
with CCNs. Some of the concepts explored through the bespoke
co-designed interventions presented in this paper received mixed
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reactions, yet were deemed by some of our participants to be poten-
tially useful for other people living with aphasia, for a past version
of themselves, or even for a broader audience outside of people
living with CCNs, such as non-native speakers. For instance, the
idea of reducing distracting background information was seen as
generally useful, there were significant disagreements in how this
should be approached, as suggested by the feedback we received on
Jane’s ‘Visual Background Blur’. There was also an understanding
among the participants of the varying nature of each other’s apha-
sia, emphasised by their expressing that they would adapt their own
viewing to accommodate others, mutually assisting one another.
Moreover, the utility of these interventions was also acknowledged
for uses outside of their immediate designed use and, similarly to an
intervention like subtitles, can support the viewing of communities
outside the initial scope. These interventions extend to provide sig-
nificant value through their adaptability across different contexts,
operating both through repurposing individual features and com-
bining multiple interventions to create tailored experiences. Such
flexibility ensures these technologies remain relevant as user needs
change — the accessibility needs of individuals within a diverse
community, therefore, will vary and require different technologies
to support their viewing experience.

5.1.2  Appropriating Technology to One’s Needs. When developing
technologies for a community, that technology should be designed
in a way that allows them to appropriate the technology to them-
selves and their personal needs. Indeed, the co-designed interven-
tions presented here were discussed not only as a way to support
one’s viewing but also through the lens of a speech and language
therapy tool. The increased control over the pace of speech — such
as Simon’s ‘Smart Rewind’ or Bart’s ‘Slower Speech’ features — was
seen as a useful tool in supporting re-learning language understand-
ing. These interactive tools enhancing the viewer’s motivation to
engage with technology by increasing their perceived competence
and autonomy [84]. One can imagine the myriad other possibilities
enabled by having access to higher levels of control over the media
one consumes, and the ways these technologies can be adapted to
contexts outside simply consuming the media. The use of technol-
ogy outside of its intended context is a common trend, especially
among marginalised communities for whom technologies are not
necessarily designed. However, technology is a tool for people to
use, even if used in an unconventional manner, such as changing the
layout of a computer keyboard [58]. By creating these personalised
interventions, we give the viewers the affordance to appropriate
the technology to their needs, which reflects calls by Spiel et al.
[83] and others to design technology that encourages this form of
appropriation, rather than imposing a singular vision.

5.2 The Inherent Tensions in Personalisation

5.2.1 Social Tensions. The viewing experience is inherently so-
cial, as we come together and share with others what we watch
[23, 62, 97]. Most of our participants engaged in social viewing
and enjoyed discussing what they had recently watched, yet this
aspect of viewing has been overlooked in HCI research. The use of
accessibility interventions that encourage the viewer to personalise
the content can come in tension with this social experience — as
Shinohara and Wobbrock [80] suggest, “technology use does not
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happen in a social vacuum”. Engagement in social viewing varied
among our participants, with some participants suggesting wanting
to have increased independence, while others embracing accessi-
bility affordances offered through social viewing. Translating the
audiovisual media to meet one’s access needs has implications on
the social aspect of viewing, such as the people living with aphasia
in our study at times choosing not to make changes to the con-
tent when watching with others, even if this means reducing their
own enjoyment. This can be seen as rooted in a certain stigma
in using assistive technologies [17, 68], seeing the experience of
neurotypical viewers as the ‘standard’ and not wanting to deviate
from it, something that is experienced by some of our co-designers
and represented in the vignettes — see Section 3.4. In such cases,
participants suggested that the social viewing experience can be-
come one of dependency, with certain viewers with aphasia relying
on others for support, which can lead to fully excluding oneself
from the viewing experience while staying in the social space. For
instance, these new social experiences can be extended through the
use of second screens which can offer temporal agency through
offering viewing support in the form of interactive companion apps,
or offering what Chambers [11] called ‘polymediated timescapes’ -
flexible temporal spaces that enrich public places and shared time.
For some participants, there is a sentiment that altering audiovisual
elements of the media is too disruptive to the shared viewing expe-
rience, so the accessibility interventions that would be used more
often have minimal interference, alternatively restraining the use
of interventions to particularly challenging moments. Other partici-
pants suggested that social viewing was inherently interdependent,
reflecting research that frames interdependence as a key aspect
of assistive technology use and emphasises collaborative access
over pure independence [6]. For these participants, this involved
seeking support from the people around them, such as by asking
them to explain moments they did not understand, and viewing
this interaction as a new type of social experience. This tension
needs to be addressed if we want to have highly personalised and
accessible audiovisual media, with all stakeholders being involved
in the process. Through innovative design, we need to explore the
use of accessibility interventions in a social context, especially ones
that can fundamentally alter the media, investigating how such
interventions affect viewing partners, and how to foster greater
interdependence during viewing.

5.2.2  Creative Tensions. Personalising audiovisual media also in-
curs tension related to changing the original creative vision, and
the intended viewing experience, as well as potentially changing
the overall meaning — our participants voiced their concerns with
personalisation that removed from the original vision and message.
By altering or outright removing certain aspects of the audiovisual
media experience, the viewer loses part of the message the artists’
envisioned. For instance, while a scene with a busy background
soundscape in a film might make it difficult to understand dialogue,
that background noise was placed there by the artists to relay some
information or by using it as an auditory cue of the scene’s tone.
These alterations could lead to viewers experiencing the same piece
of media differently enough that they would not be able to relate
to each other’s experiences. Additionally, if the media being ma-
nipulated includes important information about the world around
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the viewer, such as news broadcasts or documentaries, there is a
potential for information to be misrepresented [20]. Artists may,
therefore, be hostile to such personalisation, as they lose control
over their vision with viewers ending up experiencing something
potentially very different. To address these concerns, artists must be
involved in the creation of an explicitly accessible version of their
art, with flexible media technologies potentially offering increased
control over this accessible version, allowing them to keep as much
of their original meaning, even if it is not exactly equivalent to the
original. Future research could involve audiovisual media artists
to better understand this tension in-depth and find avenues for
future implementation of personalisation through a flexible media
approach, with similar co-design approaches have proven valuable
when reimagining accessibility for audio-media with users who
have complex communication needs [8].

5.2.3 Interaction Tensions. Offering the viewer the ability to per-
sonalise audiovisual media encounters tensions with the way this
media is interacted with since any given alteration is defined by a
large number of parameters, all of which a viewer might want to
adjust. When demonstrating the interventions, participants were
already thinking about the ways they would want to adjust the con-
tent to meet their own needs and preferences. These observations
align with findings from Jiang et al. [35], who identified similar
personalisation needs among viewers with ADHD, including ad-
justable sound channels and customisable playback options. With
the significant number of audiovisual elements present in a single
piece of media, on top of any additional alternative elements pro-
vided by the creators, this opens up a massive non-converging space
for possible viewer interactions, with each interaction branching
out and introducing new interactions. This introduces the problem
of viewer needs and requirements — what does the viewer need to
happen to make the content more accessible and what are the tech-
nical requirements to achieve this. For instance, our participants
suggested that a slower controlled pace facilitates their viewing.
This can be achieved in a large number of ways (e.g., controlling
the content playback, adding pauses, offering a slower-paced voice-
over, and improving smart navigation tools), with each method
relying on multiple parameters. The ideals of personalisation, there-
fore, need to coexist with the limitations that come with it, with
many viewers not wanting to be active and preferring to sit back
in what Glancy et al. [25] call ‘select and settle’. Indeed, this level
of hyper-personalisation requires the viewer to do a lot of active
work to make the content more accessible for themselves, which
goes against the promise of seamless accessibility.

The complexity of any interaction that controls such high levels
of personalisation introduces a trade-off between content acces-
sibility and usability. Having a limited amount of personalisation
control can improve the accessibility of audiovisual media while
being simple to use — think of a single controller that adjusts one as-
pect of the content. As more features are introduced, the complexity
of the interaction increases exponentially and the overall viewing
experience gets degraded, with endless choices for alterations that
interact with each other. Additionally, the viewer is encouraged
to constantly tweak each parameter to find the perfect version for
their needs. To address this challenge, we can potentially learn
how to manage these endless choices from other fields focusing
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on interactive media, such as looking at the player’s agency in the
field of video game studies [86, 87], allowing the viewers to make
informed tradeoffs.

5.2.4  Production Tensions. The production process to create per-
sonalised audiovisual media content and the systems that allow
viewers to interact with that media requires a significant departure
from existing production pipelines. Armstrong et al. [2] present
a case study of the processes required in creating a single piece
of flexible media, in their case a radio documentary that incorpo-
rates object-based audio that allows variable content length. Ad-
ditionally, in the early stages of the production process, artists
will have to envision the way different audiovisual elements can
interact with each other when manipulated, ensuring that the con-
tent maintains its message across these manipulations. The process
of shifting to a new medium can have serious implications for
broadcasters, as tools and workflows need to also accommodate
the institutional structures and build on top of technical debt —
tools, systems and workflows built up over decades to optimise
for linear broadcasting. As Cieciura et al. [14] demonstrate, when
developing highly-personalised media experiences, the initial pro-
duction requirements are very demanding, with producers often
having to develop the tools, workflows and, importantly, metadata
models ‘from scratch’, leading to incompatibility between different
projects and production teams. While such tools and workflows
can be created to automate or streamline the production process,
they will, nevertheless, require additional time and resources from
the producers, artists, and technologists. Innovative approaches
like DanmuA11y [98] demonstrate how transforming visual-centric
designs into accessible formats requires thoughtful integration of
contextual information and user experience considerations. These
changes would be especially challenging for century-old public
broadcasters that serve the population of entire nations [52] and
compete with on-demand content platforms (e.g., Netflix) that are
introducing new visual cultures [89]. It is, therefore, important
that future research focuses on these crucial underlying elements,
working collaboratively with both producers to understand the
challenges they face, as well as with people living with disabilities
to understand their needs and how personalisation can be used to
address them [64]. We believe that a bespoke co-design approach
can allow researchers to gather a broad yet representative sample
of design ideas from participants with disabilities, allowing for a
more holistic understanding of the required underlying metadata
models.

5.3 Personalisation and Bespoke Interventions

5.3.1 Ideals of Personalisation. Our study shows that personalisa-
tion of digital audiovisual media opens the door for a broad range
of changes, including both changes to the media itself and how it is
experienced by viewers, addressing their diverse needs and wants
across different audiovisual and informational dimensions. The spe-
cific intent of this audiovisual media personalisation, however, can
differ between the needs of platforms and broadcasters, who are
constantly trying to adapt to changing marketplaces by providing
novel entertainment products [91], and people living with disabili-
ties, who voice the need for greater access for diverse needs. From
our findings, there is significant demand for higher control over
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the content’s pace, audiovisual elements, and complexity of the
information — these are all significant accessibility barriers people
living with aphasia face when consuming audiovisual media [60].
Our participants saw the ability to interact with the audiovisual
elements and the rate of playback, both through automatic adaptive
slowing down and interactive navigation, as a way to engage with
the media more deeply. For instance, Simon’s ‘Smart Rewind’ inter-
vention, especially if the complexity metric could better reflect the
viewers’ access needs, was seen to afford greater temporal agency
through facilitating the task of re-listening.

The technical process through which personalisation is provided
to the viewer affects what changes can be made and their effect — the
personalisation can be seen as being implicit, with the manipulation
done after the fact, or explicit, with the interaction being designed
for from the outset. When the manipulation is done implicitly,
that is when the content is already produced, this can introduce
limitations and require the viewer to compromise, losing more
to improve their access. This is because the audiovisual elements
in fully produced content are static and changing them can have
adverse effects, such as adjusting the playback causing the speech to
become unnatural in Bart’s intervention. While this challenge was
addressed through the use of a text-to-speech system, such as with
Sally’s intervention, this introduced additional problems due to
the departure from the viewer’s expectation, removing the viewer
from their immersed experience. An alternative approach that relies
on flexible media concepts and advanced metadata models could
allow for a more seamless adaptation of the content, creating an
accessible version during production through the conscious and
explicit focus on the accessibility needs of the viewers. Complex
or fast-paced dialogue can, for instance, have a more accessibly
worded and paced alternative recording available, which, while not
having formal equivalence, can augment the original [12] and keep
the authors involved in the process, allowing them to maintain
their vision.

5.3.2  Scalability of Personalisation. Developing bespoke accessi-
bility interventions for audiovisual media that address the specific
needs of an individual, issues regarding transferring highly per-
sonal preferences to others and scalability emerge, especially in
the context of content platforms or large-scale broadcasters. The
existing internal structures and technical debt of such platforms, as
well as the shift in how audiovisual media is produced, make incor-
porating these interventions challenging. Moreover, the underlying
idea of creating the perfect viewing experience for each viewer,
following a ‘design-for-all’ or ‘universal’ approach, goes against the
realities of scaling in our time — production methods must have
the ability to increase output without changing their underlying
creation methods [88]. This need for scalability, however, leads to
designing for a ‘universal’ common ground that tends to ignore
the diversity of the viewers, and, as Pfotenhauer et al. [70] argue,
frequently sidelines alternative framings of problems that benefit
minority groups — [66] gives the example of public transport being
inaccessible for many, with the scalability argument being that
improving accessibility would adversely affect others. Given the
general lack of accessibility interventions on such platforms for
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people living with CCNs, one could argue this marginalisation ex-
tends to the field of human-computer interaction (HCI), particularly
in the context of audiovisual media accessibility.

To address this issue of under-representation, the involvement of
people living with aphasia, and the bespoke co-design of interven-
tions and their evaluation can be used in building an evidence-based
case for the types of technologies that would benefit the group as
a whole. While the individual interventions are personal and may
not be seen as broadly useful (e.g., Jane’s background blur), the
challenges they address are present across the population and can
be used to begin thinking about different groups of barriers and the
alterations that could benefit different communities. This approach
is in line with the argument by Harper [28] for a ‘design-for-one’
approach that is accommodating to every person’s uniqueness
through providing an opportunity to change the viewing paradigm
through highly personalised content adaptation. Moreover, the di-
verse accessibility needs of a community like those living with
aphasia are better represented when working directly with individ-
uals that embody this diversity as a vanguard for innovation [30] -
advocating for socio-technical change and fighting against ability-
based segregation justified through business logic. This approach
can be thought of as a way of constraining the vast possibilities of
personalisation and allowing the focus on individual interventions.
Additionally, being constrained to a single type of personalisation
intervention encourages an in-depth exploration of all the possibil-
ities such personalisation can offer across a multitude of viewing
contexts (e.g., social viewing, content genre, content type, viewing
device). It is also important to ensure that the manipulation of au-
diovisual elements and playback work consistently, giving relevant
feedback to the viewer and maintaining the heuristic of use [47].

6 Limitations

The work discussed in this paper represents the first study con-
ducting bespoke co-design of highly personal accessibility inter-
ventions with people with aphasia to support their audiovisual
media viewing and includes several limitations. The participants
in this research represent a relatively homogeneous demographic
- our participants come from ‘Western, Educated, Industrialised,
Rich and Democratic’ (WEIRD) [46] countries, all live in urban
areas, and have some level of tech proficiency. This does not fully
represent the diversity of people living with disabilities, especially
communities with CCNs [63, 69]. We also do not know how the
interventions presented would be used in their everyday context.
We used short video clips for them to explore the interventions
and form an opinion, which limits our understanding of longer
viewing sessions, especially around how the interventions affect
fatigue. This limitation was a result of the study design, which
accommodated our participants’ needs with short tasks and pauses
in between. Another limitation was not exploring the interventions
in a social context, which limits our understanding of how these
interventions would be used when watching with others. This could
be looked at in future research, by having the interventions used
in a field deployment in our participants’ real-life contexts. This
would allow us to explore the social tensions surrounding highly
personalised audiovisual media, as well as see their medium to
long-term use by people living with aphasia.
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7 Conclusion

Access to audiovisual media is essential in the modern world, with
researchers, technologists and people living with disabilities con-
verging to develop accessibility interventions that facilitate their
viewing. These interventions, however, are poorly suited to address
the complex and variable needs of people living with complex com-
munication needs, such as aphasia. In this paper, we present the
first study aimed at exploring and understanding the use of accessi-
bility interventions that leverage highly personalised adaptations of
audiovisual media to meet the access needs of viewers living with
aphasia. We recruited four participants living with aphasia and ran
two co-design sessions separately with each person, envisioning
and co-designing their ideal bespoke intervention. After developing
these interventions into mid-fidelity prototypes, we evaluated them
with 11 other people living with aphasia, focusing on the utility
of the interventions, how they can be transferred to others, and
the way they impact the viewing experience. We found that the
interventions received mixed reviews, with some being useful to
most participants, while others were nearly entirely disliked, which
highlights the importance of allowing for high levels of personali-
sation — the viewer being able to control the interventions affords
them greater control and access. Moreover, we designed these in-
terventions with one population in mind, yet we see disagreement
within that group — highlighting the complexities of supporting
diverse needs. This suggests that to address the needs of a diverse
group, only highly personalisable interventions can accommodate
all viewers — this introduces new interaction (e.g., how the users
personalise the intervention) and scalability challenges. We also
discuss the implications of using interventions that leverage per-
sonalisation, focusing on the advantages such interventions afford,
such as increased viewer agency and empowerment, as well as dis-
cussing their inherent social, creative, interactive, and production
tensions. Additionally, we consider how our approach is well suited
for people living with variable needs, and present avenues for fu-
ture research. We hope this introduction to highly personalised
and accessible audiovisual media experiences inspires audiovisual
media researchers, artists and producers to explore personalisation
further while working closely with end-user communities.
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