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ABSTRACT

This thesis sets out estimates of the money demand and the money 
supply functions in the United Kingdom over the period 1871-1969. 
The stability of these functions over time and the precise roles 
played by income, prices and interest rates, are important 
considerations in determining whether monetary control is useful 
and feasible, and whether it is better effected by interest rate 
or monetary base targeting. Because of their importance, many 
disparate studies of money demand and supply functions already 
exist. The contribution of this thesis is, however, novel in two 
respects. First, the data base used is new, of high quality, and 
covers a period of history of sufficient length to allow us to 
assess the stability of money demand and supply over widely 
differing conditions. Second, the properties of the data are 
investigated within the framework of a consistent econometric 
modelling strategy, which starts from a general specification, 
and lets the data decide which coefficent restrictions should be 
imposed in order to reach the final functional form.

.1 conclusions of this study are: first, stable i 
and money multiplier functions can be identified for

The main conclusions of this study are: first, staDie money 
demand and money multiplier functions can be identified for the 
pre World War One and post World War Two periods, but not for the 
interwar years. Second, although similar in their long ^run 
properties 
period 
about government policy, 
surprisingly, 
general level 
however, 
Finally, 
authors nave iuyycoi-cu, ------ -■ ..-in
growth in money substitutes monetary control is therefore still 
feasible.

_ Second, although similar in their Jong run 
, the short run dynamics of these functions differ from 

to period, probably because of differing expectations 
' both money demand and, more 

be negatively related to the 
’ r :a is, 

stable.
as

Third, both money demand and, 
supply prove to
of interest 
elastic so 

interest-elasticity of demand has
become larger over time.

more 
the

have suggested

rates. The demand function 
that the money market is

not, as some 
In spite of
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Introduction and Overview

This thesis attempts to model the money adjustment process, the 

relationship between money, prices, income and interest rates, 

and the components of the money multiplier - the currency and 

reserve ratios. As these functions are amongst the most 

important for the purposes of monetary control, a detailed 

empirical investigation for the United Kingdom over the period 

1871-1969 using recently developed quantitative techniques should 

be of value for monetary economics.

Chapter one examines demand and supply of money in a theoretical 

framework and sets out the empirical issues to be addressed in 

the thesis. The following chapters discuss what might currently 

constitute a best-practice approach to the estimation of these 

functions. This involves discussing the type of estimation and 

the kind of strategy to be adopted for modelling the functions. 

Following Geweke (1978), Granger (1969), and Sims (1972) a test 

is derived in order to check the validity of 'single-equation' 

estimation and the adequacy of Ordinary Least Squares estimators. 

The pros and cons of 'Simple to General' and 'General to 

Specific' methods are discussed (see Hendry, 1980) and a three 

stage procedure is suggested for estimating the adjustment 

equations.

The period of investigation stretches over 100 years from 1871 to 

1969. This is a period covering two World Wars, various exchange 

rate regimes - fixed, floating and managed - years of great 

stability and years of turbulence. For the purposes of empirical 

investigation we divide the period into three sub-periods. These 

13



are: the long period of the gold standard from 1871 to 1913; the 

interwar period, from 1922 to 1939; and the post World War II 

period, running from 1955 to 1969. Chapter three analyses the 

main features of the data over these sub-periods. The frequency 

of the data is annual for the first period and quarterly 

thereafter. The data base on monetary aggregates M1 and M2 was 

created as part of the Monetary History Project (see Capie and 

Webber, 1985) and the present author has been involved with their 

collection and analysis from the beginning of that project. Most 

of the other series required - income, prices and interest rates 

- are readily available, except for the interwar period where 

proxies have necessarily been used.

In chapter four we set out to determine whether the money 

adjustment equation relating money to income, prices and interest 

rates does in fact exist, and then whether such a relationship 

can be estimated with Ordinary Least Squares. The results show 

that, first, the money adjustment equation can be established for 

all periods except for the interwar period, where the endogeneity 

of broad money (M2) is rejected with respect to its arguments. 

Second, the absence of simultaneity confirmed OLS to be the 

appropriate estimator except for the period 1871-1913 where we 

found evidence of simultaneity between M2 and income.

The following three chapters are devoted to estimating the 

adjustment equation over the three sub-periods.

The interesting results emerging from these chapters can be 

listed as follows. First, the results relating to money

14



adjustment equations:

(1) In spite of the simultaneity between M2 and income, it seems 

that there is not much to be gained in terms of regression 

results from using an Instrumental Variable method.

(2) The three-stage procedure gives statistically more robust 

results than the partial adjustment method.

(3) Both M1 and M2 balances behave in the manner found in 

earlier empirical studies (see Laidler, 1969) in that they 

both exhibit unitary long run income and price elasticities. 

An exception is the interwar period, where no steady-state 

can be defined.

(4) The long-run interest elasticities seem to lie between -0.04 

and -0.5, these being relatively higher for M1, and for the 

long term interest rate.

(5) Three more variables, - the wage rate, the growth of income 

and of prices - are found to be important.

(6) Time lags are important in the money demand function, and 

the final specifications show long periods of adjustment.

(7) The functions are stable in the long-run, their dynamics 

presumably depend upon expectations process which in turn 

depend upon the ruling government policy.

15



Second, the components of the money multiplier:

(1) All three components - the currency ratio, the time deposit 

ratio and the reserve ratio - exhibit stable relationship 

with respect to other economic variables in the long run. 

(The only exception is the currency-ratio which showed 

parameter instability over the interwar period). The 

dynamics of the ratios seem to be governed by the conditions 

that give rise to the formation of the expectations process.

(2) The rate of growth of deposits is found to have important 

effects on all three functions. This implies that the level 

of deposits should appear in the general specifications.

(3) The interest rates are found to be important explanatory 

variables for the currency and time deposit ratios. The 

reserve-ratio, however, is not influenced by this variable. 

This then implies that the money multiplier is negatively 

related to interest rates.

(4) Both the currency and time deposit ratios are positively 

related to real income and negatively to the price level.

(5) Financial uncertainty, the rate of growth of income and 

that of prices are found to have important affects on these 

ratios.

For monetary policy, these foregoing results seem to suggest that 

monetary control is feasible (for the demand for money is stable) 

and the expansion of non-bank financial intermediaries do not 

render this policy impotent (for the interest elasticities of

16



money balances are not increasing through time).

Finally, the predictability and stability of the money multiplier 

imply that the monetary policy could be implemented via a 

monetary base approach.

17
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This chapter is in three sections. The first section discusses

different definitions of money in a theoretical and empirical

framework. The second section looks at the money demand

function. The importance of demand for money is analysed within

an IS/LM framework, and a summary of theoretical considerations

governing the specification of the money demand function is 

given. In this respect three main areas will be emphasized; the 

regressors in the function with the sign and magnitude of their 

partial derivatives; the functional form; and the role of 

expectations in the function. We then outline the necessary 

simplifications necessary in order to carry out empirical work. 

Finally existing empirical studies for the UK and US are 

surveyed, in so far as their results pertain to key issues such 

as the elasticities of money demand with respect to the 

regressors in the function, the length of time lags, and the 

stability of the estimated coefficients over time.

The final section carries out a similar exercise for the supply 

of money. First, the money multiplier theory of the money supply 

process is set out. This framework is then compared with the 

currently used credit-counterparts approach. The theoretical 

considerations governing the choice of variables to appear in 

models of money multiplier components are then outlined. The 

section ends with a survey of US and UK empirical studies on 

money multiplier components.
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1.1 Defining Money

"Money is one of those concepts which, like a teaspoon or an 

umbrella, but unlike an earthquake or a buttercup, are definable 

primarily by the use or purpose which they serve". This 

observation by Hawtrey (1982) brings out the problem of defining 

'money1. Since money serves many purposes, some comment on these 

purposes is appropriate. The object of this section is, then, 

first to consider the most commonly used definitions of money in 

the United Kingdom and second to discuss their theoretical and 

empirical status in order to decide which aggregates should form 

the focus of this study.

Our problem is that, while money is used in an abstract sense in 

economic theory, we have at our disposal the particular set of 

aggregates which are currently published by the Bank of England. 

Table 1.1 sets out the main monetary aggregates for money 

published in the UK. The question that arises is which of these 

is most analytically and empirically useful. To answer this, we 

start by considering a number of views of the essential 

characteristics of money. These all derive from tne functional 

approach to the definition of money but differ in the emphasis 

they place on the various functions of money. This approach 

lists the functions of money as being a medium of exchange, a 

store of value and a unit of account; and this approach has been 

the most popular one in the modern history of monetary thought. 

However, empirically there is a problem since the definition is 

given in terms of functions which could be interpreted in a 

number of ways. Take, for example, the medium of exchange 

20



function. The most widely used interpretation of this is that 

money should be generally acceptable in exchange (Fisher, 1985). 

But in recent years the need for money as a means of payment 

arising from the existence of uncertainty has become the popular 

view. (See Brunner and Meltzer, 1971).

Davidson (1972), for example, lists the following character!sties 

of a real world monetary economy to illustrate how different 

interpretations of the medium of exchange function arise: 

uncertainty, fallibility, covenants, institutions, commerce, 

finance and trust.

The store-of-value function is of special interest to the 

economist, for as Johnson (1962) put it: 1.... the transition 

from the conception of money as a medium of exchange to money as 

a store of value has raised new problems .... these problems 

result from recognition of the substitutability between money and 

the wide range of alternative financial assets....1. The 

question is then: should money be defined in a narrow way as 

currency plus demand deposits (M1), or should it include 

financial assets that possess a high degree of liquidity? An 

asset is perfectly liquid if 100% of the original purchase price 

can be realised instantaneously. This means that liquidity has 

three dimensions attached to it: a probability, time and a ratio. 

An asset would be perfectly liquid if the probability of 

redeeming it for money (on demand) is one, the time lag is zero 

and 100% of its purchase price is realised. In general, 

liquidity is associated with acceptability or marketability. The

21



TABLE 1.1: DEFINITIONS OF THE UK MONEY SUPPLY

Definition Consti tuents

Monetary Base Notes in coin in circulation with the public 
plus banks' till money.
plus bankers' deposits with Bank of England

Retail M1 Notes and coin in circulation with the public 
plus non-interest bearing sight deposits 
(current accounts)
less 60% of transit items

M1 Retail M1 plus interest 
deposits

bearing si ght

Sterli ng M3 M1 plus private sector time deposits pl us
public sector sight and time deposits

M3

Private Sector
Liquidity 1 
(PSL1)

Private Sector
Liquidity 2 
(PSL2)

Sterling M3 plus UK residents1 deposits in 
other currencies

Sterling M3 (but excluding public sector 
deposits) plus "Other money market 
instruments", (Treasury Bills, Bank Bills, 
Deposits with Local Authorities and Finance 
Houses net of Finance House holdings of money 
and other market instruments) 
pl us Certificates of Tax Deposit

PSL1 plus shares and deposits with Building 
Soci eties, deposits wi th Trustee Savings 
Banks, deposits with the National Savings 
Bank and certain National Savings Securities; 
all expressed net.
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degree of liquidity presents problems. A reasonable spectrum of 

liquidity would stretch from say Bank of England notes through 

liabilities of commercial banks and non-bank financial 

intermediaries to trade credit of firms. Economists who have 

investigated this problem of liquidity either by analysing the 

time between the decision to sell an asset and the actual sale of 

it, or by stressing that the subjective element in the individual 

owning the asset (taking as basis the computational cost of 

acquisition) found liquidity to be unmeasureable. Sayers (1960), 

for example, recognised that "the boundary for the class of 

assets which replace money has neither sharpness, nor certainty 

nor permanence".

Because of this type of difficulty the liquidity approach has 

been replaced by the substitutability approach for empirical 

investigation. The major task here is to assess the degree of 

substitutability among various financial assets. Friedman 

(1959), for example, argues that time deposits of commercial 

banks can be seen as perfect subsitutes for currency and demand 

deposits and as a result should be included in the definition of

money. Gurley and Shaw (1960), on the other hand, stress the

emergence and growth of numerous non-bank financial

intermediaries whose liabilities should not be ignored when 

looking for a proper definition of money. The literature on the 

substitutability issue remains inconclusive. As Friedman and 

Schwartz (1970) point out the problem is knowing how large the 

size of elasticity of substitution should he before near monies 

can be counted as money, particularly since the desired degree of 
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substitutability will differ depending on the purpose for which 

we are constructing the monetary aggregate. As far as empirical 

studies go, there is unanimity in allowing currency together with 

demand deposits to be treated as a single asset.

Besides these attempts to find a proper definition of money, two 

other attempts, both based on the medium of exchange concept, are 

worth mentioning, those by Pesek and Saving and by Newlyn.

Pesek and Saving (1967) argue that what separates money from debt 

is the stream of benefits money yields to the owner in its use as 

a medium of exchange. This is a positive service flow (saving 

of time in a barter transaction) and as a result money should be 

included in the net wealth of a society. Debts however yield 

negative income of equal size to their creditor, and as a result 

should not make up part of net wealth. This reasoning led Pesek 

and Saving to say that money should be defined in terms of 

currency plus demand deposits because only these represent net 

wealth to the community while time deposits and the liabilities 

of other financial institutions do not. The argument is that, 

since time deposits bear interest, they are a debt of the bank, 

just as a bond is a debt of its issuer.

Newlyn (1971) develops a neutrality criterion that allows the 

distinction between money and near-moneys. He classifies an 

asset as money if the effect of paying with this neither alters 

its total quantity nor distorts the market for loans. This 

implies that time deposits at commercial banks should be included 

in the definition of money if all deposits (time or demand) are 
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subject to the same reserve requirements.

The above discussion of theoretical issues brings out the 

disagreements among economists on the appropriate definition of 

monev. In recent years, some attempts have been made to find 

some empirical underpinning for these theories. Of these, the 

following two appear most promising. (1) Defining 'money' with 

reference to rates of substitution between financial assets and 

(2) defining 'money' by evaluating its correlation with income.

Out of these two, the empirical evidence using the first 

criterion is to some degree conflicting. The most careful study 

on this issue is that of Feige (1964) who found that there was no 

close degree of substitutability between demand deposits, time 

deposits, savings and loan association share deposits, and mutual 

savings bank deposits. Feige concluded that a narrow definition 

of money was preferable to a broad one.

The second criterion has been used by Friedman and Meiselman 

(1963). They subjected various aggregates to a test of 

correlation with income. They found that currency and all 

deposits (demand and time) of commercial banks - M2 - together 

satisfied the condition better than narrower or broader 

concepts of money.

In conclusion, then, theoretical considerations and empirical 

studies seem to point to two distinct empirically identifiable 

items which are worth regarding as "money": namely, M1 and M2. 

In this thesis, therefore, wherever data permit, M1 will be 

treated separately from M2.
25



1.2 Demand for Money

The demand for money is probably one of the most studied subjects 

in monetary economics. This is not surprising considering that 

its form and its relationship with other economic variables are 

critical to the performance of a large number of macroeconomic 

models. Its interest-sensitivity is crucial for the 

effectiveness of the conduct of monetary policy and its stability 

provides the basis for most monetarist arguments.

The purpose of this section is first to establish the importance 

of the money demand function in Keynesian - Monetarist 

controversy by reference to the IS/LM framework. In doing so, it 

is hoped that the discussion will bring out its importance not 

only in relation to the effectiveness and predictabi1ity of 

monetary policy, but also in deciding whether monetary theory is 

more correctly formulated in terms of 'the equation of exchange 

approach' or 'the income-expenditure approach'.

This will be followed by a short summary of the theoretical 

considerations which form the basis of empirical work on the 

demand for monev. The discussion will be carried out by 

emphasizing three main areas: the regressors in the function 

with the magnitude and sign of their partial derivatives, the 

functional form, time 1 cigs and the distinction of long-run 

specification from that for the short-run.

The final part of this section will give a survey of the 

empirical studies for the US and the UK. The issues here will 

be: the role of interest rates - the selection of the appropriate 
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rate and the magnitude of interest elasticity of the demand for 

money; the elasticity of the function with respect to the price 

level, income and wealth; the role of expected inflation and 

the wage rate; time-lags in the function; and the last but not 

least, the stability of the function.

1.2.1 The importance of the demand for money in macro-

economics

The controversial issue in Monetarist/Keynesian arguments is 

whether monetary theory is more usefully formulated in terms of 

the demand for and supply of money - the equation-of-exchange 

approach - or of the influence of money on expenditure and income 

- the income - expenditure approach. In this controversy two 

important empirical issues are of particular interest in relation 

to the demand for money function. The first concerns the 

relationship between the demand for money and the rate of 

interest, and the other, the stability of the function.

The first issue can be explained by using the IS/LM model. The 

IS and LM curves show the equilibrium relationships between the 

rate of interest and the level of income in the goods market and 

in the money market respectively. In this framework an 

expansionary monetary policy shifts the LM curve downwards to the 

right because in order to match this increased supply of money 

with an increased money demand, either the interest rate must 

fall or income must rise. An expansionary fiscal policy 

shifts the IS curve outwards to the right, Figures (1.1) and 

(1.2) show these movements for interest - inelastic and interest
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Figures (1.1) and (1.2)

Figure (1.1) Interest - inelastic demand for money

r

Figure (1.2) Interest - elastic demand for money

r = rate of interest

y = income
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- elastic demand for money functions respectively. In these 

figures, it is shown that an expansionary fiscal policy is more 

effective than monetary policy if the demand for money function 

is interest - elastic (Y*  is to the right of Y+). In contrast, 

figure (1.1) shows that an expansionary monetary policy is more 

effective than fiscal policy if the demand for money is interest

- inelastic (Y+ is to the right of Y*).

The second issue concerning the stability of the function is that 

if the LM curve shifts randomly over time, then this will lead to 

unexpected, unpredictable fluctuations in the level of income. 

If however, demand for money is stable then, in conjunction with 

the supply of money, it can provide a good explanation of 

observed systematic movements in monetary income and other 

aggregates. Keynesians, for example, believe that the propensity 

to consume as a behavioural relationship is more stable than the 

velocity of circulation. On the basis of this argument Klein 

(1958) and Johnston (1962) have argued that the income-

expenditure approach is more useful than the equation-of-exchange 

approach. Monetarists, on the other hand, believe that the 

quantity of money has been a better predictor of consumption than 

has autonomous spending. A major study by Friedman and Meiselman 

(1963) for example, provided empirical evidence in support of 

monetarist argument.

The foregoing discussion indicates some of the key issues 

surrounding the details of the demand for money function. They 

are not the only empirical problems that will be studied in this 

thesis but they may help to illustrate the importance of the 

function in a macro-economic context.
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1.2.2 Theoretical Considerations

This section will survey the theories that form the basis of 

empirical work, first with respect to the regressors in the 

demand for money function, and then with respect to the 

functional form and the importance of time lags in the function.

A natural approach to the analysis of the aggregate demand for 

money is to ask what factors determine the amount of money 

individuals desire to hold. This is the basis of the Cambridge 

Cash Balance Theory (see Pigou, 1917). This approach postulated 

that nominal demand for money was proportional to nominal income; 

in other words the ratio of nominal income to money stock

velocity - was constant. The importance of the income foregone

by holding a sterile asset was recognised and it was argued that 

the demand for money in nominal terms was proportional to

nominal income which was itself thought to be in a constant

relation to the potential purchases of individuals. This

approach focused on money as a medium of exchange. Keynes'

liquidity preference theory gave greater prominence to the 

other aspect of money, namely, its store of value property. In 

his analysis of the demand for money, Keynes emphasized the 

motives for holding money. The transactions and precautionary 

motives depended (positively) on the level of income and the 

speculative motive depended negatively on the interest rates, 

destroying the assumption of constant velocity of circulation 

implicit in the Cambridge approach. This theory was refined in 

the Baumol (1952) - Tobin (1956) analysis where it was held that 

the demand for cash balances was proportional to the square root 

30



of the value of transactions. An important implication of this 

approach was the existence of economies of scale in the use of 

cash, since the demand for cash was seen to rise less than in 

proportion to the volume of transactions. This was, however, 

only the transactions aspect of their approach. With respect to 

the speculative motive, Tobin attempted to show how people's 

desire to hold money may be derived from their attitudes towards 

the risk involved in holding bonds. For Tobin, there is risk 

involved in bond holding since uncertainty as to the future rate 

of interest means uncertainty to the future values of bonds. 

Consequently people holding bonds are unsure whether they will 

make a capital gain or loss. Tobin's analysis can explain why 

some people might have a positive relationship between their 

demand for money and the rate of interest, at least over some 

ranges of interest. That is, an interest rate rise can be seen 

as an incentive to take more risk as the opportunity costs of 

security increase. This could induce a shift away from security 

to expected return and can be seen as a substitution effect. In 

addition there is a wealth effect as the increased interest rate 

gives an opportunity to enjoy more security along with more 

yield. Thus it is possible that a higher demand for money may 

result from a higher rate of interest if this substitution effect 

is outweighed by their wealth effect. An upward sloping demand 

for money function is then possible, but unlikely if an asset 

holder already has Consols in his portfolio. If when interest 

rates rise, individuals want fewer bonds in their portfolios, 

this happens automatically as the price of bonds falls with an
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interest rate rise. Tobin's theory also provides an explanation 

of why portfolios are usually diversified, containing both bonds 

and cash; at the same time providing an explanation for non-

diversified (all cash or all bonds) portfolios. This theory can 

be seen as part of a more complete approach - the Portfolio 

Balance Approach - where a variety of differences in risks and 

returns between assets is recognised. The extent to which assets 

- bonds, equities, deposits with financial intermediaries or real 

physical assets - are substitutes or complements in the 

portfolios of wealth holders, and the composition of these, will 

then depend upon the risk aversion of wealth holders.

So far, all these theories have focused their analysis on the 

motives that prompt people to hold money. A rather different 

view was proposed in the Modern Quantity Theory. This theory is 

primarily associated with the name of Friedman and with the 

"Chicago School". The followers of this approach do not analyse 

closely the motives for holding money but simply note that money 

yields flow of services, and go on to apply to the demand for 

money, the theory of the demand for durable goods.

There are two groups of agents who demand money. First, there 

are the ultimate wealth holders who demand money as one way in 

which to hold their wealth. For them, the demand for money will 

depend upon:
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(1) the expected rates of return on the various components 

of total wealth;

(2) the household's total wealth expressed as an annuity 

equivalent, Friedman's notion of permanent income;

(3) the distribution of total wealth between marketable and 

non-marketable (human) capital;

(4) the tastes and preferences of a household for the 

different forms of assets making up its total wealth.

Secondly, there are business enterprises who demand money as a 

productive resource, just like plant and machinery, or any other 

asset that contributes towards production. They are not subject 

to wealth constraints because the business has the opportunity of 

varying the amount of capital it owns by recourse to the capital 

market. Nevertheless the size of the enterprise must have some 

influence on its demand for money. Similarly this division of 

total wealth between marketable and human wealth is not a 

relevant factor for commercial demand for money but in all other 

respects the demand for money function will be the same.

So in real terms

= f (rm’ rb’ re’ Gp’ Yp> W’ U) (1-1)

where M*  = desired nominal money balances, P = price level, and 

the regressors are returns on money, bonds, equities, and 

physical goods; permanent income; wealth, and tastes, 

respectively. In this approach, wealth is the present discounted 
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value of the expected income stream generated by the optimal 

combination of assets.

Some of the rates of return that appear in equation (1.1) are 

observable. For example the difference between the real return 

on bonds and the own rate of return of money (minus the expected 

rate of inflation) can be measured simply as the nominal market 

rate of return on bonds. Klein (1974), however, formulated an 

alternative approach whereby the own rate of return on narrow 

money is calculated as a weighted average of the zero rate on 

currency and his estimates of the competitive rate on demand 

deposits. In this pure theoretic exposition of the demand for 

money he found the 'competitive' rate to be significant whether 

entered directly or indirectly in the function and suggested that 

studies that ignored the own rate of return on money 

underestimated the interest elasticity of money balances. In a 

later study, Klein (1977) calculated another series that measured 

changes in the variability of the price level in order to capture 

fluctuations in the liquidity of money. His results confirmed 

the importance of this price uncertainty variable in money demand 

functions.
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Similarly, efforts have been made in order to proxy other rates 

of return in money demand functions. Consumption goods, for 

example, yield a return in kind in the form of convenience and 

security. The latter return however is fundamentally different 

from the former if money is defined as a medium of exchange. 

Pierson (1967) for example, argues that, while the utility 

derived from the use of consumption goods is dependent upon the 

quantity consumed, the utility effect of money is largely 

unrelated to the quantity of money in use. That is, the non- 

pecuniary service of money - saving time and effort and greater 

efficiency in transactions - occurs at the beginning, when money 

is introduced, and then the contribution of money becomes very 

little, unrelated to its quantity.

Subsequent theoretical advances explored the relationship between 

payment habits, inflation and the transactions demand for money. 

These have been emphasized mainly by Niehans (1978) and Akerlof 

and Milbourne (1980). But by and large these basic theories 

continue to provide basic arguments in the demand for money 

function for empirical work, leading to a relationship of the 

following form:



(1.1 A)M*  = f (Y, r, rm, P, P)

That is, the amount of money desired M*,  varies directly with 

real income, Y, which reflects either the transactionary motive 

or proxies for wealth. Price level, P, is normally included as a 

scale variable to indicate that transactors are concerned with 

the real purchasing power of money balances. Desired balances 

are expected to vary inversely with interest rates, r, on 

alternative financial assets since these provide alternative 

forms in which wealth may be held. Finally a negative 

relationship is expected between desired money balances and the 

expected rate of inflation, p, relative to the own interest rate, 

r paid on money balances since real assets can also constitute 

alternative ways of holding wealth.

One more variable the wage rate, has recently been proposed as an 

additional argument to the ones in equation (1.1). Dutton and 

Gramm (1973) suggest the inclusion of the wage rate in the demand 

for money function. In their own words ".... if the use of money 

saves transactors time, it increases the amount of leisure. This 

suggests an additional determinant of the demand for money, the 

consumer's valuation of time, i.e. the wage rate .... in 

equilibrium the marginal valuation of an hour of leisure must be 

equal to the wage rate". Similarly Kami (1974) attempts to 

incorporate the value of time into the theory of demand for 

money, the relationship between desired money holdings and the 

value of time measured by the wage rate reflecting the attempts 
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by households and firms to save on time when they conduct their 

exchange activities.

1.2.3 Simplifying Theory for Empirical Purposes

A lot of work has been done to find the empirical counterpart of 

the theoretical variables considered in the previous section. 

Most studies tended to use a simplified version of equation (1.1) 

in their empirical research. Very few used an extended version 

of it incorporating the wage rate and the volume of trade. Among 

the large number of interest rates, usually one representative 

long rate, such as (in the U.K.) the yield on Consols and/or one 

short rate, such as (in the U.K.) the Local Authority rate, have 

been selected. Further, the impact of the inflation rate has 

frequently been assumed to be taken up by the nominal interest 

rate; and most empirical studies assumed the absence of money 

illusion making the dependent variable, desired 'real' balances.

With all these considerations a simplified version of equation

(1.1) or (1.1A) can be obtained:

M*/P  = f(YP,rg,rL,rm) (1.2)

Assuming further that the function has unitary income elasticity,

yields the 'inverse - velocity' equation*:

M*
~ = (rS-rL’rm) (1’3)

where the desired money to (nominal) income ratio is related to

measures of the opportunity costs of holding money.

p
*In equation (1.2) Y represents permanent income and in (1.3) Y 
represents actual national income. In o^der to go from one to 
the other one needs to account for Y/Y or some measure of 
transitory income. For details, see Bordo and Jonung (1981).
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Most empirical work in the U.K. and U.S. has used one of the 

above (1.1) - (1.3) functional relationships. Further, a large 

number of these studies used a semi log linear function where the 

interest rate variable is entered in level form rather than in 

logarithm as the other variables. This, of course, is more 

appropriate since a doubling in the interest rate from 1?o to 2%, 

for instance, is not likely to have the same proportionate effect 

on the demand for money as will a doubling from 10% to 20%. (See 

for example the studies by Haache, 1974 and Hendry, 1980b)

The studies of the long-run assumed eguality between actual and 

desired balances. The eguality of actual nominal money balances 

to desired nominal balances, M = M*,  implies that the nominal 

amount of money is determined by demand alone.

If, however, one assumes:

MM*  M
— = — or —

P P PY

then the adjustments to desired levels would be obtained from 

movements in P or Y as well as in M.

M

PY

In order to investigate the theoretical issues empirically most 

studies found it necessary to simplify the content of the 

function and secondly to assume a specific form for its dynamics. 
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In relation to the arguments in the function, two related 

simplifications are often made. First, as mentioned above some 

variables are largely ignored; for example, the own rate of 

return on money and the expected rate of inflation. Ihose 

studies that have taken account of the own rate of return on 

money showed that ignoring it biased the interest-elasticity 

results. Among these, Lee (1967) analysed the importance of this 

variable in a study of the effects of the rate of return on near 

monies. Klein (1974) confirmed this finding by using the 

interest differential between money and other assets as a single 

variable. In conformity with Klein's results, Barro and 

Santomero (1972), in a study of the U.S. household section, found 

further evidence that the studies that ignored the own rate of 

return underestimated the sensitivity of the demand for money to 

the opportunity cost of holding it. Similarly, studies that have 

taken account of expected inflation found that the variations in 

it systematically influenced the demand for money. (See studies 

by Vogel, 1974; Lerner, 1956; Shapiro, 1973; Goldfeld, 1973; and 

Hendry, 1980b.) The expected rate of inflation in these studies 

has frequently been measured either as an exponentially weighted 

average of current and past values of the actual inflation rate 

(Cagan, 1956), or by letting the data themselves find the weights 

to be attached to current and past rates of inflation (Shapiro, 

1973). Less frequently, some studies used data on inflation 
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expectations generated by opinion surveys (Goldfeld, 1973). In 

contrast to all these studies, some of the early ones on the U.S. 

(Selden, 1956 and Friedman, 1959) could not find any significant 

effect for the rate of inflation on the demand for money. These 

results were later attributed to the lack of variation in the 

inflation rate which made it difficult to identify its effect 

statistically.

The second simplification usually made in relation to the 

arguments in money demand function is with respect to the price 

level: most studies imposed a priori homogeneity restrictions 

with respect to prices. For empirical investigations a further 

simplification that is found to be necessary was with respect to 

the dynamics of the function. Since in such a function, we are 

dealing with time series data, there is a natural concern about 

the importance of lags which do not come out directly from 

theory. In this respect there are two sorts of dynamics that can 

be considered.
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First, those arising from partial adjustment mechanism and second 

those arising from assuming specific forms for the formation of 

expectations.

With the partial adjustment equation used by Chow (1966) it is 

assumed that there are portfolio adjustment costs which prevent a

full immediate adjustment of actual money holdings to desired

levels. That is, money holdings are assumed to adjust

proportionately to the gap between desired holdings and 1 ast

period's holdings.

Ln mt - Ln mt_^ = X (Ln m^*  - Ln m^ ) (1.4)

(where m = M/P, and Ln denotes natural logarithm)

Assume a typical equation for the public's demand for real

balances is the following:

mt*  = (1.5)

where X is a vector comprising (some or all) the variables in 

equation (1.1A). With equation (1.4), it is nominal money 

that responds to exogenous changes in demand i.e. changes in 

income or in interest rates (that is a change in one of the 

variables of the X vector in (1.5)). A change in income, for 

example, will change actual real balances by some fraction (x) of 

that change times the income elasticity of demand. It is 

therefore important to observe that changes in the arguments of 

the demand function might influence actual real balances either 

by their effect on M or on P or on both.
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Combining (1.4) and (1.5) yields

X
Ln m = -------------------- Ln f(Y.) (1.6)

1- (1 - A) L
Iz

(where L is a lag operator, L X = X. ,

since -------------------- = (1 + (1 - X) L + (1 - X)^ L? +...
1- (1 - X) L

it follows that equation (1.6) can be re-written as

Ln = XLn f (X^) + (1 - X-)L Ln (1.7)

Equation (1.4) could be regarded as a sensible description of how 

an individual adjusts his cash position (assuming that the 

marginal costs of portfolio adjustment vary positively with the 

speed of adjustment). It is doubtful, however, whether equation 

(1.4) would be a sensible description of aggregate behaviour. 

One could dismiss such behaviour for the economy as a whole on 

the grounds that the opportunities available to individuals 

collectively may be different from those available to the 

individual (see Laidler, 1982, for details).

Furthermore the adjustment equation (1.4) implies a lagged 

adjustment to changes in income and interest rates but an 

instantaneous one to changes in the price level.

Goldfeld (1976) suggests an alternative adjustment equation where 

the percentage change in nominal money balances of the public is 

a constant fraction of the percentage discrepancy between the 

nominal money balances desired by the public, given the price 

level, and the inherited money balances of last period.
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Ln - Ln = X(Ln m^ * P^ - Ln ) (1.8)

In this approach, inflation is seen as a real phenomenon. In 

this specification, it is the nominal money stock that adjusts 

with a lag to changes in real demand and to exogenous changes in 

the price level (exogenous with respect to nominal money).

It is the passive supply by the monetary authorities of nominal 

money that equates the supply of nominal money to the nominal 

quantity of money demanded by the public at an exogenously given 

price level. Combining (1.6) and (1.8) yields:

Ln (Mt/Pt) = XLn f(Xt) + (1- X) Ln^/Pj (1.9)

It could be argued, however, that although individuals are free 

to adjust their nominal money balances, society as a whole is 

not. Hence, equation (1.9) is meaningless as an aggregate demand 

function during periods of monetary control, when the supply of 

money can be seen as exogenous.

An alternative adjustment process is suggested by Coats (1982) 

where inflation is seen as a monetary phenomenon. A similar view 

is taken by Walters (1965), Laidler (1982) and Fama (1982). 

According to this view, the percentage change in the price level 

is a constant fraction of the percentage discrepancy between the 

nominal money balances supplied by the monetary authorities and 

the nominal balances desired by the public at last period's price 

level:
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Ln P^. - Ln P^ = X (Ln - Ln * P^ ) (1.10)

Again combining (1.6) with (1.10) yields:

Ln (Mt/Pt) = X Ln f (X^ + (1- X) Ln (f^/P^) (1.11)

For specification (1.11) to hold, we must assume price 

flexibility. If, however, the price level is sticky, then the 

IS/LM model discussed earlier tells us that the variables in the 

X vector, e.g. interest rates and real income, will tend to 

change as the money market clears. If this is the case then 

single equation econometric techniques to estimate relationships 

such as (1.7), (1.9) and (1.11) can be criticised for ignoring

simultaneity problems. Cooley and Leroy (1981), for example, 

have recently raised this issue and questioned the 

identifiability of the demand for money function. As a way out 

of this impasse, Laidler (1982) interprets the typical short-run 

demand for money function as a slightly mis-specified price level 

adjustment equation. That is, the short-run function is "a 

mixture of structural relationship and some reduced form of the 

whole economy". In such an interpretation, the adjustment 

parameter captures the process whereby the price level moves 

slowly towards equilibrium after monetary disturbance. These 

three different adjustment equations (1.4), (1.8) and (1.10)

provide alternative functional forms for the demand for money, 

suitable for estimation.

We have seen that different partial adjustment mechanisms can 

introduce different dynamics into the demand for money function.
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A major problem in empirical research is that similar dynamic 

properties can also arise from adaptive processes of expectation 

formation. For example, with adaptive expectations, agents form 

expectations of at least one of the arguments in the money demand 

function, namely permanent income in the following way:

where Y^

P P P
Yt - Yt-1 = x <Yt-1 - Yt-1> 

refers to permanent income.

(1.12)

Adaptive expectations of this sort are rational only if Y is 

stationary. (For details, see Muth, 1961)

According to equation (1.12) expectations are revised by a 
P 

constant fraction of the latest error made (Y^_^ -

Re-arranging (1.12) yields:

Yt = Yt_1 + (1 - X) (1.13)

Repeated back substitution for the largest values of Y. implies 
P

Y^ is a geometric distributed lag of current and past values of

Y, that is

P co

Y = X E (1 - X)1 Y . (1.14)
i=o

If one assumes that the relevant variables in the X vector (in 

equation (1.5)), for example, both income and interest rates, to 

be expected values, then one common device for replacing these 

unobservable values with their measured counterparts would be to 

assume the expectation to be of 'adaptive1 form. Substituting 

equation (1.12) for the regressors in equation (1.5) and assuming 
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the variables to be in logarithms leads to an equation of the 

form (1.7). But A now has a different interpretation. Further 

there is no reason to assume that expectations for different 

variables are formed analogously. This would lead to a model 

with richer lag structure than (1.7). In fact, even greater 

generality can be obtained if, for example, one allows 

adjustments to be in different proportions to two or more of the 

previously observed forecasting errors:

These would incorporate some further lags into the function. It 

is, of course, possible to combine the adaptive expectations with 

partial adjustment models thereby introducing another lag for all 

the variables.

One possible route would be to start from a general specification 

such that all these alternative specifications are nested in it. 

Such a methodology has been suggested by Hendry (1979). He finds 

that for quarterly data a general specification incorporating 

four lags for each of the variables (for the regressors and for 

the regressand) is the most suitable dynamic money adjustment 

equation:

LnMt = + £ (aj LnYt_. + y. LnP^ + Lnr^

6j LnMt-j-1) (1.16)

Such an over-parameterized model embodies as special cases many 

short-run conventional models. In this respect, therefore, it is 

more general than the previous models considered and has 
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therefore advantages as a starting point for empirical work. 

Unfortunately, however, this methodology is ad hoc in its 

selection of different lag structures. Thornton and Batten 

(1985) for example investigated the extent to which rules of 

thumb, arbtitrary lag specifications, and statistically 

determined lag structures can be relied upon in testing Granger 

causality between money and income. They concluded that Akaike's 

(1970) 'final prediction error' criterion performed better than 

the others. One can not, however, assess the extent to which 

these results are data specific.

The conclusion that emerges from the foregoing discussion is that 

there appears to be no single way of testing whether the results 

obtained from the above-mentioned general to specific methodology 

are not critically dependent upon the choice of the lag 

structure, care must therefore be taken in interpreting them.

1.2.4 Empirical Evidence

Having discussed the theoretical issues let us now survey the 

results of the empirical studies on the demand for money 

function.
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The issues to be addressed here are as follows:

money.

1 . The role of interest rates. Two related issues are the

selection of the appropriate rates of interest and the

magnitude of the interest rate elasticity of the demand for

2. The elasticity of the function with respect to the price

level.

3. The role of the wage rate in the function.

4. The choice of the scale variable - income or wealth - and 

the elasticity of the function with respect to that 

variable. Any evidence of economies of scale?

5. The role of expected inflation in the money demand function.

6. The importance of time lags in the function: two issues 

the lags in the regressors and the distinction of short-run 

specification from that of the long-run.

7. The stability of the function.

In the large number of long-run studies that have been carried 

out most researchers have employed a demand for money function of 

the form (1.12).
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With respect to the first issue, the evidence from these studies 

point strongly to the demand for money being negatively and 

significantly related to the rate of interest. For American and 

British studies on annual data the general pattern has been:

the variables the range of interest elasticities

(a) M1 + rL -0.7 to -1.10

(b) M2 + rL -0.45 to -0.75

(c) M1 + rs -0.20 to -0.45

(d) M2 + rs -0.00 to -0.20

Where and refer to narrow and broad definitions of money 

respectively, r^ and r^ to short and long-term representative 

rates of interest. Cooley and Leroy (1981), however, show that 

this range of interest elasticities can be considerably wider 

(i.e. -1.6 to +1.4) and that care must be taken in reporting 

these empirical results since, they argue, researchers seem to be 

building in their conclusions when they report their findings.

Table (1.2) gives a list of some summary results for the U.S. and

U.K.
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Table (1.2)

Summary of studies of the long-run (annual) demand for money

function in the U.S. and U.K.

Study Data Used
Definition 
of money

Interest 
rate used

Interest
Elasticity

Meltzer (1963) Annual: U.S. Narrow Long -0.92
(1900-1958) Broad Long -0.48

Meltzer (1963) Annual: U.S. Narrow Long -1.15
1930-1958 Broad Long -0.70

Brunner & Meltzer Annual: U.S. Narrow Long -1.09
(1964) 1930-1959 Broad Long -0.73

Courchene & Annual: U.S. Narrow Long -1.00
Shapiro (1964) 1900-1958 Broad Long -0.58

Chow (1966) Annual U.S.
1897-1958

Narrow Long -0.73

Laidler (1966) Annual: U.S. Narrow Short -0.21
1919-1960 Narrow Long -0.72

Laidler (1966) Annual: U.S. Broad Short -0.16
1892-1960 Broad Long -0.25

Lee (1967) Annual: U.S. Narrow Short -0.41
1951-1965 Broad Short -0.67

Motley (1967) Annual: U.S.
1920-1965

Broad Short -0.16

Klein*  (1974) Annual: U.S.
1880-1970

Broad Long
Short
Own Rate

-0.06
-0.3
0.3

Klein*  (1974) Annual: U.S.
1919-1970

Narrow Long
Short
Own Rate

-0.13
-0.17
0.17

Klein*  (1977) Annual: U.S.
1880-1972

Broad Long
Short
Own Rate

-0.06
-0.3
0.3

Klein*  (1977) Annual: U.S. 
1919-1970

Broad Long
Short
Own Rate

-0.03
-0.2
0.2

Klein*  (1977) Annual: U.S.
1919-1972

Narrow Long
Short
Own Rate

-0.13
-0.17
0.18
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Kavanagh &
Walters (1966)

Annual: U.K.
1880-1961

Broad Long -0.31

Kavanagh & Annual: U.K. Broad Long -0.26
Walters (1966) 1953-1957

Huffman & Annual: U.K Short Short -0.6
Lothian (1980) 1833-1880 -0.15

*These refer to semi-elasticities

*For details of some of the above studies see Goodhart and 
Crockett (1970).
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Similar results confirming the importance of the interest rates 

have been reported for most other countries. (See Fase and Kure, 

1975, for a summary of various studies on 13 different 

countries). These investigations, however, did not establish 

whether similar relationship between the demand for money and the 

interest rates could be relied upon for shorter periods of time. 

For this purpose an examination of (possibly) quarterly data and 

the introduction of lags into the equation were found to be 

necessary.

Consequently one of the equations of the form (1.7), (1.9) or 

(1.11) was seen to be appropriate. Table (1.3) presents some of 

these results for the U.S. and U.K.

Again the range for interest elasticities can be shown as

fol lows:

(a) M1 + rL

(b) M2 + rL

(c) M1 + rs

(d) M2 + rs

-0.05 to -0.80

-0.30 to -1.46

-0.06 to -1.07

-0.008 to -0.36

In fact, there are very few studies that have failed to find a 

significant negative relationship between the rate of interest 

and the demand for money. Friedman (1959) for example studying 

the demand for money the in U.S., for the period 1869-1957, 

attempted to fit a demand for money function to data that he 

abstracted from the business cycle. His results however were 

later found to be unreliable on the grounds that his method of 

abstracting data from the cycle was invalid (See Laidler, 1969).
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Table (1.3)

Summary of studies of the short-run demand for money function 
in the U.K. and U.S.

Study Data Used
Defi ni tion 
of money

Interest 
rate used

Interest
Elasticity

Bronfenbrenner
& Meyer (1960)

Annual: U.S. 
1919-1956

Narrow Short -0.33

Teigen (1964) Quarterly: U.S. 
1946-1959

Narrow Long -0.07

Teigen (1964) Annual: U.S.
1924-1941

Narrow Long -0.20

Goldfeld (1976) Quarterly: U.S. 
1952-1973

Narrow Short -0.06

Hamburger (1977) Quarterly: U.S. 
1955-1972

Narrow Short
Long

-0.22

Laumas &
Spencer (1980)

Quarterly: U.S. 
1954-1973

Narrow Short -0.20

Fisher (1968) Quarterly: U.K. 
1955-1967

Narrow Short -0.11

Fisher (1968) Quarterly: U.K. 
1955-1967

Narrow Long -0.30

Goodhart & Quarterly: U.K. Narrow Short -0.05
Crockett (1970) 1955-1969 Long -0.80

Goodhart & Quarterly: U.K. Broad Short -0.21
Crockett (1970) 1963-1969 Long -0.51

Laider & Parkin 
(1970)

Quarterly: U.K. 
1956-1967

Broad Short -0.008

Price (1972) Quarterly: U.K. 
1964-1970

Broad Long
Short

-0.30

Haache (1974) Quarterly: 
1963-1972

Narrow Short
Long

-0.06
-0.21

Artis & Lewis
(1976)

Quarterly: U.K. 
1963-1973

Narrow Long -0.66
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Table (1.3) (cont'd)

Study Data used
Definition 
of money

Interest 
rate used

Interest 
Elasticity

Artis & Lewis 
(1976)

Quarterly: U.K 
1963-1973

Broad Long -1.46

Hamburger (1977) Quarterly:U.K. 
1963-1970

Narrow Short -1.07

Coghlan (1978) Quarterly: U.K. 
1964-1976

Narrow Short -0.30

Mills (1978) Quarterly: U.K. 
1963-1974

Narrow Short 
Long

-0.24
-0.45

Boughton (1979) Quarterly: U. . 
1963-1974

Narrow Short -0.51

Rowan & 
Miller (1979)

Quarterly: U.K. 
1963-1977

Narrow Short -0.08

Hendry (1980) Quarterly: U.K. 
1963-1972

Narrow Short -0.36

Mills & Wood 
(1982)

Annual: U.K. 
1880-1913

Borad Short -0.02

For a detailed discussion of the U. S. studies see: Judd and

Scadding (1982), and Feige and Pearce: (1977); of the U.K. studies

see: Artis and Lewis (1981), and Coghlan (1978).
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Similarly, for Great Britain, Laidler and Parkin (1970) found 

(with quarterly data) an insignificant relationship between the 

demand for money and the Treasury Bill rate over the period 1955- 

1967. However, as before, their study was later criticized on 

the grounds that their choice of variable for the interest rate 

was inappropriate. (See Goodhart and Crockett, 1979).

The evidence from the foregoing discussion establishes the 

importance of the rate of interest in the demand for money 

function. It does not, however, show which rate should be 

chosen. For long runs of data, there seems to be no difference 

between a long and a short rate as far as their significance is 

concerned. With quarterly data for the U.S. the evidence seems 

to favour rates of return on close substitutes for money (for 

details see Feige, 1974, and Laidler, 1969). For a narrow 

definition of money, time-deposit rate was also found to exert a 

systematic influence. (See for example Goodhart and Crockett, 

1970, and Goldfeld, 1973). Further, the yields on corporate 

stock (Hamburger, 1966), and on government bonds (Teigen, 1971) 

were also shown to have significant effects on both narrow and 

broad definitions of money.

Let us now discuss the second issue, the elasticity with respect 

to the price level. The evidence in this case is not very strong 

partly due to the fact that most studies did not investigate the 

matter directly, assuming a priori, that the demand for nominal 

balances is proportional to the price level. Among the few 

studies that investigated the matter directly, however, - for the 

U.S., the studies by Meltzer (1963), and by Goldfeld (1973) and 
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for the U.K. those by Goodhart and Crockett (1970), Hendry (1980), 

and Mills and Wood (1982) - confirmed the hypothesis of a unitary 

price elasticity.

Similarly, there are very few studies that investigated directly 

the importance of the wage rate in the money demand functions. 

Among these, two papers by Dutton and Gramm (1973) and Kami 

(1974), using annual U.S. data over the period (1919-1958) and 

(1919-1968) respectively found a wage variable to have a 

systematic influence on the demand for money. These results of 

course provide no conclusive evidence in the matter concerned 

but they are highly suggestive in that they seem to have 

unearthed one other important factor influencing money holdings.

On the question of the most appropriate scale variable in the 

money demand equation, the main findings from the empirical 

studies seem to favour wealth or permanent income rather than a 

current measured income variable. This particular evidence 

seemed to be invariant as to how money, wealth or the rest of the 

regressors have been defined in the function. Most of these 

studies proxied wealth or permanent income by an exponentially 

weighted average of current and past levels of income. Among 

such studies on the U.S. data, those by Meltzer (1963), Brunner 

and Meltzer (1963), Laidler (1966), and by Chow (1966), for 

example found that: first , wealth rather than current income 

explained more of the variation in the demand for money; secondly 

it provided a more stable function; and thirdly it gave more 

accurate predictions of the velocity of circulation. Similar 
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results have been obtained on the U.K. data by Laidler (1971), 

Grice and Bennett (1984), and by Laidler and Parkin (1970).

The evidence so far seems to suggest that wealth rather than 

actual income should be the appropriate scale variable in the 

money demand function. The interesting question that arises is 

whether the source of those lags introduced to proxy the wealth 

variable lies in the way in which income expectations respond to 

changes in current income or in long delays in the public's 

adjustment of its money balances towards new equilibrium levels.

One important consequence of including lagged values of income in 

the money demand function has been the uncovering of a direct 

effect of changes in income on the level of money balances. 

Since the variables are in natural logarithms, if changes in 

income appear significant in the final specification then this 

means that the rate of growth of income affects money balances. 

An example is Hendry and Mizon's (1978) study where they find a 

negative relationship between money balances and the rate of 

growth of income for the post World War Two period. Although 

there are no other major empirical studies examining this 

relationship, Gurley and Shaw (1967), in their discussion of 

economic development imply that the demand for money increases 

more rapidly at low as opposed to high levels of development. At 

higher levels of development, alternative possibilities for 

storing wealth appear in the form of more varied financial 

assets, and these grow at a faster rate than money balances. 

This ultimately reaches a point where money balances and income 

growth are negatively related.
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A similar U-shaped pattern is observed by Bordo and Jonung (1981) 

in their examination of the long run behaviour of velocity in 

five industrial countries over the period 1870 and 1975. They 

concluded that the general U-shaped pattern obtained (with the 

exception of the UK) could be explained in the following way: the 

downward trend was due to a process of monetization which 

followed a decline in payments in kind and the growth of the 

commerical banking sector; and the upward trend was a result of 

two elements. One was increasing financial sophistication, by 

which they mean the emergence of close substitutes for money and 

other means of economising on money balances, and the other was 

improved economic stability.

Their analysis, however, is based on the medium of exchange 

function of money and not the store of value function as in

Gurley and Shaw (1967).



This question of introducing time lags into the function will be 

taken up again in more detail later on. Before we do that, 

however, let us discuss the evidence on the elasticity of the 

function with respect to the scale variable.

The evidence from both U.K. and U.S. studies relating to long 

periods of time indicates the absence of economies of scale - see 

studies by Laidler (1966), Meltzer (1963), and Friedman (1959) 

for the U.S. and those by Kavanagh and Walters (1966), and 

Laidler (1971) for the U.K. But when one considers the studies 

relating to the post World War 1 wo periodthen the evidence would 

seem to suggest that the demand for money over this period 

increased less then proportionately with income - see the studies 

by Laidler (1971), Goldfeld (1973), and Shapiro (1973) for the 

U.S., and for the U.K. those by Laidler and Parkin (1970), and 

Goodhart and Crockett (1970). There are, however, several cross 

section studies (e.g. Meltzer, 1963b for the U.S.; De Alessi, 

1966 for the U.K.) and some more recent studies by Hendry (1980) 

and by Coghlan (1978) on the U.K. data that have found no 

evidence of economies of scale in money holdings. In short, 

then, for the U.S. there seems to be enough evidence for the 

existence of economies of scale. For the U.K., however, the 

evidence seems to be indecisive in that respect. (See Table 

(1.4) for summary results of income elasticies for major U.K. 

studies).

There are no major studies that examined the importance of 

inflationary expectations in the money demand functions. In some 

cases inflation is used as a proxy for this variable. We will
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therefore examine those studies that examined the role of 

inflation in the demand for money functions.

From Cagan's (1956) study of European hyperinf1ations it seems 

that the expected rate of inflation should be incorporated as an 

additional explanatory variable into the function. Some other 

studies, specifically those by Friedman (1969) and Selden (1956), 

however, could not find any systematic influence of this variable 

on the demand for money with the U.S. data. In view of these 

somewhat mixed findings Johnson (1972) attributes the absence of 

American evidence (on the significance of the rate of change of 

prices in the demand for money function), to the relative 

mildness of U.S. inflations. But more recent studies on post-

World War II U.S. data by Shapiro (1973), Goldfeld (1973) and 

those on inter-war U.K. data by Brown (1939) and on the post-

World War II U.K. data by Hendry (1980) have found evidence of 

significant effects for such a variable.

The difficulty with such a variable is that, on the one hand, at 

a theoretical level, there is enough reason to include it as a 

separate variable. Money serves as an alternative to physical 

goods giving the expected rate of price change a prominent role. 

On the other hand, inflationary expectations will be reflected in 

nominal interest rates; thus, most studies assumed that in the 

estimation of the money demand function, the nominal rate of 

interest will be picking up the net effect of variations in the 

real return on both financial and real assets. Laidler and 

Parkin (1975), for example, confirm that they in fact do so. But 

63



the other studies cited above found a role for the inflation 

variable even if the function contained also a nominal interest 

rate variable.

As in the case of the wealth variable, inflationary expectations 

are usually measured as a weighted average of past actual rates 

of inflation. The problem here again is identifying the source 

of these lags since both, the adjustment of money balances to new 

equilibrium levels and the variables proxying for expectations, 

require such lags.

In section (1.2.3) we have discussed the adjustment equations of 

actual money holdings, to desired level, of the type used by Chow 

(1966), Goldfeld (1976) or Coats (1982) - equations (1.4), (1.8) 

and (1.10). We have seen how these introduce time lags into the 

function. Similarly, we have seen how the way in which 

expectations are formed affects the dynamics of the function. 

Empirically there are very few studies that tried to investigate 

the source of time lags in the function. Among these, Feige 

(1967), using annual US data for the period (1915-1963), found 

the coefficient of adjustment x in equation (1.4) to be equal to 

one, implying no adjustment lag was present but that the lags in 

the function were due to "expectation lags". Similarly, with 

quarterly data, Shapiro (1973) and Goldfeld (1973), both found 

the expectation variables to be of considerable importance for 

post World War Two U.S. data. Laidler and Parkin (1970), 

however, using quarterly British data for the period 1955-1967 

found that both expectation and adjustment lags were present in 

the money demand function.
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The important questions that arise from this study are:

Should there be expectation lags in the function? Which 

adjustment equation is more appropriate? What are the 

appropriate representative variables for the determinants?

An important consideration in deciding which variables should 

appear in the money demand function is whether the estimated 

function with these variables produces coefficients that are 

stable over time. In the U.K. after 1971, most empirical studies 

provided evidence suggesting that demand functions of the 

conventional kind Droke down for both definitions of money. That 

is, not only did the conventional equations not predict 

accurately but further the estimated parameters also changed 

abruptly after 1971. Artis and Lewis (1981) give a survey of 

these studies which is reproduced and elaborated in Table (1.5).

Similar instability is observed over the post 1973 period for the 

U.S. (see Judd and Scadding, 1982, for a survey of the post 1973 

studies). This instability in the U.S. has been attributed to 

financial innovations, changes in the regulations concerning 

interest rate ceilings on the deposits of banks and thrift 

institutions, increases in the rate of inflation and interest 

rates and the greater emphasis on monetary aggregate targeting by 

the Federal Reserve. Gordon (1984), for example, attributes the 

post 1973 instability in the short run money demand function to 

such supply shocks in 1973-1975.

In the same way, various explanations have been put forward to 

explain the instability observed in the U.K. Haache's (1974)
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view was that it was due to a shift in the demand function caused 

by the introduction of Competition and Credit Control, an 

institutional reform aimed at the removal of restraints on 

competition in the banking sector. Artis and Lewis (1976), on 

the other hand, pointed out that variations in supply conditions 

might have created a disequilibrium. This means that recent 

observations were off the demand curve, possibly lying somewhere 

above it. In their subsequent study, Artis and Lewis (1981), 

found evidence of instability even when they included additional 

variables modelling these institutional developments. Moreover, 

they claimed that even the demand function for a narrow 

definition of money which should not have been affected by the 

reforms, presented evidence of instability. These results, they 

claimed, showed the implicit assumption of the underlying 

methodology - namely that the money stock is demand determined - 

to be of doubtful nature. Thus, Artis and Lewis reversed their 

initial assumption, and considered the money stock to be 

exogeneously determined by the authorities. They developed single 

equation models in which either the money income ratio or the 

interest rate responds to fluctuations in money - thus reversing 

the causal relationship implied in the conventional demand for 

money function.

Recent studies that continued to employ the conventional approach 

provided evidence for stability in contradiction to Artis and 

Lewis' findings. Mills (1978), for example, generalising the 

functional form (with the Box and Cox family of power 

transformations), found narrow money to be stable and relatively 
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insensitive to functional form. Laumas (1978) provided further 

evidence of stability for narrow and broad definitions by 

splitting the data into two periods. More recently all these 

conventional partial-adjustment methods came under severe 

criticism by Hendry and Mizon (1978) and Courakis (1978) where an 

unrestricted rational lag structure was used as a baseline. This 

relatively new approach starts from a specification that is 

rather general and rich in its lag structure and any testing is 

nested within that. This relatively new methodology has been 

used in a large number of studies in the recent years. Among 

these, Hendry and Ericsson (1983), in a study of the demand for 

narrow money on the U.K. annual data from about 1870, reported 

some temporal instability in the relationship. This result was 

contrary to the earlier findings of Friedman and Schwartz (1982). 

More recently however, Holly and Longbottom (1985) showing the 

dangers involved in using Hendry's methodology, derive a demand 

function that is statistically superior and stable over a long 

period of time. Similarly Klovland (1985) confirmed this result 

obtained by Holly and Longbottom and provided evidence that the 

rate of interest on bank deposits was superior as a measure of 

the own yield to the Klein (1974) notion of the competitive 

return on money.

These results lead to the conclusion that perhaps a stable money 

demand function can be extracted from historic data on the UK 

provided that the econometric issues are properly handled (Desai, 

1981). The evidence on the stability issue is currently 

unsettled. It is hoped that the econometric investigations 

69



undertaken in this thesis may help to decide the matter one way 

or another.
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1.3 Supply of Money

The object of this section is first to derive the model which 

theorists have most commonly used to describe the money supply 

process - the monetary base approach. This approach will then be 

compared with the PSBR-money-debt framework currently used in the 

U.K. The advantages that the former approach offers will then be 

analysed first with respect to money supply control - the 

monetary policy that most western countries seem to be adopting 

more and more - and then in the context of identifying the 

sources of money creation - whether this is from the banking 

sector, the public or the government.

The following section will deal with an important issue: is 

'base money*  controllable and if it is, does it necessarily imply 

the control 1abi1ity of broader monetary aggregates? The first 

question will be answered by analysing the exchange rate regime. 

For the second one, however, a discussion of the behaviour of the 

components of the multiplier is necessary. The question then is, 

can one regard these components as being functions of a small 

number of other economic variables? Further, are these relations 

stable over time?

The section ends with a survey of studies which have analysed 

these questions empirically.

1.3.1 Theory of the Money Supply Process

The monetary base approach, where the money supply is related to 

base money by a multiplier, has a long pedigree. It dates from 

the time when money consisted of notes issued which were 
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partially backed bv gold. The idea was that, since the 

relationship between the amount of gold and the size of note 

issue was stable, any increase in gold holdings would bring about 

a multiple change in note issue. Subsequently with the growing 

use of demand and time deposits for monetary functions, the 

question of how many deposits an individual bank and the banking 

system could create for a given change in its cash reserves, 

became the central issue of concern. See, for example, the 

studies by Phillips (1920), Rogers (1933), and Angell and Ficek 

(1933). From then onwards, attempts have been made to extend 

this multiplier approach to allow for the different reserve 

requirements against time and demand deposits and the demand for 

money by financial intermediaries.

Let us then, define this approach of the money multiplier using 

two definitions of money stock, a narrow definition, M1, and a 

broader definition, M2.

The monetary base consists of all assets acceptable as ultimate 

means of settlement between banks. In practice this means that 

the monetary base, B, (or 'high-powered money') consists of cash 

(issued by monetary authorities) in the hands of the banking 

system together with bankers balances at the Central Bank (R) and 

of cash in the hands of the non-bank public (C).

B = R + C (1.17)

The monetary aggregate M1 is made up of the non-bank public's 

holdings of notes and coin (C) and their holdings of demand
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deposits (DD).

M1 = DD + C (1.18)

From equations (1.17)
i

and (1.18), M1 multiplier m can oe

derived:

1 M1 m = —
B

DD + C
R + C

(1.19)

Dividing the numerator and denominator by DD:

m1 = 1 + C/PP_- = 1 (1.20)
R/DD + C/DD r' + c'

The multiplier m^ is greater, the smaller is the cash-demand 

deposit ratio, c', and the reserve-demand deposit ratio, r1. From 

equation (1.20) it can be seen that if the monetary base is 

raised by an amount, x, then M can increase a maximum amount 

[(1 + c1)/(r' + c')]x. That is:

M1 = m1B (1.21)

A broader definition of money supply, M2, would include time 

deposits as well as demand deposits. M2 is defined as M1, plus 

time deposits, TD:

M2 = DD + TD + C (1.22)

If the reserve requirements are the same with respect to time
2 

deposits as to demand deposits, then the M2 multiplier, m , is 

the same as m1. One would expect, however, banks to hold smaller 

reserves or the monetary authorities to impose lower rate of 

reserve requirements on time deposits, since their rate of 
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o 
withdrawal fluctuates less than for demand deposits. Then m

will be as follows:

2 M2 _ DD + TD + C ,m = — - ------------------ (1.23)
B R + C

Dividing the numerator and the denominator through by DD gives:

1 + (TD/DD) + (C/DD)

r'DD + r11 TD + C/DD (1.24)
DD

That is, 1 + t + c1
(1.25)r • + r • 11 + c'

where r1 = . r. . = r Ld .
R = RDD + RTD; t = TD

DD TD DD

r °D and d TDR are reserves held for demand and time deposits

respectively. Comparing (1.25) with (1.20), it can be seen that 

m is larger than m . This means that a given addition to B will 

increase the broader aggregate M2 by more than M1. Again a 

multiplier m is greater, the smaller is the ratio of cash to 

demand deposits, c', and reserve to time deposits, r1'. Further, 

if reserves held for time deposits, r1', are equal to or less
2

than for demand deposits, r', then m is higher, the greater is 

the amount of time deposits relative to demand deposits, t.

In summary, then, the lower the proportion of money held in 

currency and the lower the proportion held in demand deposits 

rather than time deposits, the more M1 and M2 can expand. 

Similarly, the lower the reserves held against deposits the 

higher the monetary aggregates, M1 or M2.
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A simplified version of (1.25) would be of the following form:

m2 = c/° + 1 - 1 + c (1-26)
C/D + R/d r + c

where D consists of both time and demand deposits.

2 Substituting the equation (1.26) for the multiplier in M2 - m B, 

the following identity is obtained:

M2 = B (1.27)
r + c

According to this explanation, the proximate determinants of the 

money supply are: (1) the public's currency ratio (=c), (2) the 

bank's reserve ratio (=r) and (3) the monetary base or high 

powered money (=B). Equation (1.27) is the money supply identity 

which is true for any set of values for B, m and M. It is not a 

behavioural equation.

The attractiveness of this expression for the purposes of 

investigation is that it relates a variable that the authorities 

often want to control, M, to a variable over which they may have 

control, B. Furthermore (1.27) brings out the importance of the 

behaviour of the three sectors . The course of B (the base) 

reflects the behaviour of the monetary authorities. The non-bank 

public's behaviour affects the distribution of the base between 

itself and the banking sector, (%)• And the banks affect the 

money stock by their decisions on the level at which to maintain
D

the ratio of reserves to deposits ( /Q). It should of course be 

emphasized that the behaviour of the three elements is related. 

Once C/D and R/D are given a behavioural description - that is 

they are made explicitly dependent on other variables of the 
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economic system - then it follows that the money supply is 

indirectly determined by them.

The monetary base approach is a theoretical framework used for 

discussing the money supply theory. Its importance can further 

by seen with Brittain (1984):

'If we are to believe that the government cannot 
control interest rates, it cannot under current 
procedures, control the money supply either: and 
what then becomes of its central strategy................ 
As there is some relation between banks' reserves 
at the Bank of England and the rate at which they 
choose to expand their assets and liabilities, 
these reserves are often known as "high-powered 
money". The Bank could determine the amount of 
high-powered money by its own market operations; 
and this method of influencing the money supply is 
known as "monetary base control".

For purposes of designing monetary policy, however, the framework 

that is used in the U.K. is not the monetary base approach but 

the PSBR - Money - Debt approach.

1.3.2 Comparison with PSBR - Money - Debt Framework

According to PSBR - Money - Debt framework of money supply 

control, the authorities try to forecast (at a given level of 

interest rate and exchange rate) the growth of all those items in 

their own balance sheet, and in the balance sheet of the 

consolidated banking system, except the money stock.

The following equation gives the relationship between money 
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supply (M3) growth and the items that the authorities try to 

predict:

change in M3 = PSBR + the change in the volume

of lending to the private 

sector.

change in the nation's 

reserves of gold and foreign 

currencies.

change in the holdings of 

government debt held by 

non-bank U.K. and overseas 

agents (1.28)

If, for example, the predictions of the authorities led them to 

believe that there will be excessive money supply growth, then 

they will have to counteract this by allowing either interest 

rates or exchange rates to change.

The problems associated with this approach have been well

summarized by Griffiths The first problem is the

relative unpredictability of al 1 those individual items in

equation (1.28) that back the money supply. The second problem

arises when the money stock is rising and the interest rates are 

at high levels. Under these conditions, the authorities might be 

reluctant to raise interest rates further to choke off the demand 

for bank loans. They will then be obliged to try an alternative: 

limiting directly the banking system's ability to make loans. 

The evidence from past experience of these controls show that 
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they create distortions on financial markets.

The first advantage that the monetary base approach offers relative to 

the PSBR - Money - Debt framework is that, as Batchelor (1983a) 

points out, it would allow the authorities to separate their own 

contribution to monetary expansion from the contributions of the 

bank and the non-bank public. Such a distinction, of course, is 

not possible with the PSBR - Money - Debt accounting framework. 

Although both equations (1.21) and (1.28) are identities and 

therefore can not explain why changes are occuring*  the former 

money - base identity is very insightful in that it isolates the 

behaviour of those agents - namely the public, the banks and the 

monetary authorities - for whom we have well developed economic 

theories.

Secondly, the monetary base approach is helpful in understanding 

long term trends in the money stock. For example as the banking 

system develops, a new money substitute providing a more acceptable 

means of payment and medium for savings than money start to 

emerge. A comparison of the M1 multiplier with the M2 multiplier 

will show that money multipliers tend to get higher for financial 

systems at higher stages of development (for details, see Dow and 

Earl, 1982). This means that a contractionary policy, inducing 

further innovation, will allow the multiplier to increase. The 

increase will not subsequently be reversed even if the tight 

monetary policy is lifted.

The third aspect of the approach is its use in controlling the 
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money supply. As we have seen above, this framework relates a 

variable that the authorities want to control, M, to a variable 

over which they may have control, B. The conventional approach 

on the other hand focusses on credit rather than money for 

purposes of monetary policy (for a further investigation, see 

Batchelor, 1983b). Whether control is feasible within the money 

multiplier framework, however, is an empirical matter. It 

depends, on, first, whether the base is indeed controllable and, 

second, whether the money multiplier components are predictable.

1.3.3 Determinants of the Money Supply Components

Money supply depends on monetary base and on the components of 

the money multiplier. The first issue is the determination of 

the base.

The size of the monetary base depends on government policy. If 

the target of the authorities is the base then this implies that 

the base and hence the money supply are exogenous. If, however, 

the target is the interest rate or the exchange rate, then the 

base will change in order to achieve the desired level of the 

target. In such circumstances the base and the money supply will 

become endogenous.

Components of the monetary base can be derived from 

consolidation of the balance sheet of Bank of England, Royal Mint 

and the Exchange Equalisation Account. Under fixed exchange 

rates, since the price of the domestic currency in terms of the 

foreign currency is fixed, the monetary authorities are committed 
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to buy and sell foreign exchange for the home currency at a fixed 

price. Under these circumstances a balance of payments deficit 

(surplus), will lead to a decrease (increase) in the monetary 

base. This is better understood if one analyses the base from 

its 'sources' side rather than its 'uses' side that was shown in 

equation (1.17).

'Sources' of Base: Gold + foreign exchange reserves

+ credit to private sector

+ special deposits 

(Griffiths, 1979b)

(1.29)

Any net flows thus affect the base, inflows of funds increasing 

it and outflows decreasing it. In the case of a balance of 

payments deficit, residents will have to pay with home currency 

for the foreign exchange they require. This will therefore lead 

to a decrease in the monetary base. The opposite will happen in 

the case of a balance of payments surplus, leading to an increase 

in the base. The movements of course can be offset by the open-

market operations of the monetary authorities. It is argued, 

however, that the authorities cannot sterilise balance of 

payments for any significant period of time. (For a detailed 

discussion, see Vane and Thompson, 1979 ). The foregoing 

discussion implies that under a fixed exchange rate regime the 

course of the base reflects only partially the behaviour of the 

monetary authorities; it is mostly the balance of payments that 

influences the base. A similar argument can be made for a regime 

of managed flexibility where the authorities fix and support the 
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exchange rate.

Equally when the policy of the authorities is to control bank 

lending via interest rates then the base will adjust accordingly, 

becoming endogenous.

In the late 1950s, a debate began over whether the authorities

could control the supply of money via their control over the base

under flexible exchange rates. Subsequently Newlyn (1971), and

some of his followers came to the conclusion "that there is a

definite though not rigid, multiple relationship between the

stock of money as a whole and the liabilities of the Central

Bank. So long, therefore, as the Central Bank can control its

own liabilities it can control broadly, the total stock of

money." That is, controllabi1ity of the base leads to that of 

the money supply. This, then, brings us to the second issue 

whether the components of the multiplier are stable or 

predictable over time, since the multiplier tells us how each of 

the monetary aggregates is expected to grow for a change in 

reserves on the assumption that its various components are stable 

over time.

In the long run, it can be observed that the components of the 

multiplier, currency to demand deposits ratio, c', and reserve to 

demand deposits ratio, r', have tended to fall, while time to 

demand deposits ratio, t, tended to rise. This is mainly due to 

two developments: the growth of the banking system allowed the 

non-bank public to hold progressively smaller and smaller 

proportions of their money in currency and then in demand
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deposits;

less cash

and improved banking practices allowed banks to 

reserves.

hold

In order to analyse the stability or the predictabi1ity of these

ratios 1 et us examine them in relation to other economic

vari ables •

First the currency to (total) deposits ratio, c. Over the

long-run the currency ratio reflects the habits, institutions and 

preferences of the community with respect to the use of currency 

and deposits. In the short-run, however, variations in the ratio 

reflect the confidence of the public in the banks' ability to 

maintain convertibility of their deposits into currency.

This ratio has been investigated for a long time. In 1911, 

Fisher (1911) assigned it an important role in causing upper 

turning points in economic activity. In his model, an increase 

in economic activity fosters an increase in the demand for credit 

which is met through increased bank loans made in the form of 

demand deposits. The increased deposits lower the actual 

currency ratio below its equilibrium value and set in motion 

forces to restore equilibrium. More recently theoretical

developments attempted to explain how fluctuations

currency ratio affect the money supply when the public

in the

change

their cash balances from one to the other, the aggregate amount

of money supply as well as its composition are altered. This

effect can be offset by other factors (eg open-market operations

of the Central Bank) and therefore forces the Central Bank to

give considerable importance to the currency ratio when planning 
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monetary control.

For the U.S. Cagan (1965) showed that for the period 1877-1953 

the currency ratio was the chief contributor to specific cycles 

in the rate of change in the money stock. For the U.K., Crouch 

(1967) estimated that, during the monetary contraction of 1954- 

56, the currency ratio changed to such an extent that it lowered 

the money supply by 1.36 per cent when it would have increased by 

6 per cent as a result of a (ceteris paribus) increase in the 

base. Similarly, he argued that for the period 1946-47, the fall 

in the currency ratio more than offset a fall in the base and 

consequently the money supply increased. In 1951-52, it had the 

opposite effect, that is, its own increase offset exactly the 

increase in the base and consequently the money supply stopped 

rising.

In order to examine the behaviour of the ratio, Cagan (1965) 

analysed the behaviour of the currency ratio in relation to two 

other ratios: the currency to expenditure ratio and the velocity 

of money. When the public switch from currency to deposits, its 

effect on the currency/money ratio is entirely reflected in the 

currency/expenditure ratio. Substitution between deposits and 

other earning assets does not involve currency. The velocity of 

money shows the entire effect. If both of the explanatory ratios 

decline, then it is clear that there is substitution from 

currency and other assets into deposits. If however, the 

currency/expenditure ratio rises and velocity of money falls then 

this would be an indicator for gains in currency holdings at the 

expense of assets other than deposits. Gibson and Thom 
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(1971) tried to predict the ratio from its own history, that is, 

they estimated relationships of the ratio relating it to its own 

past values by extending the lag six months back over the period 

1955-1969. Only the first two lags were found to be significant. 

But the important question was whether the equation was useful at 

all since a more orthodox approach would be to study the ratio by 

specifying the factors that determine it and examining the 

direction of their influence.

The currency ratio is a behavioural variable. The assumption 

stating that it is constant is not very realistic although it 

simplifies the "orthodox view" (for details of this view see 

Newlyn, 1971) of the money supply process where it is argued that 

control of base money is a necessary and sufficient condition for 

the control of the money supply. This view would still hold if 

one could find a predictable relationship for the fluctuations in 

the ratio. An important question is therefore whether it bears a 

stable relationship with the economic factors that influence it. 

Among these factors, the level of real national income is likely 

to be important. As income grows the public's demand for both 

currency and bank deposits is likely to increase. The overall 

effect is likely to be a reduction in the ratio; since the income 

elasticity of deposits is expected to be greater than that of 

currency.

The expected cost of holding currency in lieu of deposits is 

another factor that will influence the ratio. A rise in the cost 

of holding currency leads people to substitute deposits for 
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currency. The foregone cost of holding currency can be measured 

by the yield on deposits. The effect of the time deposits yield 

on the currency ratio is, however, not certain. A rise in the 

time deposit rate might induce a switch from demand deposits into 

time deposits, the result of which will not be shown in the 

currency ratio. It can also induce shifts from currency to 

deposits. This will reduce the currency to deposits ratio; but 

when all rates rise, the public may shift from deposits into 

other assets, and, depending upon yield differentials, this might 

raise or lower the currency to deposits ratio.

Another factor that would be of considerable influence on the 

ratio is the threat of widespread bank failures. This will 

increase the expected loss from holding deposits, thereby 

motivating a switch to safer assets.

Cagan (1965) found that the ratio of taxes to income was useful 

in explaining the demand for currency in the U.S. That is, the 

bigger the ratio of taxes to income, the greater the incentive to 

evade tax payments, the transactions of which are likely to be 

done in currency. Other factors that are likely to influence the 

currency ratio are: the extent to which bank and other credit 

cards are used and social attitudes towards such factors as the 

payment of wages and salaries by cheque. Uncertainties about 

general economic and political stability, and black-marketing can 

also be expected to create a demand for currency. Finally, the 

expected rate of inflation can also affect the currency ratio, 

since as individuals expectations of inflation rises, real assets 

will be substituted for currency and deposits, but perhaps at 
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different rates.

The following equation summarizes the argument so far:

C/D = f(Y’ id’ F’ T’ p6’ 0)

where

(1.30)

Y = real income 

i^ = interest on bank deposits

F = bank failure rate

T = taxes to income ratio

= expected rate of inflation 

0 = non-specified influences 1 ike social

attitudes, uncertainties, etc.

The currency ratio can be examined more thoroughly when separated 

into two ratios: currency to demand deposits ratio, c', and time 

to demand deposits ratio, t.

First, we examine the currency to demand deposits ratio, c', 

which shows the public's decision as to its allocation of its

money balances between currency and demand deposits. Fol lowing

Burger (1971), the dependence of this ratio on the economic

factors can be summarized in the following expression:

+ - p + + -
C' = f(q, (Y/Yj, TX, s, w) (1.31)

where;

q = measure of net service charges on demand

deposits

TX = public's tax liabilities
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p
Y/Y = ratio of net national product to 

permanent net national product

s = mobility of the population and such 
factors as seasonal patters introduced 
by holidays.

w = nominal wealth of the non-bank public

The signs above the variables that influence c', in equation

(1.31),  are the expected signs of partial derivatives. The 

explanation of these signs follows from that of the currency 

ratio, c; they will not therefore be repeated here. The only 

difference between equations (1.30) and (1.31) is Y/Y . As the 

ratio of transitory income to permanent income rises, individuals 

are postulated to increase the portion of money held in demand 

deposits since the extent to which currency is a convenient or 

cost-efficient medium of exchange decreases with the size of any 

given transaction. It should be emphasized that the quantity of 

demand deposits the public desires to hold is partly dependent 

upon the yields available on time deposits and on other assets. 

That is, c', may be partly sensitive to interest rates. For 

example, as the time deposit rate rises, the public may be 

willing to hold a smaller amount of demand deposits relative to 

their holdings of currency. This implies that rates on time 

deposits and that on other assets might also provide an 

explanation for the behaviour of c'.

The second important ratio is the time to demand deposits ratio, 

t. This ratio is viewed as being determined by the portfolio 

decisions of the public. These decision are in turn influenced 

by the interest rate actions of the commercial banks. Again 

following Burger (1971) the relationship that expresses the 

87



dependence of the t-ratio an economic factors is as follows:

t = f(if, if W/P, Y/Yp) (1.32)

Where
i = index of yields on financial assets, other 

than time deposits traded on the credit 
t market

i = the time deposit rate
W/P - real value of the stock nonhuman wealth held 

p by the public
Y/Y = ratio of current income to permanent income.

The signs above the variables in equation (1.32) represent the 

expected signs of partial derivatives: as banks raise the time 

deposit rate, other factors constant, the public will be willing 

to increase the portion of the bank deposits they hold in time 

deposits. As yields on other assets rise, the t-ratio falls, the 

elasticity of time deposits with respect to the yields on their 

close substitutes being higher than the elasticity of demand

f tdeposits. When i rises relative to i , then the public switch 

from time deposits to other assets; the t-ratio falls as a 

result. In view of this, if banks are willing to induce the 

public to hold more time deposits, they must increase their 

offered yields on time deposits,

Finally, as real wealth (W/P) or the ratio of transitory income 
p

(Y) to permanent income (Y ) rises, the public will restructure 

their holdings of bank deposits increasing the portion held in 

time deposits, since as for currency, the extent to which demand 

deposits are cost-efficient medium of exchange decreases with the 

size of any given transaction.

Having considered the behaviour of the currency ratio let us now
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Where

if = index of yields on financial 

assets, other than time deposits 

traded on the credit market

r = the time deposit rate

W/P = real value of the stock of nonhuman

wealth held by the public

Y/YP = ratio of current income to

permanent income.

The signs above the variables in equation (1.32) represent the

expected signs of partial derivatives: as banks raise the time

deposit rate, other factors constant, the public wi 11 be willing

to increase the portion of bank deposits they hold in time

deposits. As yields on other assets rise the t-ratio falls, the

elasticity of time deposits with respect to the yields on their 

close substitutes being higher than the elasticity of demand 
f tdeposits. When i rises relative to i , then the public switch 

from time deposits to other assets; the t-ratio falls as a

if banks are willing to induce theIn view of this,result.

offered yields on time deposits.

they must increase their

Finally, as real wealth (W/p) or the ratio of transitory i ncome

(Y) to permanent income (Y^) rises, the public will restructure

their holdings of bank deposits increasing the portion held in 

time deposits.

Having considered the behaviour of the currency ratio let us now 
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examine the banks1 reserve ratio, r. The behaviour of banks has 

been of considerable interest to economists in general. Most 

theorists tried to model the money supply process through the 

behaviour of banks. For example, Brunner (1962) obtains an 

aggregate relationship by summing over a set of microeconomic 

equations describing the supply behaviour of individual banks. 

Polak and White (1955), on the other hand, use a simple 

aggregative model where they postulate a negative relationship 

between the ratio of Federal Reserve member-banks net free • 

reserves to their deposit liabilities and the Treasury Bill rate. 

Teigen (1964) expands Polak and White's model by using a broader 

coverage (broader money stock measure than demand deposits at 

member banks). He describes the money supply process of 

commercial banks by studying the interaction of money stock and 

short-term rate within the context of a structural model.

In general, theories which have tried to model the behaviour of 

the banking firm, have begun by considering the bank's reserve 

and 1iquidity management (e.g. models by Orr and Mellon, 1961, 

Porter, 1961; Poole, 1968; Baltensberger, 1972;and Pringle, 

1974). In these models the basic problem that a bank faces is 

the choice of optimal allocation of given funds (e.g. deposits), 

among reserves and earning assets (loans). Such an optimization 

requires a tradeoff between the opportunity cost of holding 

reserves (usually assumed to be non-interest bearing cash 

reserves) and the portfolio adjustment costs associated with 

reserve deficiencies (i.e. liquidity cost). The resulting 

demand for reserves is a function of the net yield on loans, rc, 

90



portfolio adjustment costs resulting from reserve deficiencies, 

g, and the variability of deposits, AD. Further, if the bank is 

required by law to hold some quantity of cash reserves then the 

function will be for bank's demand for 'surplus' reserves (i.e. 

reserves in excess of the required quantity). Alternative types 

of deposits could also be incorporated in these models if, for 

example, the bank sees some deposits (e.g. time deposits) 

requiring smaller reserves than others (e.g. demand deposits). 

These considerations then lead to the following demand for ’ 

reserves function:

XR = f(rc, AD, g, TD/p) (1.33)

where

XR = excess reserves over required reserves

AD = variability of deposits, uncertainty about 

the outflow of deposits

g = portfolio adjustment cost resulting from 

expected liquidity cost

TD/p = the proportion of time deposits out of 

total deposits

rc = opportunity cost of holding cash reserves.

These models can be extended further to incorporate uncertainty 

and information costs for a net selection and default risk on 

loans (Baltensperger, 1980).

All these theories assume that a bank accepts all the deposits 
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offered to it by the public. That is, the volume and structure 

of deposits are viewed as exogenous to the bank's optimal asset 

choice. A bank however, can influence the public's demand for 

its liabilities. It can, for example, compete on the interest 

it pays on various types of its liabilities. Further, there is 

no reason for the bank to accept all deposits passively; it is 

possible that a certain volume or structure of liabilities may 

not be acceptable to the bank.

Theories of liability management have been developed by 

incorporating these possibilities. In these, the banking firm is 

modelled through the bank's optimal decision with regard to its 

liability structure. Deposits are now viewed as endogenous to 

the banking firm. In its most simplistic form the supply of 

deposits is now a function of the rate of interest the bank pays 

on these deposits, the opportunity cost of funds other than 

deposits (e.g. equity funds), and the distribution of the bank's 

income charges (which depend on volume and structure of the 

bank's asset portfolio).

These models, however, like the models of asset management, are 

not complete. That is, no explanation is given for the 

interaction between asset and liability choices or about the 

determination of the total size of the banking sector (or firm). 

There are more complete models which have tried to explain scale. 

Klein (1971), for example, tried to determine bank scale and 

portfolio structure via revenue maximization. In his model, the 

bank is a price taker in the market for government securities and 

a monopolistic price setter in the markets for bank loans and
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deposits. This model, however, seems to breakdown as soon as the

bank starts to operate as price-taker in competitive markets

(see Baltensperger, 1980). The bank's demand for reserves, in

this model, is derived in

choice' models. The only difference is that reserves are now

treated as being linearly homogeneous in total portfolio size and

a

a

completely independent of the composition of deposits. Such a

treatment is questionable, and should be tested.

As an alternative to these theories, several models exist which 

apply the general theory of portfolio behaviour to the financial 

firm under the assumption of risk aversion (e.g. models by 

Parkin, 1970; and Pyle, 1971). In these models the basic 

discussion is about the conditions under which a firm decides to 

sell liabilities (e.g. deposits) in order to obtain financial 

assets. The differences in the length of the maturities of the 

bank's assets are seen as the most important determinant during 

bank's decision period.

Finally, there are models (Pesek, 1970;and Saving, 1971) that 

analyse size and structure of bank assets and liabilities purely 

in terms of the real resource costs of generating and maintaining 

those stocks. The usual theory of the firm principles applies; 

that is, the bank has a production function for these stocks as a 

function of inputs. The bank then derives its optimal 

combinations of assets and liabilties by maximising its profits.
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1.3.4 Empirical Evidence

Our discussion of the determinants of the money supply have thi s

far been conducted entirely in theoretical terms. Although less

intensely investigated than money demand, there are several

empirical studies which do attempt to analyse precisely how the

public's demand for cash and banks' demand for cash reserves are

determined in practice.

We consider these studies in more detail. In particular we are

interested in two questions. First, what are the most important

determinants of the ratios and, second, are the functions

relating these determinants to ratios stable over time.

Public's Behaviour

First, we examine the currency ratio. Most empirical studies 

have analysed the currency to demand deposits ratio. Those few 

which have examined the currency to total deposits ratio 

undertook simple numerical analysis without establishing any 

econometric relationships. The works by Cagan (1965\ and by 

Friedman and Schwartz (1963) are the most important of these 

studies. Both studies looked at US data over the period 1867- 

1960 during which the cash ratio fluctuated around a falling 

trend. Reasons given for the trend fall in the ratio are: growth 

of banking institutions, the resulting importance and usefulness 

of deposits relative to currency, the fall in costs of bank 

services, the growth in real per capita income, the establishment 

of the Federal Reserve System, and that of Federal Insurance of 

bank deposits.
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Reasons given for short-term rises are business contractions and 

panics associated with banking failures.

In his analysis of the interaction between the real and monetary 

sectors for the U.S., Aghevli (1975) estimated the deposits to 

currency ratio (the inverse of the c-ratio), as a log - linear 

function of real income per capita and the number of banks, both 

of which are shown to have significant effects in the function.

The importance of real income is also confirmed for the currency « 

to demand deposits ratio. Garcia and Pak (1979), for example, 

examined this ratio for the U.S. by using separate demand 

equations for currency and for demand deposits. Using quarterly 

data over the period 1952(2) - 1967(4), they found deposits to 

have higher point estimates of the impact income elasticities 

than currency. This order, however, is reversed for the long 

term or equilibrium elasticities. Similar results, have been 

obtained by Hess (1971) for the U.S. over the period 1947 - 1969. 

Boughton and Wicker (1979), on the other hand, found both short 

and long run elasticities to be higher for deposits than for 

currency with monthly U.S. data, for the period January 1921 to 

June 1936.

The evidence from these studies is somewhat mixed. With the

currency to total deposits ratio, real income has a negative 

impact. With the currency to demand deposits ratio, the 

influence of real income is negative for the inter-war period. 

For the post-war period, however, a positive effect is observed. 

This evidence is based on the results of a small number of 
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studies; nothing can, therefore, be said conelusively. The 

elasticity of the currency ratio with respect to real income 

remains to be established by further research.

With respect to the interest rate the evidence is somewhat more 

conclusive.

Using an Almon distributed lag estimation procedure, Hess (1971) 

found the rate on commercial paper to be positively related to 

the currency to demand deposits ratio. Becker (1971) provided 

further evidence on the importance for the c-ratio of the rate of 

return on demand deposits, the time deposit rate and the rate 

paid on a market security (over the period 1953 - 1971 with U.S 

quarterly data). Using a reduced form distributed lag 

regression, he found that all three rates had a significant 

influence on the demand for currency relative to demand deposits 

at the 5 per cent significance level. The obtained interest 

elasticities are - 0.14, 0.04 and 0.02 respectively. Similarly

Teigen (1964a), using quarterly U.S. data for the period 1953 (1) 

through 1964 (4), found a significant positive relationship

between changes in the currency to demand deposits ratio and the 

yields on Treasury Bills. In his subsequent study, Teigen (1969) 

found an elasticity for the currency to demand deposits ratio 

varying between 0.74 and 0.85 with respect to the time deposit 

rate, and between 0.9 and 0.65 with respect to the Bill rate 

(the former elasticity refer to 2SLS and the latter to OLS estimates).

Further evidence on the significance of interest rates over the 

interwar period is presented by Boughton and Wicker (1979). The
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steady state elasticities with respect to yield

deposits and on commercial paper are found to be -0

respecti vely. Garcia and Pak (1979) on the other

currency to be more elastic in the long

deposits (-0.101), with respect to the

respect to the yield on commercial paper,

time deposit

run (-0.215)

I on demand

'.5 and +0.5

hand, found

than demand

rate. With

ever, these

elasticities are -0.063 and -0.068 respectively.

The evidence then seems to suggest that the currency to demand 

deposits ratio is negatively related to the rate of return on demand 

deposits and positively related to the rate on commercial paper 

With respect to the time deposit rate most studies find this 

relationship to be positive except for Garcia and Pak (1979). In 

this study, however, separate demand equations have been

estimated for currency and demand deposits, and the rate of 

return on demand deposits has not been included as a separate 

regressor. As a result the effect of this variable could be

partially picked up by the time deposit rate. This could then 

explain the negative relationship obtained in the latter study.

Those studies which estimated the currency to demand deposits 

ratio directly imply a range for interest elasticities that can 

be shown in the following way

the vari ables the range of elasticities

(a) / + rDDZDD -0.14 to -0.5

(b) C/ 4ZDD rTD 0.04 to 0.9

(c) c, ,
ZDD rs 0.02 to 0.9
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where r^p = rate of return on demand deposits 

r-j-p = rate of return on time deposits 

r$ = yield on commercial paper or
Treasury Bill rate

Boughton and Wicker (1979) analysed the behaviour of the currency 

to demand deposits ratio during the Great Depression period for 

the U.S. They presented evidence that declining interest rates 

played a major role in the rise of the c' -ratio and that over 

one-fourth of this rise was attributable to bank failures. They 

used the percentage of banks which failed as their 'bank 

failure' variable.

I now turn to the determinants of the time to demand deposits 

ratio, t. The importance of interest rates in the demand for 

time relative to demand deposits is confirmed by a small number 

of studies. Jordan (1969), for example, in a study of deposit-

type financial assets using cross-section data for the period 

1956-1966 found the elasticity of the t-ratio with respect to 

the time deposit rate to be positive and with respect to the 

rate on other assets to be negative. The estimated parameters 

were significant in both cases. Similar results were reported by 

Goldfeld (1966), de Leeuw (1965) and Teigen (1969).

The relationship between real income and the t - ratio is also 

investigated by Goldfeld (1966). He does not estimate the ratio 

directly but he presents the results separately for demand 

deposits and for time deposits equations. The long run income 

elasticities are 0.72 and 1.0 for demand deposits and time 
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deposits respectively, implying a positive relationship between 

real income and the t - ratio.

Most of the foregoing evidence is based upon the results derived 

from a limited number of studies. They cannot, therefore, be 

regarded as conclusive. The question of stability of these

ratios is also an unsettled issue. There are very few studies 

which have investigated this matter directly. Among these 

studies, there is that by Becker (1975), who investigated 

separate demand equations for currency and demand deposits and , 

for their ratio. In order to perform the Chow stability test, 

the data were split into a 32 observation group (the 1953 through 

1960 period), and a 40 observation group (the 1961 through 1971 

period). In all three regressions the stability of the

regression coefficients was acceptable at the 5 per cent 

significance level. The study by Trescott (1984) offers an 

extension of Boughton and Wicker's (1979) results on the currency 

ratio during the Great Depression by testing the stability of the 

demand for currency alone. He finds the equation to be unstable 

for shorter sub-periods within their 1921-1936 span. He also 

finds evidence for instability when he divides the 1921-33 data 

before and after June 1924.

The study by Trescott and all the others which investigated the 

stability issue analysed separate demand equations for M1 and 

M3. In our survey of empirical studies on the demand for money 

(section 1.2.4), a list was presented for studies that have found 

evidence of instability in conventional money demand estimates 

for the U.K. and U.S. Most of these studies showed the 
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equation for M1 to break down for the U.S. after 1973, and for 

M3, as well as (to a lesser extent) M1 for the U.K. after 1971. 

The implications are that similar breakdowns could be expected in 

these years for estimates of the ratios. It is of course 

possible that such breakdowns could be observed earlier since 

there is almost no evidence on the matter. That is, the 

stability of the function determining these ratios is one of 

those interesting topics that remains to be investigated.

Banks1 Behaviour

In an analogous way to the currency ratio, Cagan (1965), and 

Friedman and Schwartz (1971) investigated the reserve to deposits 

ratio, r, for the U.S. over the 1870-1960 period. They found a 

tendency for the r - ratio to increase in the downswings of the 

economic activity and to fall in the expansionary phases of the 

cycle. Their argument is that the slowdown in economic activity 

is accompanied by a slower growth or fall in bank deposits and 

banks are left with 'excess' reserves. The opposite move occurs 

in the expansionary phase of the cycle. Furthermore, a sharp 

downturn in economic activity might produce a sharp fall in the 

demand for loans and so in the rate of interest. As a result, 

banks might refuse to commit a large proportion of their 

portfolios to bonds at low returns and might prefer to hold some 

of their funds idle.

Panics, financial uncertainties, and bank failures are found to 

increasethe reserve ratio. At first the public converts their 

deposits into safer assets (currency), reducing bank reserves.
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In order to re-establish the public's confidence in deposits, 

banks will then raise their reserves which will increase the 

reserve ratio. Further, the reserve ratio is found to respond 

positively to lower legal requirements and to gold sterilization 

policies. The establishment of the Federal Reserve System, for 

example, lowered legal requirements and gave confidence to the 

banks that they had a ready 'lender of last resort*  to fall back 

on. This produced a fall in the reserve - ratio. Similarly, the 

growth in the importance of time deposits relative to demand 

deposits is found to lead to a reduction in the reserve to 

deposits ratio since time deposits are less likely to be 

withdrawn at short notice.

There are very few empirical studies which have tried to estimate 

different models of banks' behaviour. Among those that exist for 

the U.S., most have used models of asset management to study 

banks' demand for reserves. Polak and White's (1955) empirical 

work on banks' demand for excess reserves is one of these early 

studies which showed a close relationship between the ratio of 

net excess reserves to total deposits and the natural log of the 

yield on short-term government securities. More recently, in his 

empirical analysis of bank adjustments to monetary policy, Bryan 

(1967) specified the banks' demand for excess reserves to be a 

function of opportunity costs, loan demand, cost of borrowing, 

bank size, trend, and reserve settlement period. His estimated 

equation for anticipated changes in excess reserves is specified 

as linear in its arguments. He does not present the results but 

claims that estimated parameters were acceptable in terms of 
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signs (i.e. these confirmed the theoretical predictions derived 

from asset management models).

Similar demand functions for free reserves were estimated by De

Leeuw (1965), and Goldfeld (1966).

Their results established the importance of short-term interest

rates, deposits and prudential deposits in banks' demand

equations for free reserves. revealed further

the importance of monetary policy for banks' reserves. The

introduction of a shift variable to reflect the transition to a

flexible capital market after 1953(2), increased the explanatory

power of the equation and showed the same behavioural

relationship not to be appropriate over the entire period.

The equations estimated by De Leeuw (1961) and Goldfeld (1966) 

were, however, found to be inappropriate to explain the large 

accumulation of excess reserves after bank panics. Friedman and 

Schwartz's (1963) "shock effect" and Morrison's (1966) "inertia 

effect" hypotheses were both developed in order to find an 

explanation for such a behaviour. Both of these hypotheses argue 

that banks accumulated excess reserves in anticipation of large 

reserve outflows. The difference between these two models is 

that in the inertia effect model the banks do not accumulate 

excess reserves following a banking crisis when there is a 

corresponding inflow of reserves; in the shock effect model, 

however, banks increase their excess reserves after every banking 

crisis. Both of these studies provide empirical evidence 
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supporting the importance of expectations in the banks demand 

functions for excess reserves. Frost (1971) provides an 

alternative explanation for the large accumulation of excess 

reserves during the 1930s. In his model, the profit maximising 

bank has a kinked demand curve. His empirical study shows that 

all of the parameters in the model increase in absolute value 

whenever the short-term rate falls below some critical level. He 

concludes that any regressions run during periods incorporating 

such low levels for interest rates, should allow for a shift in 

the coefficients. The more recent work by Tinsley et al (1982) 

also establishes the importance of monetary policy on banks 

demand for excess reserves. They use demand specification of the 

following form:

Excess Reserves = f (own yield, opportunity yield,

scale) (1.34)

Most conventional analyses of reserves demand use net deposits as 

a scale variable (assuming that yields on these deposits are 

either fixed by regulation or sluggishly adjusted by banks). 

Furthermore, a unitary elasticity is generally assumed with 

respect to that scale variable. Tinsley et al (1982), however, 

assume a smaller scale elasticity (analogous to Baumol - Tobin 

sguare root formulae for transactions balances) in their demand 

for excess reserves. Running their basic eguation (where they 

regress the log of excess reserves divided by the cube root of 

deposits, to the log of the federal funds rate) over two 

different periods (1963 (7) to 1968 (8) and 1968 (10)

to 1979 (9)) reveals a drop in the funds rate 

elasticity (from -0.27 to - 0.06) and in the intercept
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(from 2.28 to 1.34). They attribute these results to changes in 

Regulation D*  that were introduced in September 1968.

* The introduction of lagged reserve requirements and the 
liberalization of carry-over provisions being the most 
significant changes in Regulation D.

Similar asset management models incorporating functions like 

(1.34) have been used to examine empirically banks' behaviour in 

countries other than U.S. Knobel's (1977) work on Israel over 

the period 1961-1968, and Richter and Teigen's (1982) work on 

West Germany over the period 1960-1980 are two examples.

For the U.K., Crouch (1968) constructed two models of the 

monetary sector, one with total bank deposits and the other with 

demand deposits only for the post-war period. In these models 

bank reserves were determined by the public's currency holdings, 

open-market operations in securities, and special deposits placed 

with the Bank of England. There are, however, no empirical 

studies on banks' excess reserves to deposits ratio. In fact, it 

is only after 1946 that London clearing banks started to observe 

an eight per cent minimum cash ratio, and from 1957 onwards a 

liquid asset ratio of about 28-32 per cent of their deposit 

liabilities. Crouch (1968) argued that historically banks never 

did hold reserves over and above the required levels. Even when 

interest rates were at low levels banks kept their reserves at a 

minimum. One possible explanation for this behaviour is that 

banks liquid assets were almost riskless and the transactions 

costs for these assets were very low. Consequently, even when
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the asset 'yield' was very low, it still outweighed the cost of

acquiring them.

The first substantial empirical work on U.K. excess reserve ratio

was carried out by Howard (1982) for the period 1973-1978. In

this study, the demand for the excess reserves-to-deposits ratio-

in general form - was.

D
P

XR
D

f( ), X, rTB, rLB, PBMLR, SSD,

where

XR excess reserves over and above

required levels

D

X

P

total deposits

ratio of demand to total deposits

price level

rTB interest rate on UK Treasury Bills

rLD the cost to the bank of raising

additional funds by borrowing from

the non-bank public.

PBMLR the expected cost to the bank of

obtaining funds from the Bank of

England

SSD supplementary special deposits

CTB liquid asset reserves

For estimation, two stage least squares (2SLS) technique was

used. In order to

regression two types

compute the instruments needed for 2SLS 

of relationships were used: the demand for
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currency

function.

function and the monetary authorities' poli cy reaction

His results indicated that the reserve ratio is a wel 1 defined

function of known and observable variables. The obtained

estimates show that the demand for cash reserves is i nterest

sensitive, that there are economies of scale in the holding of 

reserves as real deposits increase, and that U.K. Treasury Bills 

and certain other bills are substituted for cash reserves. 

Further, the influence of the ratio of demand deposits to total 

deposits is not observed directly but through its effects on the 

interest sensitivity of the banks' demand for excess cash 

reserves.

Among all these foregoing studies, there are very few which have 

investigated the stability of the reserve ratio. Richter and 

Teigen (1982), and Tinsley et al (1982), however, found it to be 

sensitive to structural changes and that it was necessary to 

allow for the modifications (arising mainly from monetary policy 

changes) in order to obtain robust specifications.
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CHAPTER TWO

The Econometric Methodology

2.1 Selection of an Appropriate Estimator

2.2 Econometric Technique
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In this chapter we discuss what might constitute a 'good 

approach' to the estimation of money demand and money supply 

functions. Our discussion will centre on the estimation of money 

demand, it should be understood, however, that it will also apply 

to the estimation of cash and reserve ratios.

The chapter is in two sections. The first section deals with the 

question of what type of estimation will be appropriate. That 

is, whether or not the application of Ordinary Least Squares, 

OLS, is valid. The answer depends on whether or not money can be 

treated as an exogenous or endogenous variable. We have seen in 

the previous chapter (section 1.3.3) that this issue depends on 

the reaction function of the monetary authorities. We determine 

the exogeneity or endogeneity of money in the sample period by 

carrying out exogeneity tests.

The second section sets out a modelling strategy to be adopted 

for estimating the money demand function. We discuss the 

advantages and disadvantages of this approach - General to 

Specific - vis-a-vis the conventional approach adopted by most of 

the studies cited in chapter one. A key part of the modelling 

strategy is that we conduct a list of diagnostic tests on each of 

the estimated models in order to establish the robustness of the 

specification.

A further feature of the strategy is that a distinction is 

automatically made between long run and short run properties of 

the model. The section ends by a discussion of these properties.
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2.1 Selection of an Appropriate Estimator

This section will discuss first the problems associated with and 

the validity of the 'single-equation' estimation framework in 

money demand equations. In the second place, a test will be 

derived in order to check whether the arguments appearing in the 

money demand functions are exogeneously determined and whether 

one can in fact use Ordinary Least Squares estimators.

The term exogeneity (of money) was previously defined in terms of

the ability of the central bank to control the supply of money

(see section 1.3). There, it was noted that if the central bank 

could control the supply, it was called exogenous; if not, it was

called endogenous. If, on the other hand, the authorities peg

the interest rate then it is usually asserted that under such

control the demand for money determines the behaviour of the

stock of money. An alternative view is that under interest rate

control, the stock of money is determined in the short run by the

demand for net bank credit and that any shock to the demand for

bank credit would be accomodated by the banking system. The

stock of money would change as a result. In econometrics,

however, to say that a variable is exogenous is to say that it is

regarded as independent of the influence of the variable whose

value it seeks to explain. For example, for money demand

functions to be estimated in a single equation framework it is

necessary for the arguments appearing in the function to be

exogenous with respect to the money supply.
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If in fact money supply is endogenous and is dependent upon the 

variables entering the money demand function then it might not be 

possible to identify the demand function. For this reason the 

general relationship that we estimate between money, income, 

prices and interest rates will in the first instance, be termed 

'the money adjustment process' rather than the demand for money. 

If an OLS regression technique is used to estimate the money 

adjustment equation in a single equation framework, then it is 

certainly necessary first to test the exogeneity of the arguments 

in the function with respect to money stock so that the 

consistency and efficiency of these estimates can be assessed.

Consider, for example, a dynamic money adjustment equation of the 

following form:

a1 (L)Mt = °2(L) Yt + °3(L) rt + °4(L) Pt + vt (2.1)

where

cri (L)'s are polynomials in the lag operator L with = 1 

and Ln X. = X.
t t-n

Y real income 

M nominal money balances 

P price level 

r nominal interest rate
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There are two things to check. First, whether money is exogenous 

with respect to P, Y, and r. If it is, then there will be no 

reason to estimate a money adjustment eguation. If it is not 

then we come to the next problem of testing whether Y, P, and 

r are exogenous with respect to M. Engle et al (1983) show that 

the important criterion for efficient estimation is 'weak 

exogeneity': "A variable Z is said to be weakly exogenous for 

estimating a set of parameters A if inference on X conditional 

on involves no loss of information".

They show that in the following over-identified two eguation

model

Yt (2.1A)

Zt-1 + Yt-1 $2 + e2t (2.1B)

0. If

"e1t"

p IN (0,Z) £ =
G11 g 12

2t 512 a22

zt is

being

zt is

weakly exogenous, Z^ is 

defined to be strongly

if o 2
not Granger caused

exogenous. They

in addition to

show that

then

the

conditional density of Yt on Z can be written as the

z
t

(ie 6^=0)

regression

+Yt bZ c2Yt—1 ut (2.1C)

where

a2

If b is the

B + Zl2
Q22 

= °11 - °122/ 

parameter of

o
22

interest

ut

6i

IN (0,o2)

°12

°22

and 6/0 then for
2

OLS to

b 9 c
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give efficient estimates, the parameters should satisfy the

restriction 61 c2 «2 C1

If, however, 0 then Z will be weakly exogenous.

Following Geweke (1978) consider the following model:

H (L) Zt = et (2.2)

where is a vector of random variables arbitrarily partitioned

into Y|. and X^_. That is (2.2) can be rewritten as:

Where H = H (L) 
ii ii

In the context of our model (2.1), Yrefers to the money stock 

and X^. to the set of explanatory variables; income, prices and 

interest rates.

Solving (2.3) for X^ in terms of Yj. and e^ yields

X. = -H 1 
t 22

H Yr + H99 1 e
21 t 22 2t (2.4)

Now if h 21 = 0 , then we say that X is determined independently

of Y

X = H -1 e (2.5))
t 22 e2t

\<2.7)

-1 -1
Yt = "H11 h12 x + H e (2,6t

t 11 1t '
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That is, no present or past values of Y should enter the 

regression (2.4). Furthermore, X is not correlated with e^. but 

only with e

These results imply that in the dynamic multivariate regression

Y, = M (L)X + M (L) v (2.8)
t 1 t 2 t

if the error term is uncorrelated with every value of X then X^ 

is determined independently of Y.

In the late 1970s similar types of results have been obtained by 

Wallis (1977) and Granger and Newbold (1974) for autoregressive 

moving average (ARIMA) models.

Geweke (1978) points out that (2.7) incorporates two further 

implications of independent determination . Firstly there are no 

future values of the exogenous variables appearing in the 

equations. Secondly, no endogenous variables can appear in 

equation (2.6). Geweke shows that these two implications are 

equivalent. Furthermore, if, for example, the following 

equation is estimated directly

<’’1 (L)X1 = <P2(L)Y + U). (2-9)

the serial correlation can be avoided if the lag operator

is kept large enough. For independent determination testing the

null hypothesis Ho: <P9(L) = 0 is sufficient.

The definitions of independent determination are directly linked 

to the causality test proposed by Granger (1969). Granger gives
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a definition of a testable kind of causal ordering based on the 

notion that if there is no correlation between past values of one 

variable, say Y, and that part of another variable X which cannot 

be predicted from X's own part, then this implies absence of 

causal influence from Y to X. To illustrate his definition of 

causality he gives an example in a two variable model. Let 

X and Y|_ be two stationary time series with zero means. 

Then his simple causal model will be of the following form:

mm
X. = E a. 

J-1 J
+ E

J=1 J
b •

m m

(2.10)

(2.11)

where e and u^. are uncorrelated white noise errors. Granger's

definition of causality implies that Y is causing X provided

c.some bj is not zero. Similarly if some c. is not zero then X . 
J L

is causing Y . If both causality events occur, then it is said

that there is a feedback relationship between X and Y^.

Pierce and Haugh's (1977) suggestion for testing causality 

follows directly from the Granger definition. That is, they 

simply regress a variable on its own past values and then add in 

past values of another variable. By using a standard F-test it 

is possible to test whether these past values of the second 

variable collectively have any significant effect or not. If it 

is found that the lagged values introduced do have significant 

effects then it follows that the second variable causes the first 

one.
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Zellner (1978) criticised Pierce and Haugh’s bivariate causality 

tests on the grounds that they restrict the analysis to the 

investigation of causal patterns existing between two varibles - 

the problem of omitted variables - hence creating the possibility 

of 'spurious' causation (i.e. both variables have a common 

cause). It is sometimes ascertained that this criticism is 

invalidated by the multivariate framework. This, of course, is 

not true since multivariate tests may not always be feasable and 

the possibility of omitted variables will always remain. Other 

criticisms put forward by Zellner, namely, that of mechanical 

prefiltering of the actual data series which inadequately renders 

the series white noise, has been invalidated by Geweke who has 

shown them to be unnecessary in the Granger tests.

Going back to equation (2.1) the Granger causality of M with 

respect to X = (Y,r,P) can be tested by using the technique just 

developed: assuming that no simultaneity exists between Y, P and 

r, this can be tested in the following regression

/ YJ /b B B/ / 11 12 13

r — B B B
12 22 23

JN
^B31 B32

B33 /

where B. . = Z B I n
1J n=1 1Jn s=0

by testing whether 6' = 0. If one finds that M does not cause

M then this would constitute the sufficient condition for 
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OLS to be used approporately in (2.1). A necessary condition for 

OLS to produce consistent and efficient estimates is that no 

simultaneous feedback exists. This can be tested in (2.12) by 

testing the null hypothesis, H , that

3 =6 =6 - n10 20 30 ’ U

The acceptance of this test, the absence of simultaneity will 

produce a recursive model where OLS would be the appropriate 

technique to use.

It should be emphasised that in the case where simultaneity 

exists, then Ordinary Least Squares can not be relied upon to 

yield unbiased estimates of the structural parameters. The ideal 

alternative, Instrumental Variable estimation has been used by 

Jonson (1976). But the problem, as usually suggested, is the 

lack of agreement on what constitutes the true structural model. 

For the Two-Stage Least Squares estimation technique, the problem 

is that, as raised by Cooley and Leroy (1981), there is no 

agreement on what constitutes an acceptable list of exogenous
(*)

variables.

*If the off-diagonal elements of the error covariance matrix are 
non-zero then OLS will provide consistent but inefficient 
estimates.

+In this thesis we will test for Granger causality and for 
simultaneity. It should be stressed, however, that a more 
appropriate test would be the weak-exogeneity test.
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2.2 Econometric Technique

In this section we first devise the conventional methodology in 

estimating demand for money function with its associated problems 

and advantages. Second, a rather more general approach, which 

we call 'the General to Specific Methodology' - incorporating the 

conventional modelling will be outlined. As an illustration of 

this approach the procedure used in a study by Hendry and Mizon 

(1978) will be summarized. Finally the implications for short 

and long-run will be analysed.

The studies we discussed in chapter one all start from a simple 

theory of individual equations relating current money to current 

income, price and interest rates. In these studies, lags usually

appeared as a result of adjustment mechanism e.g. the partial -

adjustment framework. These equations are then estimated and

additional variables are added according to the significance of

the variables. This procedure mi ght be cal led Simple toI

Complex' modelling.

In the late 1970s, however, these approaches have been criticized 

for their uncritical acceptance of imposed a priori parameter 

restrictions. The problems associated with the conventional 

technique, paraphrasing Hendry (1980b), are that this method:

1) Commences from theories that are drastic abstractions of 

reality.
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2) Formulates highly restricted models to represent these 

theories.

3) Estimates equations using techniques that are optimal only 

on the assumption that the highly restricted model is 

correctly specified.

4) Tests only few of the assumptions underlying the model.

5) Revises the specification in the light of the evidence 

acquired.

6) Reestimates accordingly.

Although it is possible to obtain a sensible model from this 

method, success obviously depends on the thoroughness with which 

diagnostic checking is pursued and the good fortune of the 

researchers in adding certain lagged variables rather than 

others. Accordingly the estimated parameters are highly 

sensitive to the specification of the error structure and a 

likely dynamic misspecification is often present in the final 

model.

There is, however, one advantage that such modelling offers and 

that is with respect to degrees of freedom. Since the number of 

observations in any estimation is limited but the number of 

explanatory variables can be unlimited, one might face problems 

with available degrees of freedom (for details, see Learner, 

1983). In the case of 'Simple to Complex' modelling, however, 

such a problem is not encountered at the beginning when the model 

is at its most restricted (in terms of regressors) stage. This 

problem can be faced at a later stage when the model is re-
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estimated in the light of evidence acquired in which case the 

number of additional variables will have to be limited. These 

probems can be quite serious in a 'General to Specific' modelling 

which in contrast to the previous approach, starts from a model 

which is "general" in the sense that it includes lagged values of 

the variables up to some maximum lag and sequential testing 

procedures are then used to arrive at a specific, more 

parsimonous, final specifications. This approach, however, can 

be shown to be superior to the former when the sample size is 

large enough.

Based on Coghlan's (1978) demand for money function, Hendry 

(1980b) highlighted the problems of 'the Simple to Complex' 

modelling. He, in fact, showed how such a method could account 

for both superficially acceptable properties and serious dynamic 

misspecifications. He then went on to examine the properties of 

the alternative approach 'the General to Specific' modelling.

As an illustration of the superiority of the 'General to 

Specific' over 'Simple to Complex' let us take Haache's (1974) 

money demand function:

LnMt*  = a0 + a1LnYt + a2LnPt + a3Ln(1 + + e1t (2.13)

*
where M = desired demand for money

Y = real output

P = price level

r = long term rate of interest
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He then assumed a partial adjustment process of actual demand to 

desired demand. That is:

LnMt = (1 - 6) (LnMt* - LnM^) + e?t (2.14)

Writing m = LnM, y = LnY, p = LnP, and (1+r) = Ln(1+r); taking 

first differences and imposing a2 = 1 as Haache did, we obtain;

A (m-p)t = b1Ayt + b2A(1+rt) + b3A(m-p)t_1 + vt (2.15)

Furthermore Haache thought to be autocorrelated. Thus he 

transformed (2.15):

(1- pL)A(m - p)t = ^(1- pL)Ayt + b2(1- pL)A(1+rt)

+ b3(1- pL)A(m-p)t_j + et (2.16)

where (1-pL)vt = e^ (2.17)

Assuming that first differencing and evidence of autocorrelation 

in the residuals are not due to misspecification, estimation of 

the equation by OLS with a search procedure for p will lead to 

the optimal estimates for the parameters. Hendry and Mizon 

(1978) subjected Haache's specification to a test of the 

autoregressive restrictions where the object of the exercise was 

to differentiate the systematic dynamics due to the partial 

adjustment process in (2.14) from the error dynamics as in 

(2.17), since in (2.16) we do not observe these various dynamics 

neatly separated out.
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To perform this test they generalised (2.13) to a dynamic 

equation in y and x as:

8(L)yt = 6(L)xt + y(L)ut

p(L) ut = et 

(2.18)

(2.19)

where B(L) represent the systematic dynamics derived from prior 

theory and 6(L) represent the dynamics of the way in which the 

exogenous variables affect y^.

The polynominals are:

I
6(L) = 2 B-L1, 

i=0 1

i =0

Q i
-y (L) = Ey.L1

i= 0

D
6(L) = E 6-jL1

P
p(L) = Ep^1

i=0

(2.18) and (2.19) can then be transformed to an unrestricted 

equation as:

'f(L)yt = T(L)xt + y(L)et (2.20)

Take J to be the order of the polynominal T(L) which is allocated 

in such a way that P + I = J. Haache, however, restricted (2.20) 

to:

p(L) 8 (L) yt = p(L) 6(L) xt + y(L) et (2.21) 
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That is, he restricted I = 0 and P = J, i.e. the estimated B(L) 

and 6(L) polynominals are restricted to have common 

characteristic roots due to common p(L) component on both 

sides.

Hendry and Mizon point out that if Haache's specification was in 

fact due to error dynamics rather than systematic dynamics, the 

?(L) and cp(L) polynominals should have common characteristic roots 

due to the common p(L) element on each side. When equation 

(2.20) was tested for common roots, Hendry and Mizon found they 

could not reject P = 3 when they tried up to 4th order for the 

polynominal T(L). Once these common factors were extracted only 

the systematic dynamics would remain.

Furthermore, they noted that an equation like (2.15) has no long- 

run solution when we set all the growth rates equal to zero. In 

view of these observations, they considered a general 

unrestricted model of the following form:

8o(L)LnMt = 81(L)LnYt + (L)Ln(1+rt) + 83(L)LnPt + wt (2.22)

where the ^-(L) = 8^ + ^(L) + ........+8. Lmi are polynominals
i

in the lag operator L of order m. respectively with 8i J oo
normalised to unity. Such a general structure is capable of 

modelling many forms of short-run disequilibrium behaviour since 

any testing is nested within that specification. If the model 
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(2.13) is denoted as autoregressive distributed lag, ADL(M0, M1, 

M2, M3) then the conventional short-run dynamics, the partial 

adjustment of money in the reduced form is in fact a special case 

of (2.13) with ADL (1,0,0,0). An adaptive expectations of income 

formulation is another special case of (2.13) with ADL 

(1,0,1,1).

lhe model (2.22) can be written as:

M) xt (2.23)

where ip(|_ ) = (B (L) - B (L) - B (L) - B (L) ) is a vector
0 1 2 3

polynomial in L and X ' =

Rt = (1 + rt)

Having decided (a priori) on the order of the lag operator in

(2.23), Hendry and Mizon then went on to test whether (2.23) can 

be factorized in the following form (by using the COMFAC 

alogorithms):

p(L) a(L) Xt = et (2.25)

where p(L) is a scalar polynominal in L of order n, a (L) is a 

vector polynominal of L or orders LQ, ..................Lp such that

= n + Lp and e^ in white noise. If, in fact, such a 

factorisation is valid then 3(L) in (2.22) is said to have a 

common factor p(L). Once they determined the order of error
a  a

dynamics n and the order of systematic dynamics L they then
A

tested for zero roots among the n common roots extracted. With 
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this framework they reached a final specification of the 

following form:

ALn(M/P)x = 1.61 + 0.21 ALn Y, - 0.40ALnP. + 0.81ALn (1+r.)
(0.65) (0.09) 1 (0.15) r (0.31) 1 *

(1) The intention may not be realised. That is, because the

maintained specification is quite general, it might be

difficult to reduce it to the special case of the data

+ 0.26ALn
(0.12)

(Mt ,,/P.) - 0.23Ln(M/PY). . - 0.61 Ln (1+r). ,
1 (0.05) t_1 (0.21) t_4

+ 0.14 Ln
(0.04)

(2.25)

The functional form of this is to be compared with Haache's 

specification (2.16). An important feature of (2.25) is that 

unlike (2.16) it is possible to derive a long-run steady state 

solution by setting growth rates equal to constants. Equation

(2.26) gives the derived long-run demand for money from (2.25).

M/PY = k (1+r) _2-6 Y0'6 p ’ 1-7 (2.26) 

(where p = inflation rate).

Hendry and Mizon conclude that it is possible to derive a stable 

demand for money function.

There are, of course, some problems associated with this 'General 

to Specific1 modelling. The main ones are:
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generation process which it comprises. Consequently 

diagnostic testing remains crucial.

(2) Data limitations: the sample size should be large enough so 

that the errors can be treated as white noise.

(3) There is no uniquely best sequence for simplifying the model 

(in fact, the COMFAC algorithm discussed above is one among 

many of these sequences).

(4) It is necessary to control the probability of a Type I 

error. That is, it is necessary to consider the appropriate 

choice of a significance level for the individual tests used 

for simplifying the model.

The problems highlighted the importance of the three principles 

suggested by Davidson et al (1978) as basis for constructive 

research:

(1) Any new model should be related to existing models and it 

should account for previously understood results and also 

explain some new phenomena.

(2) To be empirically acceptable a model must account for the

properties of the data.

(3) A theoretical framework is essential if wrong direction from

research and uninterpretable measurements are to be avoided.
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On balance and in view of the practical success of Hendry and 

Mizon's results on money demand, the framework that is used here 

also falls in the 'General to Specific' strategy. We will now 

look at this strategy.

As a starting point, the partial adjustment equation will be 

estimated to provide both a baseline for subsequent comparison 

and an example of the 'conventional' approach to modelling the 

demand for money balances. The results obtained will then be 

discussed and tests will be carried out to check the robustness 

of that regression. The residual correlogram will then be 

inspected to see whether it shows any signs of misspecification, 

(i.e. whether any higher order lags should have been allowed for 

in the equation).

I will then return to the specification search where a similar

framework to the ''General to Specific' modelling is used. In the

approach

which:

adopted here, a three stage procedure is employed in

Firstly, the general unrestricted model, equation (2.22) i s

estimated. Due to lack of hard evidence about the dynamic short- 

run behaviour of the economic relationship the order of the lag 

polynominal in (2.22) is chosen here to be 4, (m = 4), if the 

series used are quarterly, and less or equal to 4 if they are 

annual; in certain cases in fact the sample size dictates this 

number. The residual correlogram will then be checked to see 

whether any further lags should have been allowed for in this
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general specification.

Second, the overall order of dynamics m = min (m.) is determined 

by separate t tests on the sequence of hypotheses

: Rim = 0

1 =0Ho : R. = R.. 2 im ' im

H -m - m.:i
R.- = im

For the F test

R. .im-1 R.
imi+1

= 0

not to loose power we want to keep the number of

restrictions small at each stage. It might, therefore, be 

necessary to consider the significance level of each individual 

test. If, for example, is the significance level of the ith 

test, then that of the jth test against the maintained hypothesis 

is:

Therefore, if is chosen to be a constant level, X, for each of 

n tests, then the overall significance level of the sequence will 

be 1 - (1 - X)n.

e.g. if there are four test altogether (n = 4), and if each test 

is conducted at 0.05 significance level (X = 0.05), then this 

implies an overall significance level of almost 19 per cent:

1 - (1 -0.05)4 = 0.1855
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The specification of a fairly general maintained hypothesis (i.e. 

large m), however, may not reguire each hypothesis to be tested 

symmetrically. In these circumstances, it would be appropriate to 

set small with subseguent X| increasing with i.

As a general rule, we will try to keep the significance levels 

for individual tests low enough to be able to perform the final 

F-test at 0.05 significance level. If we encounter no problem at 

this stage we will carry on to the next stage.

The third stage in our modelling procedure is to test whether 

each variable should appear in level form or in differenced form.

e.g. if for example the specification obtained from the second 

stage is

(2.27)

then, it can be shown that equation (2.27) has lots of restricted 

versions. One, therefore, needs to specify a search procedure in 

order to show how one specific form rather than another is 

derived at.

Two most commonly derived restricted versions of (2.27) are:

1. AYt = b^X,. + ut <2-28)

2. fiYt = b1AXt + (1-b?) (Xt n - Y^) + ut

Two different restrictions on (2.26) are implied by these latter 

models. These are:

1. For (2.28) it is necessary to test whether b^ =1 and
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b1 = - b2 in (2.27).

2. For (2.29) it is necessary to test whether b^ = 1-b^-b^ in

(2.27).

These tests can be performed with an appropriate F - test for 

linear restrictions and a likelihood ratio test for non-linear 

restrictions.

Finally, therefore, it is necessary to test for the possible 

models that can be derived from the final specification obtained 

in the second stage.

To implement the above stages, it is necessary to generate a set 

of test statistics.

Table (2.1) summarises this set of test statistics employed when 

analysing the robustness of the regression:

Yt = Xt + et (2.30)

t = 1, 2 ...................T

where will typically contain not only current and lagged 

values of the regressors but also a constant and lagged values of 

Y.
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TABLE (2.1)

Notation and test statistics

T i s the number

the length

of observations used for estimation.

k i s of the coefficient vector f.

Estimated standard errors are given in parentheses ( ).

A 
e i s the estimated residuals in time period t.

ct
refers to asymptotic distribution.

T
USS = E

t=1
* 2 
et is the sum of squared residuals

s = (USS/T-k)) is the standard error of the regression.

A /vA A \,^A 2 .rs = (Zet et-s)/Zet 1S

p = estimate of first

the sth order residual autocorrelation.

order serial correlation parameter.

DW is the Durbin and Watson statistics for testing

for first order serial correlation in the 

residuals from a static regression.

h is the Durbin's (1970) generalisation of DW to

dynamic regression. Under Hq : no serial 

correlation h ~ N (0, 1).

Z^n) is the Lagrange Multiplier test statistic

proposed by Godfrey (1978) for testing up to nth 

order serial correlation in the regression 

residuals, Z^n) is calculated as TR2 where R2 is 
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the multiple correlation coefficient from the

regression of

A A A

et on (e t.v • ■ • •, et.n, Xt) ■

Under Hg.- no nth order serial correlation

A (n) ~ x2
1 a n

An equivalent test for testing nth order serial 

correlation would be the F - statistics of the 

form.

___ R2/n

(1-R2)/T-k-n
2(n, T-k-n)

z2(h)

where k is the number of variables in the 

original regression.

is the White (1980)test statistic for testing 

heteroskedasticity. It is calculated as

Z2(h) = TR2 where R2 is the multiple correlation

coefficient from the regression of e 2
t on

where

f'st = Xjt ; s = 1, 2,...,h; i, j = 1, 2 

h _ k(k+1)n 2
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Sometimes a subset of vector is used (e.g. if 

for example there are lagged values of the 

regressors, then the test is applied for testing 

heteroskedasiticity only among the current 

values.)

Under Hg:
9 

no heteroskedasticit'z,(h) ~ X,~ 2 K ' a h

is the post-estimation diagnostic test for 

predictive failure over the last h observations. 

It is constructed as:

T A 9

1 2 (f - Yt)
, t=n 1 1

sd1

where s^ = standard error of the regression

estimated over the first n observations.
A

are the predicted values of Y^. h = T - n.

2 Under Hq : good predictability, Z^ (h)

Z^(k,T-2K) is the Chow (1960) test for stability of the R

vector over two sub-periods of the sample period

It is constructed as:

A(k,T-2K) = ( s D (T - 2k)
S1 + S2 k

where and are the sum of squared residuals

from the two sub-period regressions. Under Hq : 

no instability between the two sub-periods
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t4(k,T-2K) ~ F(^T_2(<^

Z5(r,T-k) is the test of the imposition of r linear

restrictions on 6. It is constructed as:

Zr(r,T-k) = (SR -1) (Ilk)
r

where is the sum of squared residuals from the

restricted regression.

Under H^: restrictions are true,

25(r,T-k) ~ F(f^T_Kj.

Z5(h1,h2) is the test statistic for testing whether the

variances of the residuals are equal over two

sub-periods (n^ - k) and (n2 - k) of the sample period.

It is constructed as
S 2

1
7?

22 2where ,S2 are the residual variances of sub-

periods 1 and 2 respectively

Under HQ: = S?2, Zg(h1,h2) ~ Ffr^-k, n^-k)

Z?(r) is the likelihood ratio test of the imposition of

r non-linear restrictions on 8. It i s

constructed as:

Z7(r) = T Ln SR Under Hn : restrictions are 
7 U35 u true
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It is intended here, as suggested by Spanos (1983), that the 

temporal dependency information in the residuals - autoregressive 

or moving average type - will be modelled directly in terms of 

the observable random variables X.t in a way which leaves the 

errors white noise. In fact, this is tested with the above 

mentioned test statistics. Specifically, whether conditional on 

m, the factorisation p(L) ot(L) = V(L) is a possible route from 

the final specification obtained at the end of stage two, is 

tested with the test statistic Z?. Once the parsimonious 

specification is reached and the above mentioned test statistics 

are employed to test its robustness, the resulting steady state 

solution is then obtained. This is done by noting that in such a 

state:

X. = X. for all s.t t-s

Thus re-writing (2.22) as:

(A ) Ln M = (E'B ) LnY + (E b )Ln (1+r ) 
j=0 UJ L j=0 L j=0

mq
+ (?BJ Ln P. (2.31)

j=0 r

(with w^ = 0)

or:

Ln = X^ Ln + X^ Ln (1+r^) + X^ Ln (2.32)

where the

are the long-run elasticities
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of the demand for money with respect to Y, (1+r) and P 

respecti vely.

Currie (1981) refers to these steady-rate properties of such 

models as the 'static' long-run properties. He explains that the 

'dynamic' long-run properties can be obtained if it is further 

assumed that a variable in period t-j is equal to the value of 

the variable in period t minus j times its trend rate of growth

i.e.

X . = X^ - j ttq where ttq  = AX

and since all variables are in logarithms, the it 's are 

interpreted as rates of growth.

He then argues that when dynamic long-run properties of these 

models do exist, it is not surprising to find that they are not 

typically sensible or wel1-determined as opposed to static long- 

run properties. He puts forward two reasons for this paradox. 

Firstly, the available time series could be too short for 

estimating relationships that are subject to periodic structural 

change. Secondly, he argues that if such properties are 

exploited by government policy, they may well then change as 

private sector behaviour adapts.

Currie shows the unreliabi1ity of the coefficients on the growth 

rates for two major money demand studies: the demand for money 
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demand for money (M1) study by Coghlan (1978) and that by Hendry 

and Mizon (1978). For both of these models he shows the estimates 

for the growth rates to vary considerably as the estimation 

period is changed. In certain cases, Currie argues these results 

are due to dynamic misspecificiation from imposing the non-

linear constraints (especially when Type II error is made).

He concludes however that if long-run dynamic effects are 

expected from the standard economic theory then these should be 

calculated even if these effects appear insignificant since these 

may be useful in a simulation exercise. If, however, the sign 

and magnitude of these long-run effects are inconsistent with the 

standard economic theory, he suggests that the model builder may 

constrain these effects to zero if the theoretical considerations 

do not provide any basis for dynamic effect.

As a result, following Currie, we will obtain the dynamic steady-

state elasticities and then calculate how long (i.e. how many 

periods - years, quarters, months) it takes to reach the steady-

state.
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CHAPTER THREE

Data and Historical Survey

3.1 1871-1913

3.1.1 Choice of Data

3.1.2 An examination of the variables within the period

3.2 Interwar period

3.2.1 Choice of Data

3.2.2 An examination of the variables within the period

3.3 Post World War Two period

3.3.1 Choice of Data

3.3.2 An examination of the variables within the period
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This chapter deals with the data used in the thesis. It is in 

three sections, each devoted to a description of the data for the 

major variables in each sub-period.

The first section analyses the main features of the data over the 

pre World War One period. First, the data and their sources are 

given. Second, the main features of the series are summarized. 

And finally, the behaviour of the major series is shown 

graphically and an outline of the main events of the period 

given.

The following two sections repeat the exercise for the other two 

sub-periods, the interwar and post World War Two periods.
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3.1 The Pre World War One Period: 1871-1913

Table 3.1 presents a list of all the data series, along with 

their sources, used over the period 1871-1913. That is followed 

by descriptive statistics for these series. In the second 

section, an analyses is made of the major variables together with 

some illustrative figures. In doing so, the main events of the 

period will be outlined.

3.1.1 Choice of Data: 1871-1913

Table (3.1) presents the list of data series for this period, 

along with their sources. The series for money supply, currency 

and reserve ratios are derived from the Data Archive^. Some of 

the data used in this thesis for the period 1871-1913 do not 

correspond exactly with the published data (see Capie and 

Webber, 1985). This is because the published series have been 

updated with more archive material which became available more 

recently. The refinements are, however, marginal.

All the variables are annual averages. The money supply series, 

M2, consists of notes and coin in circulation with the non-bank 

public, plus sterling current accounts held by the private sector 

only (i.e. current accounts of all private sector residents 

denominated in sterling and excluding those held by the public 

overseas sectors), plus time deposit accounts of private sector

At the Centre for the Study of Monetary History. This data base 
has been created as part of the Monetary History Project at the 
City University, Centre for Banking and International Finance. 
The project was made possible by a grant form the Economic 
Social Research Council.
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TABLE (3.1)

Data Sources: 1871-1913

M = M2 series
Source: Centre for the Study of Monetary History Data 
Archive, 1983.

CD = Currency to Total Deposits Ratio
Source: Centre for the Study of Monetary History Data 
Archive, 1983.

RD = Reserves to Total Deposits Ratio
Source: Centre for the Study of Monetary History Data 
Archive, 1983.

Y = Gross National Product, GNP.
GNP at constant factor cost.
Source: Feinstein (1972), Table 7, T21 Column (7).

P = Gross National Product deflator.
This series is calculated by dividing GNP at factor 
cost by GNP at constant factor cost.
Source: for GNP at factor cost Feinstein (1972), 
Table 2, T8, column (10).

cr The yield on 2| per cent 
Source: Capie and Webber 
(VIII).

Consols
(1985), Table III (10) Column

bbr = Prime Bank Bill rate
Source: Capie and Webber 
(V).

(1985), Table III (10) Column

tdr = Interest on Deposit Accounts 
Source: Capie and Webber (1985), 
(VII).

Table III (10) Column

br Bank Rate
Source: Capie and Webber 
(I).

(1985), Table III (10) Column

F = Bank failure rate = the proportion of total number of 
banks that failed during the year.
F*  = (I-F) = bank safety index.
Source: Centre for the Study of Monetary History Data 
Archive 1983.
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U.K. residents with deposit banks and with the discount houses. 

For this period it is not possible to separate current accounts 

from deposit accounts. We therefore work only with the broader 

definition of money. The current official definitions of money 

used by the Bank of England, M3, sterling M3, PSL1, PSL2, are 

still broader than our M2. M3 for example, includes time 

deposits with the accepting houses, overseas banks and other 

banks. It also includes residents' foreign currency deposits. 

Our definition then is the narrowest definition of money possible 

for this period. Only for years after World War One are data on 

a narrower definition of money available.

The currency to total deposits ratio refers to currency in the 

hands of the non-domestic bank public divided by banks' net 

deposits plus other deposits at the Bank of England (allowing for 

transit items).

The reserve to total deposits ratio refers to reserves of the 

commercial banks (including the notes and coin held in the 

Banking Department of the Bank of England) divided by banks' net 

deposits plus other deposits at the Bank of England (allowing for 

transit items).

The data on Gross National Product and its deflator are 

constructed from data on final expenditure at current market 

prices. The series in this case are chosen for conformity with 

other empirical studies (see Table (1.4), section 1.2) so that 

direct comparison of the results can be made.

The yield on 21 per cent Consols is chosen to represent the long 
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term rate. During the nineteenth century and until the outbreak 

of World War One, Consols comprised a very large part of the 

National Debt. These Consols had no maturity but were redeemable 

at par at the discretion of the government after some specified 

interval following their first issue. Between 1888 and 1913 

these Consols refer to 21 per cent Consolidated Bank Annuities. 

Between 1870 and 1888, however, Gladstone's 21 per cent Consols 

did not comprise a significant proportion of National Debt; we, 

therefore, chose the rate on 3 per cent Consols as representative 

of the long term rate of interest for the period 1870-1888.

Prime Bank Bills are bills drawn on and accepted by a U.K. bank 

of unquestioned financial standing. These were readily saleable 

in the London Market. At the beginning of the period (1870s) 

bills of exchange would probably have been a better 

representation of the short rate, but since these were 

disappearing from the market over the course of these years we 

use the Bank Bill rate instead.

The deposit Rate refers to the rate on London clearing banks' 

deposit accounts (7-days notice) or the rate paid on ordinary 

deposit accounts.

The Bank Rate is the rate of interest at which the Bank of 

England would lend to the banking system - in effect, the Rate at 

which it discounted first class bills. From the 1890s, Bank Rate 

was regarded as a penalty rate, generally in excess of market 

rates. 



Finally, the bank failure rate has been calculated as the 

proportion of banks that failed in each year. A failure refers 

to bankruptcy, suspension of payments or take-over since the 

reasons for the latter are not given explicitly in the 

'Economist1, the major source for the series.

Table (3.2) gives some descriptive statistics for the series. In 

later modelling work, most of these series are transformed 

logarithmically. However, this transformation imposes a constant 

elasticity which is unsuitable for interest rates. In this case 

we have taken the logarithm of (one+the rate) rather than the 

rate itself.

3,1,2 An examination of the variables in the period 1871-1913 

For the world economy, the period 1871-1913 can be characterised 

as years of rapid growth. World trade as a whole grew rapidly 

over this period. The commanding position of Britain in the 

world economy was being threatened progressively by the 

industrialisation of other countries, especially by that of USA, 

and Germany. Another characteristic of the period is the 

financial instability experienced by the rapidly developing 

countries. The banking crises of 1873, 1884, 1890 and 1893 in 

the US, and the major banking collapse of the 1890's in Australia 

are just a few examples. There were also political troubles in 

Germany and the threat of war between Spain and the USA.

In spite of these difficulties in the outside world, a prominent 

feature of British economy is its stability often attibuted to
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TABLE (3.2)

Descriptive Statistics of the Variables: 1871-1913

Variable Mean Standard
Deviation

Coefficient 
of Variation

M 767361a) 169251 0.22

CD 0.17 0.04 0.25

RD 0.10 0.01 0.10

Y 68.8^^ 16.28 0.24

P 93.4(c) 5.9 0.06

cr 2.94% 0.23 0.08

bbr 2.78% 0.88 0.31

tdr 2.72% 1.1 0.40

br 4.1% 1.2 0.29

(a) thousands of pounds

(b) Gross National Product at constant factor cost,1913 = 100

(c) Gross National Product deflator, 1913 - 100 
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the gold standard regime. The years from 1871 until the outbreak 

of World War I are often referred to as the 'Classical Gold 

Standard' period. By 1879 most industrial countries - Germany, 

the Netherlands, Switzerland and Belgium, Britain, the US, and, 

de facto, the British Empire - had effectively moved to the Gold 

Standard. The main exceptions were Japan, India, Russia and 

Austria-Hungary. These too, however, joined the rest of the 

economic world on gold by 1895. In fact, by 1900 this regime 

became worldwide and persisted until 1914 although Italy 

abandoned the gold standard during the final decade of the 

nineteenth century. During these years of 'Classical Gold 

Standard', the UK economy was free of any major financial 

uncertainty or crisis. The last major financial crisis was in 

1866 when the major discound house Overend, Gurney and Company 

Ltd. failed. After this crisis, the economic stability of the 

period improved as the century neared its end. The liguidation 

of Baring Bros in 1890's did not result in any financial panic 

since they were saved by prompt action of the Bank of England. 

Thenceforth the lender of Last Resort facilities of the Bank of 

England provided greater protection against financial crises.

The classical analysis of the working of the gold standard was 

best outlined in the Cunliffe Committee Report (1918) where two 

essential conditions were emphasised - free convertibility of 

Bank of England notes into gold and vice versa, and free 

importation and exportation of gold across national borders:

"When the exchanges were favourable, gold flowed freely into 
this country and an increase of legal tender money 
accompanied the development of trade. When the balance of 
trade was unfavourable, and the exchanges were adverse, it 
became profitable to export gold. The would be exporter 
bought his gold from the Bank of England and paid for it by 



cheque on his account. The Bank obtained the gold from 
the Issue Department in exchange for notes taken out of 
its banking reserve with the result that its 
liabilities to depositors and its banking reserve were 
reduced by an equal amount and the ratio of reserves to 
liabilities consequently fell. If the process were 
repeated sufficiently to reduce the ratio on a degree 
considerably dangerous, the Bank raised its rate of 
discount. The raising of the discount rate had the 
immediate effect of retaining money here". (Cunliffe 
Committee Report, 1918, para.4).

Three adjustment mechanisms are often given credit for the 

stability and smooth operations of the gold standard regime as an 

international standard.

First, there is the price-specie flow mechanism. Here changes in 

relative price levels or price differentials only occur as a 

result of changes in money supply which, in turn, are brought 

about by trade imbalances. Trade imbalances would lead to gold 

flows and would therefore change the money supply. These changes 

would then bring prices changes. The relative price changes 

would in return alter the international flow of goods and 

services in such a way that the orginal trade imbalances would be 

eliminated. The price-specie flow mechanism is based on the 

notion that arbitrage in one commodity - gold - ensured price 

level conformity.

The second mechanism is based on the role of short-term capital 

flows. In this case if there is a trade imbalance the resulting 

gold flows generate interest rate differentials. These then 

initiate capital flows in the opposite direction to the trade 

imbalance.
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The third mechanism is based on the notion that gold has unique 

qualities both as a standard of value and medium of exchange. 

This means that gold standard was an ideal standard not just 

internationally but also domestically. This brings us to the 

stability provided by gold as a domestic standard. This

stability was brought about on the one hand by the guarantee from 

the authorities of free convertibility of gold into non gold 

money and on the other, by the assurance that the new production 

would only add a small fraction to the accumulated stock (See for 

details Bordo, 1981; and Bordo, 1984).

In fact the classical gold standard provided a long-run price 

stability that was never to be experienced after World War I.

As Bordo (1981) pointed out:

"The period since World War I has not been
characterized by price stability except for the 1920s 
and early 1960s under the Bretton Woods System... 
Examining the deviations from trend suggests that real 
per capita income was less variable in the pre-World 
War One than subsequently...Moreover unemployment was 
on average lower in the pre-1914 period than in the 
post World War I period."

In term of its output, Britain's growth rate was lower after the 

1873 peak than during the previous 20 years of the 'Great 

Victorian Boom' period. Figure (3.1) shows the behaviour of GNP 

in real terms. Over the period it grew by about 115 per cent or 

by 1.7 per cent in annual terms. Compared to the USA, France, 

Germany, Italy, Sweden and Japan, Britain's growth rate (GDP per 
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capita) was on average about one per cent lower. (For a detailed 

discussion, see Matthews, et al, 1982.)

Analogous to the performance in the growth of its output, 

Britain's position in international trade was also weakened as a 

result of the growth of foreign competition. (For details, see 

harley and McCloskey, 1982.) Despite the relatively poor 

performance in world trade, Britain was still providing over 25 

per cent of world trade in manufactured goods, its foreign 

investment was still the world's largest, and London remained as 

the world's major money market throughout this pre-World War One 

era.

What are the implications of the gold standard - fixed exchange 

rate regime - years for the money supply. It is sometimes argued 

that under fixed exchange rates, countries can have little 

influence over their money supply (i.e. base money is determined 

by the balance of payments). The supply of money adjusts to the 

demand for money which depends on the country's income, prices 

and interest rates determined in the world markets (see for 

example, McCloskey and Zecher, 1976). This implies that money is 

endogenous and tied to the world economy. The inability of the 

government to influence the money stock is further stressed in 

their more recent article (McCloskey and Zecher, 1984). "...And 

if purchasing-power parity does apply, then the central Bank can 

have only a neutral effect on the economy. The Bank would be 

free to push the general price level up or down, but could not 

alter relative prices, pegged by world markets..., if governments 
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bind themselves to a fixed exchange rate, they can not even have 

a neutral influence on prices."

The implied endogeneity of the guantity of money in a world of 

fixed exchange rates in the long-run is not a subject of

controversy. In the short-run, however, it is usually claimed

that "there can be and is much leeway...before the external

forces overwhelm the independent internal effects And we have

repeatedly been surprised in our studies by how much leeway there 

is and for how long - freguently a number of years..." (Friedman, 

1984).

Another implication of fixed exchange rates is with respect to 

domestic policy. According to the "rules of the game" central 

banks had to reinforce the effects of payment imbalances on the 

domestic economy either by not offsetting the effects of reserve 

changes or by varying the money supply directly and the discount 

rate indirectly with reserve changes. Whether the Bank did 

follow these rules is a matter of controversy. According to Ford 

(1962) and Bloomfield (1959), for example, the Bank did not 

engage in countercyclical policy and refrain from accommodating 

changes in the level of domestic incomes. At the other end, 

there are those who believe that the Bank did violate some rules 

over time either due to profit motives (Pippenger, 1984) or due 

to the needs of the domestic economy (Dutton, 1984) or even to 

protect its own share of the London money market in the face of 

the growth of London clearing banks (Goodhart, 1984). As a 

result, there was an inherent conflict in the Bank's operations.
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If it was acting as a profit-maximising commercial bank, it would 

maintain as low a gold reserve as possible. On the other hand, 

it would use the Bank rate in order to regulate gold flows. 

Under a fixed-exchange-rate system, the Bank Rate is tied to 

those in the rest of the world. In the short run however, some 

control or influence by the Bank of England on the Bank Rate can 

be exerted. (Goodhart, 1984).

figure (3.4) depicts the movements in Bank rate. The 

representative long rate, the Consol rate, as shown in figure

(3.5),  has a similar pattern to that of Bank rate but with less 

fluctuation. There is a definite downward trend from 1877 to 

1897, but from 1897 onwards the trend is upward, reaching by 1912 

the same rate as it began with. The frequent fluctuations in 

Bank rate show how much the Bank of England must have operated on 

it in order to check runs on reserves. These movements in the 

Bank's rate of discount are thought to have repurcussions on 

prices in general. That is, to quote Eord (1962)

"a drain of gold was corrected by a rise in interest 
rates which attracted short-term funds in the short- 
run, and which in the long-run checked domestic 
investment and thereby lowered prices causing 
equilibrating movements in the balance of trade".

Under the gold standard, Britain's output and prices are tied to 
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world output and prices. Figure (3.2) shows the movement in the 

GNP deflator over the period as a whole. From 1873 until 1896 

there is a clear downward turn, but from there onwards the trend 

is an upward one. Quantity theorists assert that the growth 

rate in money supply in relation to the course of economic 

activity provides the explanation of the movement in prices over 

the gold standard years. That is, monetary growth was deficient 

in relation to output between 1873 and 1896, and prices therefore 

fell by about 20 per cent. From 1892 to 1913, on the other hand, 

monetary growth was excessive in relation to output, prices 

therefore increased by about 18 per cent (See Capie and Rodrik - 

Bali, 1983, for a detailed discussion).

The behaviour of money supply - M2 - is shown in figure (3.3). 

Over the period on a whole, it grew by about 108 per cent - in 

annual terms by 1.7 per cent.

We noted above that under the gold standard the course of the 

monetary base and therefore that of the money supply, would 

depend on the balance of payments. That is, the changes in the 

base are not directly the result of decisions by the Central 

Bank. They are determined by the balance of payments, inflows of 

funds increasing the base and outflows decreasing it. The 

monetary authorities, nevertheless can influence in the short run 

the behaviour of the base by acting on gold and capital flows 

(for details, see chapter one, Section 1.3). The fact that the 

relationship between high-powered money and the cycle is not very 

strong over the period as a whole - especially after the 1880's 

might be an indication that the monetary authorities did 
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influence the movement of funds. That is, under the gold 

standard it could be argued that in the downswing of the cycle 

with a surplus anticipated (as import growth slows) monetary base 

should grow. And the opposite should happen in the upswing of 

the cycle. We, however, could not find such a close relationship 

between the base and the cycle. (For details see Capie and 

Rodrik-Bali, 1983).

The fact that money was endogenous and tied to world money supply 

implies that there should be offsetting movements between the 

base and money multiplier components. If, for example, the 

currency ratio rises, this will reduce the money supply which 

will then reduce UK prices. Gold will flow into the country, 

increasing base money. This rise in monetary base will then 

increase the money supply bringing it back to its initial level.

Over the period as a whole, the base did not grow as rapidly as 

M2. From 1871 to 1913 it grew by 81 per cent leaving the 

multiplier to explain the rest of the 108 per cent growth in M2. 

Figures (3.6) and (3.7) depict the movement in the components of 

the money multiplier. Of these two components it is mainly the 

currency ratio that varied over the period. The behaviour of the 

currency ratio examined over the course of the business cycle 

shows that in the five downswings the ratio fell but in the 

upswings it fell by a greater amount (For details, see Capie and 

Rodrik-Bali, 1983).

The currency ratio was above 25 per cent at the beginning of the 

period and gradually declined to just over 10 per cent towards 
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the end of the period. The spread of banking and the increasing 

proportion of the population that became familiar with the 

banking system are the main reasons behind this downward movement 

in the ratio.

The reserve ratio, on the other hand, after some initial erratic 

behaviour fluctuated about a gradually rising level. There were 

no legal requirements on this ratio and the variation from bank 

to bank could be quite considerable. Again an examination of its 

behaviour over the course of the business cycle found that the 

reserve ratio grew in every downswing and fell in every upswing. 

(For details, see Capie and Rodrik-Bali, 1983).

For the system as a whole, this ratio fluctuated on a rising

trend between 9 and 13 per cent. One explanation for such

behaviour is the increasing number of published bank accounts:

that is, the need to publish bank accounts in itself provided an

incentive for

their deposits.

the banks to keep large reserves in relation to

There was also a widespread feeling that higher

reserves should be held.

Over this period there was a large amalgamation movement going 

on. Most of the small banks were either going out of business or 

being taken over by others. There were also large mergers 

between big banks. These movements might have some effect on the 

components of the money multiplier. If individuals' confidence 

is threatened by a large number of banks failing, then this will 

induce them to switch from deposits to currency. Similarly if 

banks are trying to restore the public's confidence they will 
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have to increase their reserves in order to do so. The 'bank 

failure 'variable is constructed so as to analyse these 

movements on the components of money multiplier. It should be 

emphasized that over this period this movement was not a smooth 

one in that there were years (e.g. 1873, 1906...) when there were 

actually no disappearances and there were years (e.g. 1878, 1894, 

1901...) when almost five per cent of banks went bankrupt.
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Figure (3.1)
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Figure (3.3)

Money Supply, M2, 1871 - 1913, annual , (£000,000's)
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Figure (3.4)

Bank Rate, 1871 - 1913, annual
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Figure (3.5)
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Figure (3.6)

Currency to Total Deposits Ratio, 1871 - 1913, annual
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Figure (3.7)

Reserve to Total Deposits Ratio, 1871 - 1913, annual
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3.2 The Interwar Years

We now outline the data sources for the interwar years and 

analyse the series used at some length. We then present some 

descriptive statistics for these series.

In the second section we examine the behaviour of the 

variables and present a plot for the series and relate 

major

thei r

movements to the events of the period.

3.2.1 Choice of Data: 1922-1936

Table (3.3) lists the data for the period 1922-1936 with their 

sources. All the variables are quarterly averages and, except 

for interest rates, they are all seasonally adjusted.

The choice of the period, 1922(Q1) - 1936(Q4), is dictated by the 

limitations of some of the data series. We analyse two series 

for money balances: M1 and M2. The narrow money supply series - 

M1 consists of U.K. currency in the hands of the non-domestic 

bank public, plus net U.K. banks' current accounts (allowing for 

transit items). The broad money supply series, M2, as for 1871- 

1913, consists of M1 plus net U.K. banks' deposit accounts and 

other deposits at the Bank of England.

Since in this period we can separate current accounts from 

deposit accounts we analyse the components of the money 

multipliers for the public with two ratios: currency to demand 

deposits ratio, and time to demand deposits ratio.
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Table (3.3)

Data Sources 1922 - 1936

M M1 and M2 series
(2), ColumnSource: Capie and Webber (1985), Table 1

(I) and Table 1 (3), Column (I)

CDD = Currency to Demand Deposits Ratio
Source: Capie and Webber (1985), Table 1 
(III)

(2), Column

TDDD = Time to Demand Deposits Ratio
Source: Capie and Webber (1985), Table 1
(IV)

(2), Column

RD = Reserves to Total Deposits Ratio
Source: Capie and Webber (1985), Table 1 
(VII)

(3), Column

RTD = Ratio of Time Deposits to Total Deposits
Source: Capie and Webber (1985), Table 1 
(V)

(3), Column

Y = Composite Index of Economic Activity
Source: Capie and Collins (1979)

P = Ministry of Labour Retail Price Index: Cost of Living 
Source: Capie and Webber (1985)

cr = The yield on 21 per cent Consols
Source: Capie and Webber (1985), Table III 
(VIII)

(10), Column

bbr Prime Bank Bill Rate
Source: Capie and Webber (1985), Table III 
(V)

(10), Column

tdr = Interest on Deposit Accounts
Source: Capie and Webber (1985), Table III 
(VII)

(10), Column

br = Bank Rate
Source: Capie and Webber (1985), Table III 
(I)

(10), Column
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The currency to demand deposits ratio refers to U.K. currency in 

the hands of the non-domestic bank public divided by U.K. banks' 

current accounts (allowing for transit items). The time to 

demand deposits ratio refer to U.K. banks' net deposit accounts 

(including Bank of England's banking department) plus other 

deposits at the Bank of England divided by U.K. banks' net 

current accounts.

The reserve to total deposits ratio refers to, as for 1871-1913, 

reserves of the commercial banks divided by the U.K. banks' net 

deposits plus other deposits at the Bank of England.

The ratio of time to total deposits refer to U.K. banks net 

deposit accounts divided by the U.K. banks' net total deposits.

The income series refer to the Composite Index of Economic 

Activity. From an examination of over 120 series 6 coincident 

indicators were finally selected; the principal ones of which 

were: industrial production, real turnover, and insured workers 

in employment.

The price series refer to Ministry of Labour cost of living 

index. This is biased to working class expenditure and not ideal 

in its representativeness.

The rates of interest: Consol rate, Bank rate, Bank Bill rate and 

time deposit rate, are the same as those of the previous section.

Table (3.4) gives some summary statistics for these variables. 

For modelling purposes, all these series are later transformed 

logarithmically. In the case of interest rates the logarithm of
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(one+ the rate) is taken rather than the rate itself.

Table (3.4)

Descriptive Statistics of the Variables: 1922-1936

Coefficient of
Variable Mean Standard Deviation Var

M1 1457870^’ 106748 0.07

M2 2601790^) 191917 0.07

CDD 0.28 0.014 0.05

TDD 0.97 0.097 0.10

RD 0.12 0.006 0.05

Y 98.5^^ 4.31 0.04

P 91.06^ 8.27 0.09

br . 0.036 0.013 0.36

bbr 0.028 0.017 0.59

tdr 0.018 0.011 0.63

RTD 0.48 0.025 0.05

cr 0.04 0.006 0.15

(a) In thousands of pounds

(b) Composite Index of Economic Activity, 1924 Average =

(c) Retail Price Index, 1924 Average = 100
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3.2.2 An examination of the variables in the interwar period

Unlike the stability of the pre World War One 'era1 the interwar 

period is generally characterised as having large fluctuations in 

economic activity and in world trade. The immediate problem in 

the post war boom years was the need to restore the steady 

expansion of world trade which had been disrupted by the war. 

All the efforts of the 1920's aimed at reducing the obstacles to 

trade and minimising the impact of the legacy of the wartime 

financial settlements ended in failure and disaster. The 

international depression which set in from around 1929 put an end 

to all these attempts at reviving the international economy. The 

volume of world trade which seemed to be on an upward trend (with 

the index of total volume of trade 1913 = 100, rising to 110 

between 1926-30) fell by some 60 per cent between 1929 and 1932. 

(For details see Williams, 1971). From the early 1930‘s there 

were unfavourable trends in the world economy. Even for the U.S. 

economy which had been experiencing a wave of high prosperity for 

most of the 1920's, all ended in 1929. The stock market collapse 

in that year and the scramble for liquidity in the U.S. and in 

Europe, led the whole international system to near collapse. The 

depression lasted for a minimum of three years and the road to 

recovery began in 1932 or 1933.

Inside the U.K., immediately after the war a number of factors 

operated to produce a boom. This sharp upswing did not last long 

however and turned into a severe slump in 1921. Thereafter 

growth was quite strong. From 1922 until 1928, this annual 

average rate of growth in real GNP was about 2.6 per cent. There 
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were some interruptions in this upswing, and a more serious 

depression began in late 1929 with a trough being reached in 

1932. Over these depression years GNP in real terms fell by 

about 5.5 per cent. The revival which started in 1932 lasted 

until 1937. From there economic activity expanded a little, 

after a short recession until the outbreak of war in September 

1939. The index of economic activity, figure (3.8) shows these 

movements in output.

Over the period 1922-1930 there were three exchange rate regimes. 

Britain suspended convertibi1ity to gold in 1914 and resumed it 

in 1925. Until 1925, therefore, we have floating exchange rates 

and then from 1925 until 1931, a new gold exchange standard was 

established at the pre-war parity of $4.86. From 1932 until 1939 

we have 'managed currency'.

The gold standard years of 1925-1931, was different from the 

previous gold standard era in that most countries held as 

reserves foreign exchange in addition to gold. This increased 

the importance of those financial centres, such as London, where 

most of the foreign exchange reserves were held. This meant that 

Britain now needed to hold reserves in excess of its own needs, 

as a cover for other countries' reserves.

Throughout the 1920's prices, especially in agriculture, were 

falling; the GNP deflator fell by about 14 per cent over the 

period 1922-1929 and by a further 7.5 per cent from 1929 to 1932. 

It was only in 1932 that prices started to rise. The GNP 

deflator rose by about 11 per cent from 1932 to 1938. (Figure
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(3.9) depicts the movement in the cost of living index).

Throughout the second half of the 1920's some of the export 

industries remained depressed. To this problem were added a 

worsening trade balance and a scramble for liquidity throughout 

Europe, following the collapse of Credit Anstalt in Austria and, 

in Germany the temporary closure of the Danat Bank in 1931. The 

loss of confidence in London was intensified when the Macmillan 

Report revealed that Britain's short-term liabilities were much 

greater than had been thought. Gold was being withdrawn from 

London. As a result Britain was forced to abandon the gold 

standard. From 1932 to 1939 sterling was left to float but there 

was official intervention. This management of the currency was 

conducted through the Exchange Equalisation Account.

With respect to monetary policy, until 1931/32 the period can be 

characterised as one of 'dear money'. This restrictive policy 

was in response to the war and post war inflation of 1919/20, the 

problem of national debt, and finally to the struggle to maintain 

its gold and foreign exchange reserves. The principal instrument 

of policy was the Bank rate. At the same time, in order to 

minimise the deflationary impact on the economy where high levels 

of unemployment were being experienced, this restrictive policy 

was accompanied by offsetting open-market operations. The period 

after 1932 can be characterised as one of 'cheap money1 when the 

Bank rate was reduced from its 7 per cent peak to 2 per cent and 

remained there until 1939. Figure (3.12) shows these movements 

in the Bank rate. Other short rates follow these movements in 
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the Bank rate very closely. The Consol yield, (figure (3.13)), 

also follows these movements in the short rates, the fluctuation 

being less pronounced. From 1922 to 1931 the trend is relatively 

flat, around 4-5 per cent. From 1931 onwards it follows a 

gradually falling trend until 1936 when it remains around 2.8 - 

2.9 per cent and then starts rising again until the outbreak of 

the Second World War.

What are the implications of these switches in government policy 

and the successions of various exchange rate regimes for the 

money supply?

Figures (3.10) and (3.11) show the movements in the monetary 

aggregates M1 and M2 respectively. Between 1922 and 1927 M1 fell 

by about 9 per cent (in annual terms by 2 per cent). For two 

years after that it rose by about 0.5 per cent in annual terms. 

M2, on the other hand, fell by about 9 per cent between 1922 and 

1926 and then rose gradually until about 1929. Between their 

1929 peak (guarter one) and 1932 through (quarter one) M1 fell by 

about 11 per cent and M2 by about 0.5 per cent. In the 1930's 

recovery, M1 rose by an overall of 27 per cent and M2 by 15 per 

cent between 1933 and 1939.

The discontinuities in government policy and in the exchange rate 

regimes meant that the monetary base and hence the money supply 

were determined domestically for some years and internationally 

for others.

Between 1922 and 1938 the base grew more than the monetary 

aggregates, by about 23 per cent (1.3 per cent in annual terms).
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This means that the fall in the money multiplier held the growth 

of money back. Figures (3.14) - (3.16) show the movements in 

the money multiplier components. The currency to demand

deposits ratio was on an upward trend until about 1926. The main 

explanation for the rise seems to lie in the behaviour of short-

term interest rates which followed a similar pattern to that of 

the currency ratio. From about 1927, this ratio is relatively 

flat around 27-28 per cent until 1931 when there is a sharp rise 

to about 33 per cent. Given the fear about liguidity throughout 

Europe in 1931 it would be surprising if we did not find an 

increased demand for currency relative to deposits that year. 

But there was no banking crisis in Britain and fear was guickly 

dispelled, and the ratio reverted to its pre-crisis level of 28 

per cent and stayed there for the years 1933-1936. From 1937 

onwards the currency ratio rose steeply to new heights and this 

is probably attributable to the political situation which was 

rapidly deteriorating as war was believed by many to be imminent. 

The time to demand deposits ratio on the other hand, climbed 

steadily in the 1920s from around 80 to around 110 per cent in 

1930. There was then a sharp rise in 1931 and then the trend is 

clear and firmly downwards. The main explanation for these 

movements lies, of course in the behaviour of interest rates 

which followed a similar pattern to that of the time to demand 

deposits ratio.

The reseve ratio is fairly flat with a value of 11.5 per cent 

between 1922 and 1932 except that is for two relatively sharp 

rises in 1925 and 1928; and one fall in 1929. The ratio then 

170



rises sharply until 1935 to about 13 per cent and then falls back 

to 10/11 per cent in 1936. two explanations for these movements 

are found in the growth rates of income and in that of time to 

total deposits ratio. The reserve ratio seems to have followed 

these in an inverse fashion, falling first and then rising 

sharply. This is because banks possibly regard time deposits as 

requiring smaller reserves than demand deposits. When time 

deposits rise as a proportion of total deposits, therefore, banks 

would lower the reserves they hold against these deposits.
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Figure (3.8)

Index of Economic Activity, 1922 - 1936, quarterly

(1924 average = 100)
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Figure (3.9)

Cost of Living Index, 1922 - 1936, quarterly

(1924 average = 100) 106
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Figure (3.10)

Money Supply, M1, 1922 - 1936, quarterly
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Figure (3.11)

Mgney_SuppIy, M2, 1922 - 1936, quarterly
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Figure (3.12)

Bank Rate, 1922 - 1936, quarterly
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Figure (3.13)

Consol Rate, 1922 - 1936, quarterly
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Figure (3.14)

Currency to Demand Deposits Ratio, 1922 - 1936, quarterly
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Figure (3.15)

Time to Demand Deposits Ratio, 1922 - 1936, quarterly
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Figure (3.16)

Reserve to Total Deposits Ratio, 1922 - 1936, quarterly
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3.3 The Post World War Two Period

As for the previous two periods we discuss the data series along 

with their sources for the post World War Two period. We will 

then examine the major variables in relation to the important 

events of the period.

3.3.1 Choice of Data: 1955-1957

Table (3.5) lists the sources for the major data series for the 

period 1955-1969. All the series are quarterly averages. They 

are all seasonaly unadjusted except for money stock, income and 

prices. The income and price series are obtained directly from 

the Government Statistical Service for the years 1955-1957 and 

rom Economic Trends from 1957 to 1969. The seasonally 

unadjusted counterparts however are not available for the years 

1955 to 1957. All other series have been constructed, as 

. e <b) before.

3.3.2 An Examination of the variables in the post World War

II period

The post World War Two years can be characterised as a period of 

fixed exchange rates and progressive liberalisation of world 

trade. The International Monetary Fund (IMF), the General 

Agreement on Tariffs and Trade (GATT), and the International Bank 

for Reconstruction and Development (the World Bank), set up at 

Bretton Woods in 1944 were essentially designed for these 

purposes.

(b) Most of the series are constructed as part of the Monetary 
History Project and are available in Capie and Webber (1985)
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Table (3.5)

Data Sources: 1955 - 1969

M M1 and M2 series
Source: Capie and Webber (1985), Table 1 (2), 
Table 1 (3), Column (I)

Column (2) and

CDD Currency to Demand Deposits Ratio
Source: Capie and Webber (1985), Table 1 (2), Column (III)

TDDD = Time to Demand Deposits Ratio
Source: Capie and Webber (1985), Table 1 (2), Column (IV)

RD = Reserve to Total Deposits Ratio
Source: Capie and Webber (1985), Table 1 (3), Column (VII)

Y - Gross Domestic Product at market prices, 1980 = 100,
deflated by GDP deflator.
Source: Economic Trends, Annual Supplement, 1984 Ed ition
No.9

P - Gross Domestic Product deflator, 1980 = 100
Source: Economic Trends, Annual Supplement , 1984 Edition
No.9

cr = The yield on 21 per cent Consols
Source: Capie and Webber (1985), Table III (10), Column
(VIII)

tbr = Treasury Bills Allotment Rate
Source: Capie and Webber (1985), Table III (10), Column
(II)

tdr = Interest on Deposit Accounts
Source: Capie and Webber (1985), Table III (10), Column
(VII)

br - Bank Rate
Source: Capie and Webber (1985), Table III (10), Column (I)

All the series are transformed logarithmically. In the case of 

interest rate the logarithm of (one + the rate) is taken rather 

than the rate itself. Table (3.6) given some summary statistics 

for the untransformed variables.
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Table (3.6)

Descriptive Statistics of the variables: 1955-1969

Variable Mean Standard Deviation
Coefficient

Vari at i on

M1 7017^) 856 0.012

M2 11310^ 1953 0.17

CDD 0.45 0.04 0.09

TDD 0.86 0.14 0.17

RD 0.08 0.002 0.02

Y 38.3^ 4.96 0.13

P 19.7(c) 2.90 0.15

br 0.06 0.012 0.22

tbr 0.051 0.013 0.26

tdr 0.036 0.012 0.34

cr 0.059 0.012 0.20

(a) In millions of pounds

(b) Gross Domestic Product

(c) Gross Domestic Product

in constant prices, 1980 =

Deflator, 1980 = 100

100
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The I.M.F. was an attempt to re-establish stable relations 

between the currencies of different nations. The World Bank, on 

the other hand, was designed to provide long-term international 

loans for productive purposes. The import restrictions imposed 

up to the end of the Second World War were gradually lifted, and 

by 1950, most guotas on trade had virtually disappeared. The 

General Agreement on Tariffs and Trade, (GATT), established in 

1947, and the successive conferences in the fifties and sixties 

(The Geneva Round 1956, The Dillon Round 1960, the Kennedy Round 

1966-7) together with regional agreements, such as the European 

free trade, were all movements towards the liberation of world 

trade. All these movements plus other factors such as reductions 

in freight costs, continual innovation of new products, the rapid 

diffusion of technology and most important the rapid growth of 

the world economy, prompted the expansion in world trade. In 

fact, from 1940 until the oil crisis in 1973 world trade 

increased more rapidly than ever before (Wright, 1978).

With the Bretton Woods regime the exchange rates were to be 

pegged within narrow margins to the dollar. This system seemed 

to work well until about 1960s when balance of payments problems 

led individual countries to adopt trade restrictions. 

Furthermore, they needed to adjust their rates of monetary growth 

and inflation to the needs of their domestic economy and not to 

the requirements of a fixed exchange rate regime (for details see 

Schwartz, 1983). As a result of these conflicting requirements 

the system broke down in the early 1970s.

Over the post World War Two period one can cite three other 
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characteristics for the U.K. economy: (1) Economic growth faster 

than ever before (see figure (3.17)); (2) Balance of payments 

problems and creeping inflation; (3) full employment and the use 

of demand management technigues.

Over the post World War Two period, as in other industrial 

countries, Britain was experiencing a much smoother growth than 

ever before (see Figure (3.17)). In fact the 2.8 per cent per 

annum growth rate in GDP (per capita) from the peak in 1953 

until 1973, was considerably faster than either the 1.7 per cent 

per annum between the peaks of 1937 and 1951 or that of any 

other period after 1870 (see Wright, 1979).

If, however, Britain was doing well, other industrial economies 

were doing better. In fact, in the EEC the growth rate was about 

twice as high as in the U.K. (see Cairncross, 1981). Four 

principal reasons are usually advanced to explain this slower 

(relative to the EEC average) growth rate in Britain. First, a 

low investment ratio which was chiefly due to wrong investment 

decisions at management levels. Second, poor industrial 

relations possibly attributable to a relatively large number of 

unions in the U.K. Third, over this period the financial and 

legal aspects of business seemed to attract more entrants than 

did production and marketing. The government's 'stop-go' 

policies constitute the fourth exlanation. The governments' 

restictive policies however were partly made in response to the 

external deficits.

185



U.K balance of payments problems, in a world where trade was 

expanding rapidly, were mainly the result of unfavourable swings 

in the terms of trade which were some 16 per cent worse in 1955 

than in 1938 (for details, see Dow, 1976). On the other hand, 

the higher proportion of imports into the U.K. from 1958, the 

year when almost all import restrictions were lifted, is a sign 

of the U.K.s failure to compete.

Britain's share of world growth was also falling. Between 1957 

and 1967 the rate of growth of U.K. manufacturing exports was 2.4 

per cent per annum (compared to 3 per cent per annum growth rate 

in manfacturing output).

The government's first attempt to assist exports came in 1949. 

In September of that year the exchange rate which had remained 

fixed at $4.03 since 1939, was devalued to $2.80. But this did 

not help greatly since most of Britain's trading partners 

followed suit. This in fact was an attempt to eliminate the so 

called dollar shortage. The sharp rise in import prices due to 

the Korean War (1950-1) led to further worsening of U.K. balance 

of payments.

The government's first concern was to promote full employment in 

the economy after the experience in the twenties and thirties 

when unemployment was never below one million. The early 

establishment of full employment after the war was achieved on

the one hand by desires to have free trade, replacement of 

capital eguipment and American aid to countries that suffered 

war damage, and on the other hand by the governments' cheap money 

186



policies. In the fifties and sixties the efforts of the 

government were concentrated on keeping inflation in check and in 

reducing the unemployment level. Prices, on the other hand, rose 

guite fast during and immediately after the war. Consumer prices 

rose by 10 per cent between 1945 and 1947 and by a further 10 

per cent in the following two years. Devaluation and 

the outbreak of the Korean war introduced further inflationary 

impulses (prices rose by almost 20 per cent in the following two 

years). From there onwards inflation became a world wide 

phenomenon. In the U.K. prices rose at about 2.5 per cent per 

annum between 1952 and 1972. (Figure (3.18) shows the movements 

in the GDP deflator).

The government, then, was on the one hand trying to ensure 

internal harmony (full employment and inflation under control) 

and on the other to improve the balance of payments.

management policies of the 1948-1967 period were by

The demand

and large

based on Keynesian ideas. But too many conflicting objectives

of the government culminated in another devaluation in November

1967. The exchange rate which remained fixed until then at $2.80 

was then reduced to £2.40. It was only in 1971 that the rate 

moved up to £2.60 under the Smithsonian agreement.

In terms of fiscal policy, government depended more heavily on 

changes in taxation rather than expenditure. These changes 

usually amounted to an increase in some indirect tax or taxes. 

Some hire purchase restrictions were imposed in order to limit 

consumer credit. Monetary policy, on the other hand, played a 

secondary role. The "Cheap money" policies ended in 1951. But 
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it was only in 1955 that the Chancellor emphasized the importance 

of monetary measures in his policies. Bank rate fluctuated 

between 4 and 7 per cent until 1967 and remained at 7 thereafter 

(see figure (3.21)). There were some direct restrictions on the 

banks as well. From 1946 onwards the London Clearing Banks had 

observed an 8 per cent minimum cash ratio and from 1951 they 

observed a liguid asset ratio (cash, call money, Treasury and 

Commercial Bills). This ratio was to be maintained at 28 to 32 

per cent of their deposit liabilities. In 1957 this ratio had to 

be 30 per cent, and 28 per cent in 1963. Further, from 1960 

onwards a scheme of special deposits became operative. Under 

this scheme part of the liguid assets of the London clearing 

banks could be rendered nonliguid by being blocked in special 

deposits at the Bank of England. This scheme was effective only 

from August 1961. In May 1969 the Bank of England halved the 

rate of interest paid on these deposits and in 1971 the scheme 

was abandoned. From the 1950's onwards there were some lending 

reguests as well. These were designed to direct banks' money to 

sound institutions. In July 1955, banks were specifically asked 

to reduce the level of their advances by 10 per cent.

Finally, in the money market, from 1951 onwards, the Bank 

controlled the rates, especially the Treasury Bill rate by acting 

as the residual supplier of finance to the discount houses. The 

Consol rate, as shown in figure (3.22), followed these movements 

in short rates; and the fluctuations, of course, are less 

accentuated. There is a definite upward trend in this rate with 

three sharp and major peaks; 1957, 1961 and 1966.
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The monetary aggregates M1 and M2 grew by about 65 per cent and 

104 per cent respectively (2.1 and 3.0 per cent per annum) over 

the period 1946 to 1970. Figures (3.26 and (3.27) show the 

fluctuations in M1 and M2 respectively. Both M1 and M2 grew 

considerably faster over the cheap money phase (3.8 and 4.4 per 

cent per annum respectively between 1946 and 1951) than the dear 

money phase (2.4 and 3.8 per cent per annum respectively between 

1955 and 1969) and it would seem that the monetary aggregate M1 

followed the movements in the interest rates more closely in an 

inverse fashion than M2 (especially over the years 1957/8 and 

1965/6). This is not surprising considering that M2 includes 

interest bearing assets, and M1 does not. The monetary base, on

the other hand, grew much faster than either M1 or M2. This is a 

period of fixed exchange rates and hence any changes in the 

domestic component of the base will be offset by the foreign 

component. If, for example, there is a rise in the domestic 

component of the base, this will increase the money supply which 

will then increase prices. Foreign reserves will be lost as a 

result. This will then lower the base.

Between 1946 and 1970 the base increased by about 120 per cent 

(3.2 per cent per annum). It was the multiplier, especially 

that for M1, that held down the growth of money balances. Both 

M1 and M2 multipliers rose guite fast at first. From almost 2.5 

and 3.8 respectively in 1946 they reach about 3.2 and 4.6 in 

1949. After a relatively steady two years, they both fell 

rapidly until 1955 reaching about 2.4 and 2.8 respectively. From 

there onwards they follow a relatively flat trend until 1969.
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Of the components of the money multiplier, the reserve ratio was

by and large stable at 8 per cent. This is because from 1946

onwards the London Clearing Banks had observed an 8 per cent

minimum cash ratio. And since these banks dominate the series

the reserve ratio hardly moved away from that 8 per cent,

suggesting that banks did not hold any excess reserves over the 

required level. In our examination of the money multiplier, we 

are therefore left with the components that explain the public's 

behaviour, the currency to demand deposits ratio firstly follows 

a gradually falling trend. It drops from about (see figure 

(3.23)) 35 per cent in 1946 to about 26 per cent in 1949, and

then starts rising until 1958 when it stabilizes around 45 per 

cent with some variation around that. Looking at the movements 

in the short rates of interest we find that the currency ratio 

follows these very closely with a positive response. Similarly, 

the time to demand deposits ratio (figure 3.24)) is fairly flat 

until 1950 with a value of 55 per cent and very little 

fluctuation around that. Ihe beginning of a smooth rising trend 

in 1951 coincides with the ending of "cheap money" policies and 

the sharper increase after 1955 can be attributed to the 

announcement by the Chancellor of his reliance on the monetary 

measures in his policies from 1955 onwards. As for the currency 

ratio, the time deposit ratio followed the movements in the short 

rates of interest in a positive fashion. From 1957 onwards this 

ratio increased gradually from about 70 per cent to around 110 

per cent in 1969. The peaks in 1958 and 1961 can be compared 

with those in the interest rates.
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Figure (3.17)

GDP at constant prices, 1955 - 1969, quarterly
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Figure (3.18)

GDP Deflator, 1955 - 1969, quarterly
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Figure (3.19)
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Figure (3.20)

1955 - 1969, quarterly
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Figure (3.21)

Bank Rate, 1955 - 1969, quarterly

1955 
1957 

1959 
1961 

1963 
1965 

1967 
1969

00*8

195



Figure (3.22)

Consol Rate? 1955 - 1969, quarterly
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Figure (3.23)

Currency to Demand Deposits Ratio, 1955 - 1969, quarterly
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Figure (3.24)

Time to Demand Deposits Ratio, 1955 - 1969, quarterly
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CHAPTER FOUR

Testing for Exogeneity
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In chapter two (section 2.1), we argued that interest rate or 

exchange rate targeting policies of the monetary authorities 

might render the base and hence the money supply dependent upon 

the variables entering the money demand function. When this 

happens, then it might not be possible to identify the demand 

function. For this reason we then argued that it is the form of 

the resulting final specification that will decide whether the 

estimated general relationship between money, income, prices and 

interest rates should be interpreted as a demand or a supply 

function. We went on to note that, in econometric terms for 

Ordinary Least Squares, (OLS), to give consistent and efficient 

estimates it is necessary for the arguments appearing in the 

money adjustment equation to be exogenous with respect to the 

money stock. We then developed a formal test of exogeneity.

In this chapter we will use this test of exogeneity in order to 

determine two issues. First, we examine whether money, M, is 

exogenous with respect to income, prices, and interest rates (Y, 

P and r). If it is, then this implies that Y, P and r contain no 

information relevant to explaining the movements in money stock. 

There will therefore be no reason to estimate the money 

adjustment equation. Second we test whether Y, P and r are 

exogenous with respect to M. If they are, then OLS can be used 

to estimate the money adjustment equation. We perform these 

tests first with annual data for the period 1871-1913, and second 

with quarterly data for the sub-periods 1922-1936 and 1955-1969. 

In most cases this division of the sub-periods is dictated by the 

frequency and continuity of the data. These tests will be 
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performed for M2 as well as for M1 for post 1922, the date when 

figures for M1 can be separated from M2 figures.
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Testing for Exogeneity

It was explained in section (2.1) that if a dynamic regression 

model relating M to Y, P and r exists then M must be 

endogenous. This is eguivalent to testing the hypothesis that in 

eguation (2.1)

(J = [a2(L), c^(L), %(L)] = 0

The test statistic is an F-statistic of the following form

F +(RRS5)- URSS)/r

URSS/n-k

where r = the number of restrictions

n = the number of observations

k - the number of variables

URSS is the sum of the sguared residuals from estimation of (2.1) 

and RRSS is the sum of squared residuals from estimation under 

the restriction y = 0.

Rejection of the null hypothesis, Ho (where Ho, y = 0) would
* 

indicate that Y, P and r do in fact provide an explanation for M.

If with this test it is established that money is in fact 

endogenous with respect to income, prices and interest rates we 

will then test whether OLS estimation is valid.

For OLS to be used appropriately, a sufficient condition is the 

exogeneity of the regressors, Y, P, and r and a necessary 

condition is the absence of simultaneous feedback. (See equation

(2.12)).

*This is a restricted F-test. A more symmetrical test would test 
the exogeneity of each regressor with respect to all other 
variables (not just M) in the system.
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To perform these tests the orders of the lag polynominals are set 

a priori so that the individual equations can be estimated by 

OLS. In this case both N1 and N2 are set to 4 with constants 

being included in the regressions. Tests are performed on the 

regressors individually. That is, the exogeneity of the i^^ 

variable in X in (2.3) is again tested with the F-statistic test 

set out in (4.1). In this case URSS is the unrestricted sum of 

squared residuals from the i^ equation in (2.12) and RRSS is the 

sum of squared residuals from the i^ equation obtained under the 

restriction 6. = 0.i

In the cases where exogeneity is rejected, simultaneity is then 

tested by computing the t-statistic associated with the parameter 

6.io.
Because we look at two definitions of M, we will be dealing with 

two alternative vectors of variables denoted:

Z1 = (M1, Y, RS, LL, P)

Z2 = (M2, Y, Rs, RL, P)

where Rs and RL refer to short and long interest rates respectively.

The tests will be performed with annual and quarterly data.

Wherever the wage rate has been used as an additional regressor, 

the following two vectors are then used to perform exogeneity 

tests:

Z3 = (M1, Y, Rs, RL, P, W)

Z4 = (M2, Y, Rs, RL, P, W)
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The F statistics and the appropriate t-statistics obtained for 

different periods with annual and quarterly data are given in 

Tables (4.1) to (4.6). The F statistics F^ and FM2 refer to the 

test statistics for testing the endogeneity of M1 and M2 with 

respect to Y, P, Rs, RL, (and W if it is included in the vector 

given at the top of the tables). F^, F^, F^, F^, F5 refer to the 
s LF statistics for testing the exogeneity of Y, R , R , P and W 

respecti velv.

The following results emerge from these tables:

Table (4.1) gives the results for the vector Z2 with annual data 

over the period 1871-1913. F^2 confirms the endogeneity of M2 

with respect to Y, Rs, R^ and P. The F-statistics F^ to F^ show 

that the endogeneity is rejected for one regressor only, the 

income variable. Further, there is evidence, from the t- 

statistic, of simultaneity. OLS cannot be used to estimate the 

adjustment equation for M2 balances over this period.

Table (4.2) gives the results for the vector Z^, with quarterly 

data for the period 1922-1936. F^ confirms the endogeneity of 

M1 with respect to Y, Rs, R^ and P. The F-statistics, F^ to F^, 

show that the exogeneity is rejected for only one regressor, RL. 

There is, however, no evidence of simultaneity, OLS can be used 

to estimate the adjustment equation for M1 balances.

Table (4.3) gives the results for the vector Z2 with quarterly 

data over the period 1922-1936. FM2 rejects the endogeneity of 
s L

M2 at the 0.05 significance level. This implies that Y, R , R 

and P provide no information for M2. There is, therefore, no 
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reason to estimate the adjustment equation for M2 balances over 

this period. If, however, for completeness, we carry on and 

estimate this adjustment equation, then the F-statisties, F^ to 

F^, indicate that OLS will be appropriate since the exogeneity is 

rejected for only one regressor but there is no evidence of 

simultaneity (from the t-statistic) in this case.

Table (4.4) gives the results for the vector , with quarterly 

results over the period 1955-1969. F^ confirms the endogeneity 

of M1 with respect to Y, Rs, RL and P. The F-statisties, F^ to 

F^ show that the exogeneity is accepted for all the regressors, 

OLS therefore can be used to estimate the adjustment equation for 

M1 balances over this period.

Table (4.5) gives the results for the vector , with quarterly 

data over the period 1955-1969. F^ confirms the endogeneity of 

M1 with respect to Y, Rs, RL, P and W. The F-statisties, F^ to 

F5, confirm the exogeneity of the regressors and hence the usage 

of OLS for estimating the adjustment equation for M1 over this 

period.

Table (4.6) gives the results for the vector Z^, with quarterly 

data, over the period 1955-1969. F^ confirms the endogeneity of 

M2 with respect to Y, Rs, RL and P. The F-statisties, F1 to F4 

show that the exogeneity is rejected for one regressor, Rs. 

There is, however, no evidence of simultaneity (from the t- 

statistic) in this case. OLS can, therefore, be used to estimate 

the adjustment equation for M2 balances over the period.
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TABLE (4.1)

Endogeneity/Exogeneity tests

1871-1913, Annual

Z2 = (M2, Y, RS, RL, P)

c I
The endogeneity of M2 with respect to Y, R , R and P:

Fm2 = 4.69*

* (denotes significance at 0.05 level)

r =20

n-k = 14

F.95(20,14) = 2.40

The exogeneity of Y, Rs, RF and P with respect to M2:

Y: F1 = 3.29* t1 = 3.21*

Rs: F2 = 0.51

RL: F3 = 0.5

P: F4 = 1.29

r 5

n-k = 17
(17)

F’95 (5,17) = 2.81 t-975 = 2.10
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TABLE 4.2

Endogeneity/Exogeneity tests

1922-1936, Quarterly

Z1 = (M1, Y, Rs, RL, P)

s IThe endogeneity of M1 with respect to Y, R , R and P:

FM1 - 2.92*

★ (denotes significance at 0.05 level)

M1

r = 20

n-k = 31

F.95(20,31) = 1.90

The exogeneity of Y, Rs, RL and P with respect to M1:

Y: F1 = 0.896

Rs: F2 = 1.84
i (34)

R: F3 = 3.25* t3 1.08

P: F4 = 0.36

r 5

n-k = 34

F.95(5,34)i = 2.94 t'975 = 2.03
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TABLE (4.3)

Endogeneity/Exogeneity tests

1922-1936, Quarterly

Z2 = (M2, Y, RS, RL, P)

s LThe endogeneity of M2 with respect to Y, R , R and P

FM2

r

1.84

20

n-k = 31

F.g5(20,31) = 1.90

The exogeneity of Y, Rs, RL and P with respect to M2

Y: F1 = 1.70

Rs: F2 = 2.43

RL: F3 = 4.49* t3 0.125

P: F4 = 0.16

r = 5

n-k = 34
(34)

F.95(5’34!I 2.49 t.g75 2.03

* (denotes significance at 0.05 level)
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TABLE (4.4)

Endogeneity/Exogeneity tests

1955-1969, Quarterly

Z1 = (M1, Y, Rs, RL, P)

The of M1 with respect to Y, Rs, RL and P

2.49

FM1 = 2.52*

r = 20

n-k 31

F.95 (20,31) 1.90

The exogeneity of Y, Rs, RL, and P with respect to M1

Y: F1 = 1.097

RS: F2 = 2.47

RL: F3 = 0.93

P: F4 = 1.30

n-k = 34

r 5

★ (denotes significance at 0.05 level)

F.95(5’34)
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TABLE (4.5)

Endogeneity/Exogeneity tests

1955-1969, Quarterly

Z3 = (M1, Y, RS, RL, P, W)

c I

The endogeneity of M1 with respect to Y, R , R , P and W:

FM1 = 4’40*

* (denotes significance at 0.05 level)

r =25

n-k = 26

F_g5(25,26) = 1.95

The exogeneity of Y, Rs, RL, P and W with respect to M1

Y: F1 = 2.35

Rs: F2 = 2.22

RL: F3 = 1.83

P: F4 ■ 1.38

W: F5 ’ 1.75

r = 5

n-k = 30

F>95(5,30) = 2.53
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TABLE (4.6)

Endogeneity/Exogeneity tests

1955-1969, Quarterly

Z2 = (M2, Y, Rs, RL, P)

The endogeneity of M2 with respect to Y, Rs, R^ and P:

FM2 = 2-95*

r = 20

n-k = 31

F_95(20,31) = 1.90

c i
The endogeneity of Y, R , R and P with respect to M2

Y: F1 = 0.49

RS: F2 = 5.27*

RL: F3 = 2.42

P: F4 = 1.98

r = 5

n-k = 34

F>g5(5,34) = 2.49 03

* (denotes significance at 0.05 level)
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Sensitivity to Serial Correlation

The foregoing results are based upon the F-statistics and the t- 

statistics relating to the equations of the form (2.10) and 

(2.11) in chapter two. One of the important conditions for these 

test statistics to produce reliable results is that the errors 

should be serially uncorrelated. When, however, we constructed 

the correspond!ng regressions for testing the exogeneity of Y,
s LR , R and P with respect to money balances, some of these 

regressions showed serial correlation when tested with the 

Lagrange Multiplier test. In order to remove the observed 

autocorrelation the following procedures are applied.

(i) apply OLS to the regressions of the form (2.10) and

(2.11) with four lags in the variables

(ii) investigate the autoregressive properties of the fitted 

residuals, u^, by regressing u^ on u^ p .............. , u^_^

(iii) Check which of these coefficients were most significant 

and then apply a filter to the series of the form 

(1 - a^ L - a? - a^ L^ - a^ L^)

(iv) Perform the necessary F-statistics and t-statistics to 

the prefiltered series.

After applying these filters to the series we then checked for 

any higher order serial correlation. In most cases we found no 

evidence of higher order autocorrelation. The F-statistics and 

the t-statistics obtained with the filtered series were not 



significantly different from those with the unfiltered series. 

That is, none of the conclusions reached were altered as a 

result.

Consider, for example, the statistic in Table (4.2). 

refers to the F-statistic for testing the exogeneity of Y with 

respect to M1. The unrestricted sum of squared residuals (URSS)

in this case, was calculated from a regression which showed 

serial correlation (where the Lagrange Multiplier, Z^(4) = 15.54) 

and the restricted residuals sum of squared, (RRSS), came from 

the regression which, again, showed serial correlation (where 

Z^(4) = 15.1) When, however, we applied the above explained

filter to the series, the Lagrange Multiplier tests (Z^(4)) for 

serial correlation showed no indication of serial correlation, 

(Z^(4) was found to be 6.81 and 2.66 in the two regressions used 

to calculate the F-statistic). The F-statistic F^ was increased 

substantially to 2.1 but the exogeneity of Y with respect to M1 

could still be accepted at the 0.05 significance level.

Similarly, even when we observed higher order serial correlation 

with the filtered series, the F and t-statistics were not altered 

so much from those with unfiltered series that further 

investigations for removing higher order autocorrelation were 

worth pursing. In any case, in almost all these cases, it was 

observed that, although there was autocorrelations in the 

regressions including the money balances (past and present 

values), the regressions excluding these money balances showed no 

sign of autocorrelation. This result in itself provides further 
c I

evidence of exogeneity of Y, R , R and P with respect to M in 
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these regressions.

Consider, for example, the - statistic in Table (4.3). The 

URSS in this case, came from a regression which showed serial 

correlation (Z^(4) = 22.9). Applying the filtering to the series 

reduced the serial correlation but the null hypothesis of no 

serial correlation could still be rejected at the 0.05 

significance level (Z^(4) = 9.6). The with filtered series 

was now 5.31 still indicating that the exogeneity of R^ with 

respect to M2 could not be accepted at the 0.05 significance 

level. As with unfiltered series, however, no evidence of 

simultaneity could be found (t-static = -0.4). Further, the 

regression excluding money balances showed no evidence of serial 

correlation (Z^(4) = 7.2).

In this chapter we first tested whether the money adjustment 

equation relating money to income, prices and interest rates does 

in fact exist. The results showed that such a relationship can 

be established with annual and quarterly results for all 

subperiods except for the inter war period where the endogeneity 

of M with respect to Y, P and R is confirmed for M1 only and not 

for M2.

We then tested whether such a relationship can be estimated with 

OLS. Whenever the exogeneity of the regressors with respect to 

M1 and M2 has failed, a test is then performed to test whether a 

simultaneous feedback exists or not. The absence of simultaneity 

confirmed OLS to be the appropriate estimation technique for all 

subperiods except for the period 1871-1913 where we found 
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evidence of simultaneity between M2 and income. For this period, 

an alternative method to OLS, like the Instrumental Variable, IV, 

estimation technique is required.
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CHAPTER FIVE

Estimation: 1871-1913

5.1 The Pre World War One Period

5.2 Money Adjustment Process

5.3 Money Mui tipiier Components

5.3.1 Currency to total deposits ratio

5.3.2 Reserve to total deposits ratio
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In previous chapters we have discussed various theories and 

empirical studies surrounding demand for and supply of money. We 

will now check whether their implications are confirmed by our 

own empircial results from the period 1871-1913.

In the first section, a short summary will be given describing 

the behaviour of the main economic variables within this period.

The second section will deal with the money adjustment process 

for M2 balances. First a partial adjustment for modelling money 

balances will be estimated to provide both a baseline for 

subsequent comparison and an example of the 'conventional' 

approach used in most empirical studies. Second, the money 

adjustment process will be estimated using the three stage 

procedure explained in chapter two. The results obtained within 

this 'General to Specific' framework will then be compared with 

that of the conventional specification and with other empirical 

studies. The section will end with a discuss.ion of the long and 

short run implications of the final specification.

In a similar fashion to the money adjustment process, the two 

money multiplier components will then be estimated in the third 

section. The results will then be compared to those of other 

empirical studies and a discussion of their implications for the 

money adjustment process will conclude the section.
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5.1 The Period 1871-1913

We examined this period at some length in chapter three (section 

3.1.2). In order to avoid repetition we will just outline the 

main features of the period.

This is a period of rapid growth in world economy. At the same 

time most fast developing countries outside Europe are 

experiencing financial instabilities. Most important are the 

various banking crises in the U.S. over the years 1879 and 1890. 

A major characteristic of the period for the UK is the stability 

created by the adjustment mechanism inherent in the workings of 

the Gold Standard. The implication of this fixed exchange rate 

regime for the economy as a whole is that key variables - money, 

output, prices - are tied to outputs in the world economy.

In terms of output, Britain was experiencing a slow but steady 

growth rate. An important feature of the period is the behaviour 

of prices - falling from 1873 until 1896 and then rising 

gradually until the end of the period. One explanation for such 

a behaviour in prices is found in the growth rates of money 

supply in relation to the course of economic activity. That is , 

up till 1986 the rate of growth of output was considerably faster 

than the monetary growth - hence prices fell. From 1896 onwards 

we find opposite movement in these growth rates - prices 

therefore rose. Overall the money supply grew at an annual rate 

of 1.12 per cent. There are four important peaks in the money 

supply series - 1876, 1884, 1892 and 1902 - all of which seem to 

follow the peaks in the business cycle (Burns and Mitchell, 
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1946). Domestic policy is constrained by the gold standard 

system and Bank rate is determined primarily by external 

considerations.

Under fixed exchange rate regime the base and ultimately the 

money supply are said to be endogenous and tied closely to the 

rest of the world's money supply. Further the operation of the 

gold standard mechanism implies simultaneity between base money 

and a broader money supply through the automatic adjustment 

between prices and gold flows. These conditions suggest that the 

simultaneity between the money supply and the arguments in its 

adjustment function is an important issue for this period.

This brings us to the next section where the money adjustment 

mechanism is examined in more detail. It should be remembered at 

this stage, however, that in chapter four we found simultaneity 

between M2 and income series.
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5.2 Money Adjustment Process, 1871-1913

It was noted in chapter two that a three stage procedure will be 

used to estimate the money adjustment process. The general 

unrestricted model is of the form given in equation (2.1)

As a starting point, however, the conventional partial adjustment 

equation will be estimated for subsequent comparison.

It was found in chapter four that there was simultaneity between 

M2 and the income series, Y. OLS are therefore not appropriate. 

Consequently the conventional partial adjustment approach for 

modelling money balances has been estimated by instrumental 

variables, IV, with gross capital formation and the public 

expenditure on goods and services used as instruments for Y.

The result of the estimation is as follows.

M = 1.43 +
r (0.76)

0.63 M, . + 0.35 Y, + 0.51 P.
(0.12) t_1 (0.11) 1 (0.14)

- 7.56 rL
(2.1)

- 0.68 rs 
(0.51)

(5.1)

s = 0.01669 USS = 0.010037

D.W. = 0.86 R2 = 0.99

T = 42

where Y = GNP at constant factor cost

rs = (1 + bbr), bbr = three month Bank Bill Rate

= (-"i + cr), cr = the yield on 21 per cent Consols

M = M2 series

P = GNP deflator
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All variables are in natural logarithms.

The conventional approach has been also estimated by OLS so that 

its results can then be compared to those obtained with 

Instrumental Variables method. Estimation by OLS gave:

M = 1.35 + 0.65 M 
r (0.56) (0.07)

+ 0.34 Y. + 0.05 P. - 7.52 rL - 0.65 rs 
(0.07) 1 (0.11) r (2.05) (0.45)

USS = 0.010028

s = 0.0166896 T = 42 R2 = 0.99387

W = 0.85 R2 = 0.99462 h = 4.18

The estimated coefficients and the implied long-run elasticities 

are not different than those obtained in (5.1). Further, Godfrey 

(1978) pointed out that the DW and some other statistics are 

invalid when the residuals of an instrumental variable approach 

are used. Moreover, the Wu-Hausman test implies that there 

is a lack of correlation with respect to the instruments used.

(*)  Wu-Hausman test, in this case, would involve first obtaining 
the residuals, v, from the following regression 
vt = % + + a2 Pt + “3 4 + Vt + “5 GE + % INV

where GE and INV are the instruments used for Y and then testing 
the hypothesis of ?6 = 0 in the following regression

Mt = So + 61 Mt-1 + P2 Yt + e3 Pt + 64 rt + S5 rt + e6 v 
In this case the estimated coefficient for v turns out to be 
-0 02 with a standard error of (0.15)
For details of this test, see Hausman (1978)
The sources of data are:
GE = Public Authorities' current expenditure on goods

and services
Feinstein (1972), Table 7, T22, Column (2)

INV = Gross Domestic Fixed Capital Formation
Feinstein (1972), Xable 7, T22, Column (3)
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TABLE 5.1

Estimation results of the general specification for M2: 

1871-1913, annual

J 0 1 2 3 4

• 0.31 -0.03 -0.12 0.02 -0.01
t-J (0.09) (0.12) (0.13) (0.11) (0.11)

P, • 0.25 -0.13 0.38 -0.36 0.05
t-J (0.15) (0.15) (0.14) (0.13) (0.15)

sr, . -0.82 -0.12 -0.21 0.11 -0.20
t-J (0.33) (0.39) (0.50) (0.39) (0.33)

L
r, . 1.71 -5.14 3.15 -0.47 3.47
t-J (3.34) (4.66) (4.96) (4.81) (3.81)

M, . . 1.53 -1.0 0.51 -0.19
t-j-1 (0.25) (0.44) (0.38) (0.18)

R2 = 0.999 a = 0.95 (0.64)0
R2 = 0.998 T = 39

DW = 2.25 standard errors are in brackets

s = 0.008171 Z^(4) = 4.32
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The residual diagnostic test accompanying equation (5.2) shows 

the presence of serial correlation. Further, an inspection of 

residual correlogram shows r^ = 0.49, r^ = 0.23 and r^ = 0.35

suggesting the possibility of mis-specification.

In view of these results, the order of the lag polynominal in

(2.1) is set to four. That is the general specification 

considered is of the following form.

Mt = ao+ £ (%• Yt-J+ pt-j+ rt-j

+ “j rt-j + nj )
(5.3)

Due to the close similarity between OLS and IV estimators, (5.3) 

is estimated using OLS, the results of which are shown in table

(5.1).

Performing the sequence of individual t-tests first on the 

interest rates, then on income, led to the following intermediate 

stage:

= 1.30 + 1.57 M
(0.39) (0.11)

- 1.13 M. 9 + 0.60 M 
(0.21) 1 (0.2)

- 0.27 M. d + 0.25 P
(0.11) (0.08)

- 0.09 P
(0.09)

+ 0.21 P
(0.09)

-0.35 P. . + 0.16 P. d
(0.09) r J (0.74)

L
- 5.35 r. 1 
(2.19) r_l

+ 5.20 rl , - 0.71 rl + 0.36 Y. - 0.13 Y ?
(2.5) t_2 (0.21) 1 (0.05) (0.06) (5.4)

DW = 2.11 R2 = 0.999 7^4,16) = 2.47

s = 0.006994 R2 = 0.9989

T =’39 Z5 = (10*14)  = 0.36



The F-test Z$ indicates that (5.4) can not be rejected against 

the maintained specification.

Progressing from (5.4) and testing whether each variable should 

appear in level or differenced form yielded:

A(M-P) = 0.01 + 0.48 A2(M-P). 1 + 0.16 A,Y.
(0.02) (0.04) (0.04) 2 Z

- 0.72 A2P, - 0.21 (M-P). . - 0.86 r.s
(0.05) T (0.03) (0.16) r

+ 0.21 Y - 6.21 Ar) .
(0.03) (1.84) (5.5)

R2 = 0.93

DW = 2.04

Z.^4) = 5.27

Z2(28) = 24.42

R2 = 0.911

s = 0.006934

Z3(6) = 3.84

Z4(8,25) = 1.05

Z.5(17,17) = 0.48

Zg(17,22) = 1.696

The tests following the final specification, equation (5.5) all 

pass with flying colours. The F-test Z$ does not reject the 

restrictions implied by the specification against the maintained 

equation. The residual diagnostic tests show no evidence of mis-

specification. The Chow test for parameter stability, Z^, also 

confirms that the final specification is robust. The following 

specification gives the results of estimating specification (5.5) 

for two sub-periods. The period 1871 - 1896 in a period of falling 

prices and 1896 - 1913 in that of rising prices.
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1871-1896

A (M-P) = - 0.06 + 0.47 A2(M-P). . + 0.17 A9Y. - 0.70 A2P
(0.06) (0.05) t_l (0.06) Z L (0.07) * 1

A (M-P). = 0.44 + 0.60 A2(M-P)._1 + 0.01 A9Y - 0.75 A2P.
1 (0.2) (0.08) r_l (0.83) 1 (0.08) L

-0.38 (M-P). . - 0.17 r! + 0.28 Y. - 5.76Ar. 1
(0.08) (0.3) L (0.05) L (2.33)

(5.7)

-0.19 (M-P) . - 0.84 rf + 0.21Y - 2.13 A rL
(0.05) (0.24)1 (0.05J (3.5) 1

(5.6)
R2 = 0.94

R2 = 0.912

DW = 2.05

1897-1913

R2 = 0.942 DW = 2.36

R2 = 0.897 s = 0.00616

We should remark briefly on the short-run results before

examining the steady state long-run results. The short-run

dynamics are quite complex despite the relative simplicity of the 

final specification.

The following table gives the solved coefficients for the 

specification (5.5).
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TABLE (5.2)

Solved Coefficients for M2

1871-1913, annual

j 0 1 2 3 4

1.48 -0.96 0.48 -0.21 -

pt-j 0.28 -0.04 0.24 -0.48 0.21
sr. •t-J 
L

ft-j

-0.86 - - - -

- -6.21 +6.21 - -

Yt-j 0.37 - -0.16 - -

When we examine the response time paths of the series to shocks 

in the exogenous variables we find that in relation to income, 

the response is an initial overshoot with subsequent negative 

effects taking the total effect to unity. A similar response is 

observed in relation to the interest rates, and price level. 

Figures (5.1), (5.2) and (5.3) illustrate these short-run 

movements in money balances for one per cent increase in income, 

price level and interest rates respectively.
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Figures (5.1), (5.2) and (5.3)

Short-run movements in M2 for 1% increase

(V
/O

Increase in M2 
for 1% increase 
in income

Figure (5.1)

(R 
/O

Increase in M2 
for 1?o increase 
in prices

Figure (5.2)

Figure (5.3)

(V
/O

Decrease in M2 
for 1% increase 
interest rates
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The long-run relationship can be seen if we are in steady-state. 

In order to examine the long-run properties it is assumed with 

Currie (1981), that a variable at period t-j is equal to the 

value of the variable at period t minus j times its trend rate of 

growth, (tt ).

That is:

Mt-j = Mt ■- JTTO

Yt-j = Yt ■- jir1

pt-J • pt •- Jit 2

Equation (5.8) gives the results obtained when these assumptions 

are substituted in equation (5.5)

M = Y + P + [0.76 n + 0.05] - 4.10rs (5.8)

Interestingly the equilibrium income and price elasticities are 

found to be unity. In chapter one, we have discussed the 

empirical results from major U.K. and U.S. studies. In Table 

(1.4) we have presented a summary of U.K. results on income 

elasticities. Compared with the studies there, a unity income 

elasticity seems to be confirmed with annual data for the same 

period. This elasticity is however lower than those reported for 

Post-World War Two period with annual as well as with quarterly 

data.

Specification (5.8) also confirms the common view that 

transactors are concerned with the real purchasing power of money 

balances; that is, M is found to be homogenous of degree one in 
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prices which imiplies the absence of money illusion.

The long-run interest elasticity of M2 with respect to the Bank 

Bill rate, evaluated at the mean yields -0.11. The static 

equilibrium properties with respect to income, prices and 

interest rates are in conformity with most other studies. Among 

them, a good example would be the study by Klovland (1986) 

where the demand for money in the U.K. is examined for the period 

1875-1914. The "preferred equation" in this study relates the 

real demand for money to income, the own rate of return on money 

and the yields on two substitute assets. There is, however, some 

difference between his results and ours. Klovlands's preferred 

equation is shown to be significantly affected by the rate of 

return on deposits and the Consol yield. Our final 

specification, however, is affected by the Consol rate in the 

short run only and the interest rate on time deposits is not 

included as a separate variable in our specification search.

The steady state results show money balances to have a positive 

real growth elasticity of the order 0.76 . In section (1.2) we 

argued with Gurley and Shaw (1967) that at relatively early 

stages of development a positive relationship between real growth 

and money balances should be expected; since money at those 

stages of development constitutes almost the only store of value. 

At higher stages of development, as in the post-war period, the 

relationship between money balances and real growth becomes 

negative since alternative financial assets grow faster than 

money balances as means of storing wealth. The empirical results 

that relate to the post 1963 period - e.g. Hendry and Mizon
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(1978) - support such a negative relationship. It remains to be 

seen whether we will come to the same conclusion with our data.
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5.3 Money Multiplier Components

In this section we analyse the components of the money 

multiplier. With the currency to total deposits ratio we examine 

the public's behaviour and with the reserve to total deposits 

ratio, that of the banking sector.

The currency ratio follows a downward trend from around 25 per 

cent at the beginning of the period to about 10 per cent towards 

the end. The increasing familiarity with the banking system and 

the spread of the banking are the two obvious explanations for 

this downward trend behaviour over this period.

The reserve ratio on the other hand, shows just the opposite 

movement, following a gradually rising trend from around 9 per 

cent to about 13 per cent. The main reason is thought to be the 

widespread feeling that larger reserves should be held in order 

to strengthen the public's confidence in banks.

5.3.1 Currency-Deposit Ratio

For the period 1871-1913 it is not possible to separate demand 

deposits from time-deposits. We can not therefore examine the 

currency to demand deposits ratio but only the currency to total 

deposits ratio to explain the public's behaviour. In chapter 

one, section (1.3), we have analysed the variables that are 

expected to affect this currency-ratio. Equation (1.30) gave 

these theoretical variables.

A dynamic specification for equation (1.30) in an unrestricted
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general form is given in equation (5.9).

= % +j0 <a1+J Yt-j + a4+j Pt-j

+ at+j (rTD)t-j + a10+j F*t-j

where
+ a13+j K \-j + uc (5.9)

Y = GNP at constant prices

(fTD^ = TDR = time-deposit rate

F*  = bank safety index = (1-F), F = bank failure rate

P = GNP deflator

In equation (5.9) the order of the lag polynominal is set at two. 

The residual correlogram and the diagnostic tests did not show 

any mis-specification, so that equation (5.9) can be treated as 

sufficiently general.

Initially, two representative rates of interest are chosen: the 

Bank-Bill rate and the rate on time-deposits. The former rate, 

however, turned out to be insignificant and was therefore 

dropped.

In our study, the bank failure rate, F, is represented by the 

proportion of the total number of banks that failed during the 

year. Another measure could be the ratio of deposits in failed 

banks to total deposits, but, for the period 1871-1913, data 

limitations prevent the usage of such a proxy.

It should be observed that in the UK over this period banks did 

not fail outright, with associated loss of depositors funds. 

Rather, they were taken over by, or amalgamated with, another
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bank. We treat these takeovers as equivalent to outright failure 

in the information they conveyed about the banking system; the 

reason for the takeover was usually well known.

The importance of the inflation rate in the UK money adjustment 

process is confirmed in the previous section for the period 1871- 

1913. We will let the data show us how this variable can be 

constructed for the currency-ratio, that is we include the prices 

in level form (current and lagged) as separate variables rather 

than in differenced form.

Finally, due to the lack of empirical evidence on the

significance of the public1s tax liabilities in the currency-

ratio (see section 1.3.4) and data limitations over the

construction of this variable over the period, this variable i s

ignored in the regression.

Table (5.3) shows the results of estimating equation (5.9)

Restrictions were then imposed on the maintained hypothesis and 

testing was continued down to a parsimonious model. The final 

specification finally reached is as follows:

0.25 (C/n)t . -0.69 Y. -0.68 AP
(0.14) U t_l (0.15) r (0.4)

+1.8 [1+(i“Tn)<-] -2.00 F*.  . +3.53
(0.95) U r (0.97) (0.9) (5.10)
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R^ = 0.94 }

R2 = 0.93

s = 0.0619

standard errors

Z5(9,35) = 0.5

Z2(15) =11.68

Z1(4) = 4.13

given in brackets

Z4(6,29) = 0.55

Z3(10) = 19.37

Z6(14,17) = 1.06

The resulting specification shows that the level of the currency 

ratio is well explained by current real income, the time-deposit 

rate, the current inflation rate, and the previous year's 

performance of the banking system as suggested by the proxy, the 

bank failure-rate variable.

Paremeter estimates all have the expected signs. The interest 

rate is significant at the one per cent level. Its positive 

effect on the ratio can be explained by the switch from deposits 

to other assets since all interest rates might be expected to 

move together (the Bank Bill rate was tried as a representative 

yield on assets other than deposits but was dropped because it 

appeared insignificant).

The currency ratio appears rather elastic with respect to the 

time deposit rate, but this is due to the variable being (1+r) 

rather than just r. This elasticity evaluated at the mean yields 

0.06.
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TABLE (5.3)

Estimation Results of the general specification 

for the currency-ratio: 1871-1913, annual

2

Yt-j -1.27 0.46 -0.04
(0.49) (0.70) (0.46)

pt-j -0.72 0.75 0.047
(0.65) (0.9) (0.6)

(rTD’t-j 1.486 -0.23 -1.6
(1.23) (1.2) (1.3)

F*  . 0.17 -1.99 -0.05
t-J (1.27) (1.2) (1.20)

(C/D)t-j 0.25 -0.177
(0.20) (0.20)

R2 = 0.948 s = 0.07 ao = 4-.48 (1.47)

R2 = 0.91 Z.j(4) = 3 .29 T = 41

Standard errors are given in brackets
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The coefficient on the own rate of return (- the inflation rate) 

shows that as the expected inflation rate rises this reduces the 

currency ratio. This implies that real assets are substituted 

for currency as the inflation rate rises. The coefficient of the 

variable measuring bank safety is significant and has the right 

sign. It shows that as there is an increase in the banks' 

failure rate people switch from deposits to currency. The 

elasticity of the currency ratio with respect to the failure 

rate, F, evaluated at the mean yields 0.04. Similarly the 

coefficient on the real income variable is of the expected size 

and magnitude. Rising real income changes the mode of life, 

tending to reduce the relative demand for currency by converting 

the practice of holding wealth in currency to deposits since as a 

way of holding money balances, deposits are regarded as superior 

to currency. Another possible explanation is as follows: the 

spread of banking following urbanization provides familiarity 

with the advantages of deposit banking which in turn encourages 

the banking habit and reduces the relative use of currency. The 

effect of urbanization however can not be separated from that of 

real income, and the 'income effect' combines the two.

Before commenting further on the currency-deposit ratio, let us 

examine the reserve to total deposits, ratio, r.

5.3.2 Reserve - Deposit Ratio, (r-ratio)

Following the theoretical and empirical discussion on the reserve 

ratio (Sections 1.3.3 and 1.3.4) the following dynamic 

specification is chosen to represent the unrestricted general 

form in our specification search:
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+ M

(5.11)

where

Y = GNP at constant prices 

rgR = the Bank Rate

rDD = the rate of interest on Bank Bills
DD

F* = bank safety index, (1 - F), F = bank-failure rate 

(All variables are transformed logarithmically)

Equation (5.11) represents a rather simplified version of 

equation (1.33). This is because, first the proportion of time-

deposits out of total deposits, the variable TD/D in equation 

(1.33), cannot be constructed since time deposits cannot be 

separated from demand deposits over this period.

The second simplification is with respect to the variable 

representing the variability of deposits, AD. In order to proxy 

the uncertainty about the outflow of deposits, a series is 

constructed as the standard deviation of four-yearly moving 

average of deposits. This variable, however, appeared 

insignificant and was therefore dropped.

Two additional variables have been used in an attempt to capture 

the effect of the above omitted variables: the real income and 

the bank-failure rate. The importance of these variables in the 

reserve ratio is confirmed with the studies by Cagan (1961) and 
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by Friedman and Schwartz (1971). (For details, see section 

1.3.4). The further additional variable the Bank rate, rgR, is 

included in order to capture the cost to the banks of last resort 

borrowing. An increase in the Bank rate increases the cost of 

obtaining funds from the Bank of England and thus leads banks to 

hold lower reserves.

Finally, there were no legal reserve requirements over this 

period and there was no agreement among 'all' banks as to the 

minimum level at which to hold their reserves. The dependent 

variable, therefore, is not excess reserves to deposits ratio (as 

suggested by equation (1.33)) but 'total' reserves to deposits 

ratio.

The following table gives the results of estimating equation 

(5.11).

TABLE (5.4)

Estimation results of the general specification

for the reserve-ratio: 1871-1913, annual

j 0 1 2

-2.31
(2.98)

0.05
(2.86)

2.09
(2.77)

(rBR)t.j 2.20
(2.87)

1.05
(2.83)

-2.07
(2.64)

Yt-j 0.20
(0.46)

0.41
(0.60)

0.69
(0.42)

F*t-j -3.98
(1.03)

-1.91
(1.24)

-1.70
(1.17)

(-) .1 0 Jt-j
0.40

(0.17)
0.15

(0.17) -
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D.W = 2.115

R2 = 0.78

s = 0.06196

Z.(2) = 1.8

R2 = 0.68

a = -1.66 (0.57)0

Restrictions are imposed on the maintained hypothesis which led 

to the following final specification:

+1.49
(0.8)

(rBfPt-1

-3.96F*  -1.74F*  . -2.03F*  .
(0.92) r (1.0) L (0.98)

-0.64 AY, 1 -1.08
(0.34) t_l (0.29)

R2 = 0.74(*)  Zr(8,34) = 0.57

R2 = 0.70 Z.(2) = 1.08

s = 0.058 Z4(7,27) = 0.99 

(5.12)

Z3(5) = 4.34

Z6(15,13) = 1.37

Z2(21) = 21.42

standard errors are given in brackets.

The resulting specification shows that the level of the reserve-

ratio is well explained by the level of the Bank rate lagged one 

year, the rate of growth of income, and the level of current and 

past values of the bank safety variable.

All the variables have the expected signs and are of the 

anticipated magnitude. The Bank Bill rate which represents the 

opportunity cost to the bank of holding non-interest bearing cash
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reserves was non-significant and hence was dropped. The

elasticity of the reserve-ratio with respect to the Bank rate

evaluated at the mean yields 0.14. (This variable is significant

at the 1 per cent significance level and not at the 5 per

coefficient shows that as the cost of the

last resort borrowing (that is the expected cost to the bank of

obtaining funds from the Bank of England) increases, this

encourages the banks to hold larger reserves. The elasticity

with respect to the bank failure rate, again evaluated at the

mean yields 0.2. Its sign shows that as financial crisis produce

panics in the banking system, the banks feel the need to rai se

their safety margin.

Homogenei ty

In the above estimation, following most empirical studies, e.g.

Boughton and Wicker (1979), we proceeded without considering the

importance of homogeneity. We turn briefly and fi nally to this

issue now. The general specifications (5.9) and (5.11) assumed

homogenei ty with respect to deposits, and the question is, is

such an assumption justified or more interestingly, what happens

to the results when such an assumption is relaxed.

One way of testing this would be to include deposits (*) i n

current levels and lagged one period, as separate regressors in

the final specifications (5.10) and (5.12) and then check their

(5.19) and (5.12) respectively.

(*)  logarithm of deposits
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(•£•). = 3.33 + 0.29 
u r (0.81) (0.15)

-0.63 Y.
(0.21) r

-0.26 AP + 1.39 (rTn)t -1.71 F*
(0.46) (0.91) (0.91)

-0.84 Dt + 0.82 D .
(0.34) r (0.32)

(5.13)

s = 0.05766

R = 0.9526

R2 = 0.94

D.W = 1.93

-1.71
(0.46)

+ 0.52 (£) 
(0.12) U t-1 + 1.33 (r

(0.84)
Br 4-1

-3.53 F* - 1.30 F*  1 - 1.79 F*  ?
(0.92) 1 (1.05) (0.97)

-0.51 Y. 1 -0.30 D. + 0.37 D . (5.14)
(0.36) r'' (0.37) r (0.37)

s = 0.0572936 R2 = 0.72

D.W = 2.27

R2 = 0.77

From equation (5.14) it can be seen that the assumption of 

homogeneity is not rejected for R/D ratio; in equation (5.13), 

however, deposits Dtand D^both appear significant suggesting 

that they should have been allowed for in the general 

specification for C/D. Starting from such a maintained and then 

imposing restrictions resulted in the following specification:
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-0.60 Y
(0.21)

1.27
(0.86) Mt - 1.73 F*  1

(0.92)
-1.0 D
(0.37)

0.96 D
(0.33)

(5.15)

s = 0.0577 R2 = 0.95 Z.^4) = 3.04 Z3(5) = 6.96

Z5(11,24) = 0.31 R2 = 0.94 {6) =11.42 Z4(7,28) = 0.95

An important result that emerges from equation (5.15) is that the 

own rate of return, A P appeared insignificant and had to be
. C .

dropped. The final specification for ( g ) ratio suggests that 

and Dt 1 can be modelled together as A Dt implying that no long- 

run result can be obtained with respect to that variable: that 

is, when there is a shock to deposits, (p ) adjusts temporarily 

but no permanent effect is observed.

The important results emerging from this section are:

Firstly, the currency and reserve ratios have been identified as 

being determined by robust and parsimonous functions. Secondly, 

in their examination, an important variable has been identified, 

the bank failure rate (proxying the conditions in the financial 

sector), the impact of which appears to have been important in 

both functions. Two additional variables, interest rates and the 

income term, both appear important in the functions.

Finally, in the case of currency-ratio only, the rate of growth 

of deposits seem to provide further explanation in the behaviour
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^2 5

of the public over the period 1871-1913. Since the inflation 

term appeared insignificant when AD was included as an additional 

regressor, this implies collinearity between the two terms. 

Presumably, the explanation for the term AD in the function for 

C/D ratio could be that an increase in money supply would firstly 

induce individuals to accumulate it in the form of deposits which 

will reduce the C/D ratio. They will then gradually adjust their 

spending behaviour so that only the rate of growth of deposits 

and not the level of deposits affect the ratio.
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CHAPTER SIX

Estimation: 1922-1936

6.1 The Interwar Period

6.2 Money Adjustment Process

6.2.1 M1 Balances

6.2.2 M2 Balances

6.3 Money Multiplier Components

6.3.1 Currency to Demand Deposits Ratio

6.3.2 Time to Demand Deposits Ratio

6.3.3 Reserve to Total Deposits Ratio
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In chapter five we analysed the money adjustment process and the 

money multiplier components over the period 1871-1913 with annual 

data. In this chapter we perform a similar exercise for the 

interwar period. First, we outline the major events in the 

period emphasizing the behaviour of the principal economic

variables. We then go on to the money adjustment process over

this period. From 1922 onwards, we can separate time deposits

from demand deposits and will, therefore, analyse M1 balances and

M2 balances separately. Further, it is also possible to obtai n

quarterly series for M1 and M2 balances. The quarterly seri es

for income however is best used only until 1936. Due to these 

limitations the period that will be considered here starts in 

1922 and ends in 1936.

The section will start by estimating M1 balances in a 

conventional framework, i.e. in a partial adjustment process. 

Then, using the three stage procedure described in chapter two, 

the money adjustment process for M1 will be examined. The 

results will then be discussed and compared with that of 1871- 

1913 and some other studies.

One of the important results of chapter four was that, over the 

interwar period, M2 balances appeared exogenous with respect to 

income, prices and interest rates, implying that these latter 

economic variables provided no information to explain changes in 

M2. However, for completeness and comparison with the results we 

have obtained for M1, we will still estimate M2 balances using 

the same 'General to Specific' methodology. A discussion on the 
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results with their implications for the short and long run will 

end the section.

The third section will deal with the money multiplier components. 

The public's behaviour will be analysed with two ratios: the 

currency/demand deposit ratio, and the time demand/deposit ratio. 

Since we cannot separate the banks' reserves held against demand 

deposits from those held against time deposits the behaviour of 

the banking sector will be analysed as before, with the reserve 

to 'total*  depsosits ratio. The section will end with a 

discussion of the results of these money multiplier components.
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6.1 The Interwar Period

With respect to the world economy, the interwar years were 

characterised by instabilities in the volume of trade and in the 

income of Britain's trading partners. Various banking crises, 

the stock market collapse in the USA, the scramble for liguidity 

in the US and in Europe are the main features of the period.

This severe disruption in the world economy was not experienced 

in the UK. In fact the UK economy was free of any banking 

crisis or of any financial difficulties and Britain's output 

growth was on average over the period better than it had been for 

forty years. However, UK's output did fluctuate much more around 

its average than over the pre World War One era. High levels of 

unemployment were experienced and until 1933 there was a secular 

price deflation. There were two domestic recessions: 1926-28 

associated with the mining strike and 1929-32 associated with the 

worldwide Great Depression.

The severe disruption in Britain's trading partners meant that 

open economies (such as Britain) were liable to suffer severe 

buffeting. This forced the authorities in Britain to use 

different exchange rate regimes - first floating exchange rates 

until 1925 and from then until 1931 a new gold exchange standard 

at the pre war parity of $4.86. From 1932 to 1939 sterling was 

left to float with some official intervention.

With respect to monetary policy, first a 'dear money' policy 

until 1931/32 and then from there onwards a 'cheap money' policy 

was followed.

Partly as a result of these policies, both M1 and M2 fell between
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1922 and 1929 (by 9 and 5 per cent annually respectively), and 

continued to fall until the beginning of cheap money period (by 

11 per cent and by 0.5 per cent respectively between 1929 and 

1932). They then rose rapidly during the cheap money period (M1 

by 27 per cent and M2 by 15 per cent between 1933 and 1939).

Let us then examine the effect of these discontinuities in the 

government policy and in the exchange rate regime, and of the 

disruption in the world economy on the UK's money balances.
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6.2 Money Adjustment Process, 1922-1936

6.2.1 M1 balances

In chapter four, the endogeneity of M1 balances with respect to 

income, prices and interest rates (Y,P,r) has been confirmed with 

quarterly data for the interwar period. We then tested whether 

Y, P and r were exogenous with respect to M1. The test results 

showed that their exogeneity was rejected for only one regressor, 

the Consol rate. However, since there was no evidence of 

simultaneity between this rate and M1, Ordinary Least Squares can 

be used to estimate the adjustment equation for M1 balances.

Before, however, we apply the three - stage procedure to estimate 

the adjustment equation for M1 balances we will start, as in the 

case of 1871-1913, by estimating the conventional partial 

adjustment equation over the period 1922-1936 with quarterly 

data.

The result of the estimation is as follows

M = 2.25 + 0.81 M . + 0.09 P, + 0.032 Y
r (0.07) (0.06) 1-1 (0.05) r (0.054) r 

- 0.27 rf 
(0.30)

L
- 3.27 r.
(1.22) L

R2 = 0.946 s = 0.0166 T = 59

R2 = 0.94 D.W. = 1.21 h = 3.42

(6.1)

where

P = Ministry of Labour Retail Price Index

Y = Composite Index of Economic Activity
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rs = (1+bbr), bbr = three month Bank Bill Rate

rL = (1+cr), cr = the yield on 2| per cent Consols

M = M1 balances

P, Y, M series are seasonally adjusted series. All variables are 

in natural logarithms.

The results shown in equation (6.1) show the income term and the

short-term interest rates to be significant. The price

elasticity is about 0.5. Durbin h-test shows the presence of

autocorrelation. In the conventional approach these results

would have been sufficient to mean that there is 'error'

autocorrelation. To 'cure' this problem, a Cochrane-Orcutt

method would have been employed; the results of which yield:

R2 = 0.999

R2 = 0.999

At first

= 3.49 +
(0.93)

0.71M, . +
(0.07)t-

0.04Y. -0.40r\
(0.07}r (0.39)

D.W = 2.00

s = 0.01538

glance, equation

0.12P,
(0.73;

-4.12r^7
(1.7) t

(6.2)

P = 0.47(0.13)

Z?(1) = 6.5 T

(6.2), it seems

= 59

that the error-

autocorrelation is in fact cured. D.W is now 2.0 and p appears

significant. A likelihood ratio test, however, given by Zy 

reveals that the 'common-factor restriction1 implied by equation

(6.2) is rejected, (see Hendry and Mizon, 1978). This means that 

the results of (6.1) showed 'residual' autocorrelation and not

'error'-autocorrelation. Inspection of the residual correlogram 
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A

for (6.1) shows = 0.32, suggesting the possibility of mis-

specification.

On testing dynamic specification more generally, estimation of 

the maintained hypothesis, as given by equation (2.1) in chapter 

two with fourth order lag polynomials for the variables, gives 

the following results:

TABLE (6.1)

Estimation results of the general specification

for M1

1922 Q1 - 1936 Q4

1 0 1 2 3 4

Y. • -0.025 0.018 -0.011 -0.05 0.045
t-J (0.09) (0.141) (0.14) (0.12) (0.08)

Px • 0.013 0.19 -0.25 0.03 0.07
t-J (0.21) (0.26) (0.26) (0.26) (0.21)

sr, . 0.29 -2.03 1.90 -0.076 0.50
t-J (0.52) (0.81) (0.94) (0.95) (0.59)

L r, . -3.52 3.72 -6.65 2.09 1.34
t-J (3.05) (4.02) (4.13) (4.10) (2.98)

0.87 0.28 -0.21 0.08
t-J-1 (0.18) (0.24) (0.24) (0.15)

aQ -0.51 (1.26) T = 56

R2 = 0.98 s = 0.0134

R2 = 0.96 Z1 (4,23) = 3. 56
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The Lagrange Multiplier test for serial correlation fails at 

conventional significance level. Increasing the number of lags 

in each variable does not remove the observed autocorrelation. 

In fact, the result of the Lagrange Multiplier test on this 

(Z^(4,17) = 4.17), shows further that this is the wrong direction 

to take. Reducing the number of variables, however, seems to 

help. At this stage, it seems that the presence of serial 

correlation is due to over-parameterisation.

Performing the sequence of t tests to eliminate the insignificant 

variables one by one led to the intermediate specification as 

shown in the following equation:

(M-P). = -0.29 +0.96(M-P). 1 +0.06(M-P). 9
r (1.0) (0.12) r (0.13)

-0.18P+ 1
(0.16)''“

+0.87P+ 9
(0.18)

-0.03Yt ,
(0.06)I_J

+0.02Y ,
(0.06)1

-1.57n
(0.38)r~

+1.46r? 9 
(o^ir^

+0.48r! .
(0.28)1

-2.84^
(1.71 )T

+2.93rt 1
(2.61)r“

-5.O4A ,
(2.36)t'<:

+2.52^
(1.62)t 4

(6.3)

DW = 20 R2 = 0.99 s = 0.012

T = 56 R2 = 0.99 Z5 (11,32) = 0.14

Z.^4) = 9.00

The serial correlation is removed and the evidence of mis-

specified dynamics. in the parti al-adjustment specification

(equation (6.1)) has been modelled in (6.3) by first and second 

order lag polynomial on prices and by lagged and current interest
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rates. Since this intermediate stage has not yielded any 

evidence of misspecification from here it has been progressed 

further by dropping the remaining three insignificant variables, 

namely (M-P)t_£, Y^_^ and Y^.

The resulting components were then modelled to give the final

specification as:

A(M-P). = 0.078 -0.81 AP. . -1.5 Ar.S 1
t (0.017) (0.14) r_l (0.31)

°-49rt-4
(0.20)c 4

-1.93 A.rL
(0.88) 1

L L
+2.6r, 1 -4.89r, ?
(2.17; (2.13;

(6.4)

R2 = 0.73 Z.|(4) = 6.24 Z2(21) =; 17.92

R2 = 0.70 Z3(4) = 12.68*  Z6(10,32) = 1.57

s = 0.0115 Z4(7,42) = 1.26

DW = 2.09 Z5(18,49) = 0.28

The test results following equation (6.4) all check out well

(*) Denotes significance at the 5 per cent significance level.

except for the predictive-failure test where the null hypothesis, 

Ho, of good predictability is rejected at the five cent 

significance level but not at the one per cent level.

The period was split into two subperiods, the final specification 

was then estimated for each of these subperiods separately.

253



1922 Q1 - 1932 Q3

M sA( rr ). = 0.15 -0.85 AP. . -1.33 Ar. 1
r (0.10) (0.14) L (0.38) 1-1

s L L L
0.56r. 1 -2.87 A^r. +1.35r. 1 -5.3r. 2 

(0.26j (1.31) 4 1 (2.95j (2.98?^ (6.5)

R2 = 0.79 DW = 1.73

R2 = 0.75 s = 0.0106

1932 Q4 - 1936 Q4
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A( k ). = 0.17 -0.64 AP. 1 -0.7 Ar$ 1
r (0.05) (0.41) r_l (1.56)

0.66r! 1 -2.13 A.r^ -1.13r*Z . -4.38^ ? (6.6)
(0.58)t_ (2.06) 4 r (4.41; (4.35)1

R2 = 0.69

R2 = 0.50

s = 0.0133

DW = 2.49

The Chow test for parameter stability Z4 and the residual 

variances test following equation (6.4) both pass with flying 

colours, implying significant differences between these two 

subperiods. The interesting results in (6.4) are that first it 

does not allow for a steady-state solution, and hence no long-run 

elasticity with respect to the interest rates can be obtained. 

Second, the estimated parameters show the growth in real balances 

to be a positive function of the short-interest rate and negative 

function of the long-interest rate.



The third puzzling result is with respect to the price elasticity 

which turns out to be 0.2 for M1 balances. This is considerably 

lower than the unitary elasticity obtained for the period 1871- 

1913.

Fourth, there is no income term in the adjustment for M1 balances.

Various explanations can be put forward to provide an answer for 

some of these puzzles.

First, the data is seasonally adjusted and it is thought that 

this might create some problems in the dynamics of the function 

(See Davidson et al, 1978). It is therefore necessary to check 

whether seasonally unadjusted data could make any difference to 

the results. When, however, we applied our three stage procedure 

to seasonally unadjusted data, the results did not change 

significantly. They are therefore not reported here. In fact, 

similarity in the results with seasonally adjusted and unadjusted 

series has been reported in a number of studies. Coghlan (1978) 

for example, concluded that "........overall there is little to

choose between them".

Second, when comparing with 1871-1913 results, we see that first 

the frequency of data is different; that is for the period 1871- 

1913 we used annual data and for the interwar period we use 

quarterly data. We cannot, however, check whether the solution 

to the problem lies here, since we do not have enough degrees of 

freedom to apply the three stage procedure to annual data. A 

related problem could be that the quality of the quarterly data 

We cannot, however, resolve this problem since we do no 

255

is poor.



have any better measure of income and prices in quarterly form. 

We can, however, estimate complete and partial adjustment models 

for M1 using annual data*.  The estimation results are as 

follows:

M1: Complete adjustment: 1922-1939

M> 6.13 + 0.76 Y. + 0.34 P.
P /t (0.84) (0.10) (0.18)

-0.96 rs -11.75 rL
(1.36) b (4.46) t

R2 = 0.96 T = 18 D.W = 2.59

(6.1A)

s = 0.033

M1: Partial Adjustment: 1923-1939

M N\ 3.85 + 0.58 f M + 0.16 Yt
P 7U (1.31) (0.29) \P / t-1 (0.30)

-0.008 P, -0. 47 rs -6.99 iL (6.2A
(0.295) (1. 331) t (4.9) t

0.91 D.W = 2.8 T = 17 s = 0 .0304

The results for the complete adjustment model seem reasonable but 

those for the partial adjustment model look quite poor. The most 

striking result, however, from the foregoing two equations is the 

difference in estimated parameters in the two models (complete 

and partial adjustment models). This suggests that some 

misspecification is apparent in these models and any further 

discussion on the possible implications of these models might be 

misleading.

*Data sources: M, rL and rs refer to M1 , the consol yield and the 
bank bill rate respectively. Source: Capie and Webber (1985).

Y and P refer to GNP and GNP deflator respectively. Source: 
Feinstein (1972).
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The second difference with the previous period lies in the 

definition of the monetary aggregate. We used a broad measure, 

M2, for 1871-1913 and a narrow measure, M1 for the interwar 

period. Let us now attempt to see whether the source of the 

problem lies here. Even though in chapter four the endogeneity 

of M2 with respect to Y, P and r was rejected implying that these 

latter variables did not have any information to explain monetary 

changes let us still estimate an adjustment equation for M2 

balances. These results can then be compared with those obtained 

for the earlier period and for M1 over the interwar period.

6.2.2 M2 balances

Again as the starting point in the specification search for M2,

the partial-adjustment equation was estimated by OLS. The

results obtained are as follows:

M, = 3.16 +0.81M, 1 +0.006Y
t (0.75) (0.05; (0.04)

-0.052P. +0.20r? -2.77^
(0.03) r (0.24)L (0.84)l

(6.7)

R2 = 0.966 DW = 0.74 h = 5.26

R2 = 0.963 T = 59 s = 0.0135

where the series are as for (6.1) except for M which now stands 

for M2 series.

As for (6.1), the results for (6.7) show that the income term is
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insignificant and P has negative coefficient. The positive 

coefficient of the short-term interest rate can be explained in 

that the money-stock series used, M2, comprise interest-bearing

deposits. The only problem for an econometrician using the

conventional approach would be the DW and the Durbin h test

results, which show signs of misspecification. Application of

the Cochrane-Orcutt method yields:

s L
M. = 2.54 +0.85M. . -0.06P. -0.05Y. -0.12r. -1.99r.
t (1.14) (0.07; (0.03)r (0.05)r (0.27)L (1.19)L (6.8)

R2 = 0.92 s = 0.0099 T = 59

R2 = 0.91 DW = 2.06 p = 0.58(0.107)

The DW results seem to suggest that the serial-correlation is in 

fact 'cured'. But the inspection of the residual correlogram for
A a

(6.8) showed that = 0.58 and r? = 0.28 suggesting the

possibility of mis-specified first and second order dynamics.

Having investigated the 'conventional' approach let us now start 

from the general hypothesis with fourth order lag polynomial, as 

for M1.

Again there are k = 24 coefficients plus a constant term. The 

period of estimation is 1922 Q1 - 1936 Q4, the first four 

observations are lost due to the setting of the lag operator at 

four.
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The estimation of this general specification yields:

TABLE (6.2)

Estimation results of the general specification

for M2: 1922 Q1 - 1936 Q4

R2 = 0.99 T = 56

j 0 1 2 3 4

Y. . -0.037 0.05 -0.043 0.019 0.007
t-1 (0.068) (0.098) (0.099) (0.09) (0.058)

0.001 0.16 -0.16 -0.11 0.096
t-J (0.14) (0.19) (0.19) (0.19) (0.15)

sr. • 0.17 -0.73 0.97 -0.76 0.39
t-J (0.36) (0.58) (0.65) (0.64) (0.42)

Lr, . -0.39 -0.95 -2.65 2.39 -0.95
t-J (0.22) (2.87) (2.99) (2.87) (2.01)

M. . . 1.25 -0.27 -0.13 0.09
t-j-1 (0.17) (0.29) (0.31) (0.15)

aQ = 0.88 (1.• 17) DW = 2..06 Z1 (4,23) = 0..87

R2 = 0.98 s = 0.0096 
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The intermediate stage reached after the elimination process by 

performing a sequence of t-tests is as follows:

(M-P). = 1.24 -1.23 (M-P). . -0.31 (M-P) ?
1 (0.66) (0.12) (0.13)

-0.85P. 1 +1.11P. 2 -0.35P. 7
(0.11)t-1 (0.18)r~^ (0.15)l _j

-0.50r.S 1 +0.38rf A +0.71r.S ? -2.25r J? 1 (6.9)
(0.20)t_1 (0.18)t_4 (0.22)t_^ (0.73;

R2 = 0.997 s = 0.00825 T = 56

R2 = 0.9969 DW = 1.97 Zj(4) = 3.17

Z5(15,46) = 0.19

Again, the evidence of mis-specified dynamics in the partial 

adjustment specification (equation (6.7)) has been modelled in

(6.9) by first and second order lag polynomials on money, prices 

and interest rates. Since in this stage no evidence of mis-

specification was obtained, from here it was further progressed 

to obtain the final form as: '-.s

A(M-Pk = 0.054 +0.23 A(M-P). ,
T (0.014) (0.11)

+0.26 AP. , -0.48 A,rtS .
(0.14) (0.11)

-0.84 APt 1
(0.105) L

L
-2.04r. 1
(0.47)r

+0.71r.
(0.16;

DW = 1.84 Z.](4) = 3.55 Z4(7,42) = 2.20

s = 0.00828 Z2(21) = 32.67 Z5(18,49) = 0.3

R2 = 0.78 Z3(8) = 7.98 Z6(10,32) = 1.706

R2 = 0.76
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Again the period was split into two subperiods. The results of 

the estimated equations are as follows:

-0.84 AP. 1 
(0.11) 1

-4.34/ 1 +0.65r$ ?
(1.21; (0.16;^

(6.11)

-0.91 AP
(0.29)

1922 Q1 - 1932 Q2

A(M-P). = 0.16 +0.307 A(M-P)t-1
1 (0.05) (0.157)

0.32 P. , -0.41 A-r^ 1 
(0.15) (0.12) J

R2 = 0.81 s = 0.007383

R2 = 0.77 DW = 2.0

1932 Q4 - 1939 Q4

A(M-P). -0.14 +0.12 A(M-P). 1
(0.054) (0.27)

0.006 AP. 9 -0.64 A.r^ 1
(0.39) (0.43)

(6.12)

R2 = 0.85 s = 0.00964

R2 = 0.76 DW = 2.31

The Chow test and the residual variance test following equation

(6.10) did not show any instability between these two subperiods. 

In fact no obvious differences from estimated parameters can be 

seen in the two subperiods considered.

-4.73r5 1 +1.07r! 9
(1.68; (1.22;

Comparing the final specification for M1, equation (6.4) with 

that of M2, equation (6.10), we find that, as before, no steady 

state solution can be found and no income term appears

significant. The long-run interest rate elasticity can not be
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obtained, and the signs on the parameters show the rate of growth 

of money balances being a negative function of the long interest 

rate and a positive function of the short rate. Finally, the 

price elasticity turns out to be 0.3, significantly below unity.

A possible explanation for these puzzling results is the 

different exchange rate regimes implemented in the period. Over 

the period (1922-1936) there were different exchange rate 

regimes: floating exchange rates (1922-1925), a new gold exchange 

standard (1925-31), and a managed currency (1932-1936). 

Different exchange rate regimes might lead to money being 

determined by demand as well as supply. We talked about this in 

chapter two. Under fixed exchange rate regime for example 

domestic money is determined by the need to preserve the fixed 

exchange rate. Excess supplies of money will result in the long 

run, in loss of reserves and balance of payments crisis which 

might eventually lead to a devaluation. In the short-run these 

excess supplies will lead to an increase demand for bonds, and 

for domestic and foreign goods. Prices and interest rates will 

change as a result. These repurcussions for the arguments of the 

demand function, however, will, in the long-run be eliminated. 

Money can therefore be said to be determined by demand under 

fixed exchange rate regime.

Under floating exchange rate regime, however, the effect of 

excess money supplies will have repurcussions for the arguments 

of the money demand function not only in the short-run but also 

in the long-run when the economy will end up at new levels of 

income, prices and exchange rates. Demand for money will 
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therefore change as a result of these movements in its arguments.

The interesting implication is not just for the differences in 

long-run results under different exchange rate regimes but also 

for those in the short-run. Even though we noted that similar 

movements in prices and interest rates might be observed under 

both exchange rate regimes the reaction of money 

differ since they are aware of the ruling exchange 

and its the long-run constraints.

The interwar period, however, is quite short,

provide enough degrees of freedom to permit estimation of 

adjustment equations under different exchange rate regimes.

namely that changes

rates, positively

This brings us to another interesting result, 

in M1 are explained by the level of interest 

with the short rate and negatively with the long-rate. A similar 

result is obtained for M2 balances: see equation (6.10). If in 

this period, the supply side effect dominates the functions for 

monetary aggregates, then one explanation can be found in the 

The monetarymonetary authorities reaction function, 

authorities policy for example, might be to 'lean into the wind'.

is, when short interest rates are higher than some target 

then the authorities try to reduce it by raising the

That

level

mone'z

r , o’
supply. Their policy function, therefore, can be written

as:

Mts-1

where = money

s r short
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In order to raise the money supply the authorities will need to 

buy securities. This will then lead to a fall in their rates 

(i.e. a rise in their price). That is:

- <2)

where rL = long rate of interest

(6.14)

Monetary policy during the 'dear money' phase, up till 1931/2 was 

implemented through manipulation of the Bank rate. At the same 

time there were offsetting open-market operations in order to 

offset this deflationary effect of high rates of interest.

We have tried in this section to analyse the adjustment equation 

for money balances. Two interesting results emerged. First no 

steady-state solution is obtainable from our final specification 

and, second, supply side effects seem to have dominated the 

function. We tentatively conclude therefore that it is not 

possible to fit a single adjustment equation when there are 

switches in the exchange rate regime over the period.

Let us now, as in the previous chapter, examine the money 

multiplier components over the same period. The analysis of 

public's behaviour might in fact shed some light to some of the 

puzzles encountered in this section.



6.3 Money Multiplier Components

We start by examining the components of the money multiplier. We 

use two ratios to analyze the public's behaviour: the currency to 

demand deposits ratio and the time to demand deposits ratio. For 

the banking sector we use, as before, the reserve to total 

deposits ratio.

The currency to demand deposits ratio has a distinct cyclical 

appearance rising from the beginning to a peak in 1925/6 and 

falling to a trough in 1932/3 before swinging upwards until the 

end of the period. The starting point has a value of about 26 

per cent and that rises to over 30 per cent around 1925/6. The 

trough that comes in 1932/3 is about 24 per cent and the steep 

path from that low point finishes up at around 32 per cent. The 

sharpest variations come in the years 1931/2 when the ratio rises 

to over 33 per cent. Given the fear that spread through Europe 

in 1931 it would be surprising if we did not find some increased 

demand for currency relative to demand deposits that year. The 

second steep rise comes in 1937 and this is attributable to the 

political situation which was rapidly deteriorating as war was 

believed by many to be imminent.

The time deposit ratio follows the movement in the interest rates 

quite closely, rising steadily from 80 per cent in 1923 to around 

110 per cent in 1930. It rises quite sharply in 1931 to about 

130 per cent and then follows a gradually falling trend.

The reserve ratio, on the other hand, shows only small movement 

across the interwar years with a value of around 11 per cent and 
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with very little variation around that. Until 1936 there is no 

drop below 10.5 per cent and almost no occasion when it rises 

above 12 per cent, apart, that is, from 1933. This rise in 1933

to over 13 per cent is attributable to the considerable inflow of 

funds from abroad drawn by the attractiveness of a sterling 

exchange rate that was deemed certain to improve. The Exchange 

Equalisation Account was established in 1932 with a view to 

keeping the sterling rate advantageous. However it was unable to 

sterilise completely the inflow of funds and these therefore 

found their way into the domestic money supply.

6.3.1 Currency to Demand Deposits Ratio (c1- ratio)

In chapter one, we examined the factors that were expected to 

affect the currency to demand deposits, c', ratio. Equation

(1.31) gave these theoretical variables. In the subsequent 

section we then went on to analyse relevant empirical studies, 

most of which found interest rates and real income to be the most 

important variables explaining the c' - ratio. Our results for 

the currency/total deposit ratio, over the 1871-1913 period, 

identified one more variable, the bank failure rate. Since 

however, most of the amalgamation movement in the U.K. banking 

sector happened in the period prior to World War One and all the 

banking crises in the interwar period seem to have occurred 

outside the U.K., mainly in countries like the U.S., Austria and 

Germany, the bank failure rate variable will therefore be ignored 

in our examination of the c*  ratio.

The following dynamic function will be used to explain the 
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behaviour of c' - ratio.

C't = ao +^Ja1+j Yt-j +a6+j Pt-j + a11+j rt-j +a16+j rtt-j

+a21+j c't-j-1)+vt (5’15)

Period: 1922 (Q1) to 1936 (Q4)

where r^ = (1 + bbr), bbr = three month Bank-Bill rate

r^ = (1 + tdr), tdr = time-deposit rate

Y = Composite Index of Economic Activity

P = Ministry of Labour retail price index

The currency-demand deposit ratio is seasonally unadjusted. To 

account for seasonality three dummies have been used. All 

variables are transformed logarithmically at the outset.

The results of the estimation of this maintained specification 

are shown in table (6.3)
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TABLE (6.3)

Estimation results of the general specification 

for the currency ratio: 1922 Q1 - 1936 Q4

j 0 1 2 3 4

-0.27 0.39 -0.39 0.16 -0.04
t-J (0.17) (0.23) (0.20) (0.20) (0.11)

P. • -0.55 0.20 0.30 0.13 -0.16
t-J (0.31) (0.41) (0.40) (0.39) (0.28)

b r -0.02 4.5 -3.54 1.99 -0.95
t-J (1.39) (1.51) (1.74) (1.88) (1.71)

t -0.61 0.04 -0.85 -0.92 0.21
r t-j (2.18) (2.09) (1.98) (1.74) (1.57)

c1 -1
0.78 0.18 -0.32 -0.02 -

t-J (0.20) (0.26) (0.26) (0.16

a0 = 0.56 (0.69) s = 0.020 T = 56

D1 = -0.02 (0.02) DW = 2.04 Z1 (4,20) = '1.62

D2 = -0.01 (0.02) R2 = 0.91

D3 = 0.004 (0.02) R2 = 0.83

Performing the sequence of t-tests to eliminate the insignificant 

variables led to the following intermediate stage:
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c'+ = 0.48 +0.80 c' 
' (0.37) (0.11)

+0.25 c’t , -0.35 c'. , -0.44 Pt
(0.14) (0.10) (0.16)

+0.35 Pt , -0.14 Y. +0.20 Y. 1
(0.18) (0.11) L (0.14) L_l

-0.16 Y. , +0.15 r.b 1
(0.10) (0.02)

b
-0.13 r. 9
(0.02)

(6.16)

D. = -0.02 (0.01)

02 = -0.006 (0.009)

D, = 0.014 (0.01)

s = 0.0184

DW = 2.17

R2 = 0.89

R2 = 0.86

T = 56

Zq(4) = 2.5

Since this intermediate stage has not shown any evidence of 

misspecification, from here it has been progressed further to 

obtain a more parsimonous specification. The resulting 

regression is as follows:

b
Ac'. = 0.005 +0.31 Ac' , -0.33 A?P +0.15 AY. 1 +4.39 Ar .

t (0.005) (0.09) L (0.15) 1 (0.08) (0.4)

(6.17)

D1 = -0.031 (0.009) 

D2 = -0.01 (0.007)

D, = 0.017 (0.009) 

Z2(10) = 8.45,

Z4(8,40) = 4.17*

(*) significance at 0.05 significance level

s = 0.018

DW = 2.01

R2 = 0.76

Z3(12) = 8.7

Zg(24,16) = 1.31

R2 = 0.72

T = 56

Z-j(4) = 5.7

Z5(20,48) = 0.69

The tests results following equation (6.17) all check out well 

except for Chow test for parameter stability. Let us then see 

the differences in the estimated parameters when the period was 

split into the 1920s and the 1930s.
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1923 Q1 - 1930 Q4

Ac\ = 0.008 +0.51 Ac*.  ? -0.45 A?P.
1 (0.006) (0.22) (0.27)

+0.04 AY. 1 +2.89 Ar^ 1 (6.18)
(0.09) t_l (0.86)

D3 = 0.02 (0.01) R2 = 0.90

D1 =

D2 =

-0.43 (0.01) s = 0.016 R2 = 0.73

-0.02 (0.01) DW = 2.34 R2 = 0.65

D3 = 0.01 (0.01) T = 32

1931 Q1 - 1936 Q4

ac’t = 0.004 +0.27 Ac'
(0.007) (0.07)

. , -0.42 A,P.
(0.19)

+0.59 AY. +5.06
(0.24) r (0.4)

ArArt-2

D1 = -0.01 (0.01) s = 0.014 DW = 0.73

D2 = -0.01 (0.01) R2 = 0.93 T = 24

Comparing (6.18) and (6.19) we see that the main differences lie 

in the income term and the Bank Bill rate. In the earlier 

subperiod the growth of income appears insignificant. In the 

latter period however, the income term is significant and the 

interest rate has a higher coefficient than in the earlier 

period.

Further, the currency-ratio has different price and interest rate 

elasticities over the two subperiods.

This problem of parameter instability could be related to the 

difficulty with estimating the relationship over different policy 
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regimes. There are many breaks in the interwar period with 

respect to government policy and our results bring out the 

difficulty in fitting a single regression for the whole period.

Another interesting result is that the final specification, 

equation (6.17), does not allow for a steady-state solution when 

we set the growth rates to zero. This same result was obtained 

for the adjustment equations for M1 and M2 balances (see section

6.2 for possible explanations).

Looking back at the regression results we see that the 

significant variables are the changes in prices, in income and in 

interest rates.

The income elasticity is 0.2. This elasticity was found to be - 

0.9 for the pre-World War One, 1871-1913 period. We could not, 

however, separate demand deposits from time deposits over the 

earlier period and the ratio, therefore, referred to currency to 

total deposits. The different income elasticities could then be 

implying that currency was a better substitute for transactionary 

balances than demand deposits, but that total deposits had a 

higher income-elasticity than currency.

The elasticity with respect to the interest rate, evaluated at 

the mean, is 0.17. This implies that demand deposits are better 

substitutes for other assets than currency. This is in 

conformity with our pre-World War One results (where the interest 

rate elasticity of the currency to total deposits was found to be 

0.06) and with other empirical studies (see section 1.3.4).
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Finally , the price elasticated is -0.5. This implies that 

currency and demand deposits are not both homogenous of the same 

degree with respect to prices and that demand deposits are more 

price-elastic than currency. This is difficult to explain 

theoretically. The only tentative explanation that suggests 

itself is the following: the physical difficulty of carrying cash 

in order to pay for high priced goods leads to demand deposits 

replacing currency for payment of these goods.

Let us now examine the second important ratio for the public's 

behaviour, the time to demand depositsratio, t-ratio.

6.3.2 Time to Demand Deposits Ratio (t-ratio)

In chapter one, we examined the factors that might affect the 

t-ratio. Equation (1.32) summarised these theoretical variables.

The following dynamic function is used to represent the

maintained specification for the t-ratio.

t - ao
t

P
t-j

+a1 1 •11+J
br
t-j

Period:

+a„z . r]3 ,+a t 
16+J t-j 21+j

1922 Q1 - 1936 Q4

) 
t-j-1

=u
t (6.20)

where r^ - (1+bbr), bbr = three month Bank Bill rate

ft ~ (1+tdr), tdr - time deposit rate

Y = Composite Index of Economic Activity

P - Ministry of Labour Retail Price Index

The time to demand deposits ratio is seasonally unadjusted, 

consequently three dummies have been used to account for 

seasonality. All variables are transformed logarithmically

Table (6.4) gives the results obtained when equation (6.20) was 

estimated:
272



TABLE 6.4

Estimation results of the general specification 

for the time deposit ratio: 1922 Q1 - 1936 Q4

j 0 1 2 3 4

Y -0.12 0.22 -0.21 0.19 -0.07
t-j (0.14) (0.22) (0.23) (0.21) (0.13)

p -0.34 0.20 0.34 -0.65 0.11
t-j (0.37) (0.44) (0.43) (0.43) (0.31)

br 0.77 0.97 -1.44 3.40 -0.90
t-J (1.34) (1.72) (1.77) (1.67) (1.60)

t
ft-j -1.16 4.16 -4.46 0.33 0.34

(2.05) (2.06) (2.09) (2.07) (1.80)

t , • Zl 0.76 0.12 -0.46 0.41 -
t-J-1 (0.23) (0.24) (0.25) (0.19)

a0 = 1.49 (1.08) s = 0.02214 T = 56

D. = 0.002 (0.02) DW = 2.06 (4,20) = 1.3

D9 = 0.00009 (0.03) R2 = 0.975

D3 = -0.03 (0.02) R2 = 0.95

The intermediate stage reached after the application of a

sequence of t-tests is as follows:

t = 1.71 +0.77 t -0.34 At ,
t (0.66) (0.09) t_l (0.12)

+2.45 r? ,
(0.47)

t
+4.10 Ar, z,
(0.06) r
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+0.04 Y. . -0.05 Y. 9 +0.73 Y. , -0.37 Pt +0.33 pt-2
(0.10) l'1 (0.15) (0.71) (0.19) (0.32) L

-0.41 Pt , (6.21)
(0.24)

D1 = 0.002 (0.015)

D„ = 0.012 (0.011)

D3 = 0.038 (0.01)

R2 = 0.97

R2 = 0.96

DW = 2.01

s = 0.019

T = 56

Z1(4) = 5.44

Z5(14,42) = 0.28

Further eliminations and modelling of the variables together

resulted in the following final specification:

At. = 1.92 -0.23 t
t (0.44) (0.07)

b 
-0.35 At. . +2.47 r. ?
(0.12) (0.40)

4.09 Ar*  , -0.35 A-P. -0.44 P
(0.57) t‘1 (0.17) (0.1) (6.22)

D1 = 0.002 (0.01)

D„ = 0.01 (0.01)

D3 = 0.04 (0.01)

Z5(15,46) = 0.24

R2 = 0.73 Z2(21) = 17.4

R2 = 0.67 Zq(4) = 5.82

s = 0.018 Z3(6) = 7.79

Z4(10,36) = 2.39*  Z6(13,21) = 2.02

DW = 2.01

The test results following equation (6.22) all check out well 

except the Chow test for parameter stability which is significant 

at the 5 per cent significance level (at 2.5 per cent level, the 

null hypothesis of parameter stability in the two sub-periods is 

not rejected).

The following equations give the estimated parameters when the 
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period is split into two sub-periods. 

1923 (QI) - 1928 (Q4)

At. = 2.64 -0.49 tt 1 -0.11 At. , +2.16 T ,
1 (0.67) (0.13) r_l (0.15) (0.72)

3.76 ArJ . -0.15 A„P.
(0.95) (0.18)

-0.60 P. ,
(0.15) (6.23)

D1 = -0.023 (0.013)

02 = -0.001 (0.01)

D3 = -0.028 (0.01)

R2 = 0.093

R2 = 0.73

DW = 1.84

T = 26

s = 0.012

1929 (Q1) - 1936 (Q4)

At. = 2.44 -0.24 t. 1
(0.69) (0.09) t_l

-0.46 At. , +3.21 n ,
(0.81) (0.61)

t
4.79 Ar. . -0.49 A9P.

(0.75) (0.28) r
-0.56 P.
(0.16)

(6.24)

D1 = 0.02 (0.02) R2 = 0.83

D2 = -0.001 (0.013) R2 = 0.76

D3 = -0.031 (0.012) s = 0.018

T = 30

DW = 2.24

We should remark briefly on the short run implications of 

equation (6.22) before examining the steady-state long run 

results.

Table (6.5) gives the solved coefficients for the specification 

(6.22).
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TABLE (6.5)

Solved coefficients for the time deposit ratio

1922 Q1 - 1936 Q4

j 0 1 2 3 4

0.77 -0.35 0.35 -

rb
t-j - - - 2.47 -

rt-j - +4.09 -4.09 - -

pt-j -0.35 - +0.35 -0.44 -

50 per cent of the (total) response of the series to shocks in 

the exogenous variables prices and Bank Bill rate - occurs in the 

first two years. Figures (6.1) and (6.2) show these short-run 

movements in the t-ratio as a result of 1 per cent increase in 

prices and Bank Bill rate respectively.

The long-run, steady-state results for (5.38) are as follows: 

t = 8.35 + 10.74rb - 1.91P + 5.01 tt ? (5.4)

Where tt ? = inflation rate

Looking at the steady-state results, the long-run elasticity of 

time to demand deposits ratio with respect to the Bank Bill rate 

evaluated at the mean yields 0.29. This result is surprising 

considering that one would expect the t-ratio to fall as yields 

on other assets rise (assuming the elasticity of time deposits 

with respect to the yields on their close substitutes being
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Figures (6.1) and (6.2)

Short run movements in the time deposit

Figure (6.1)
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higher than that of demand deposits). Such a substitution effect 

however will take place only when the interest rate on financial 

assets rises relative to that offered on time deposits. That is, 

the positive effect of the Bank Bill rate on the ratio can be 

explained by the switch from demand deposits to other assets as 

well as to time deposits since all interest rates might be 

expected to move together.

The negative price elasticity suggests that the price level here 

is the only term proxying for transactions. That is, when the 

price level rises the ratio will fall since demand deposits are 

better substitutes for transactionary balances than time 

deposits.

The positive coefficient on the rate of inflation, at the steady-

state, shows that as there is an increase in this rate, 

individuals switch out of demand deposits. This is not 

surprising considering that this variable proxies the own return 

on demand deposits and its positive sign implies that individuals 

move out of demand deposits as the inflation rate rises.

One important observation should be made at this stage: In spite 

of the failure to obtain a steady-state solution for the 

currency-ratio it has been possible to reach one for the t-ratio.

This brings us to the banks behaviour and with it to the final 

ratio in our examination: the reserve ratio.
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6.3.3____ Reserve to Total Deposits Ratio (r-ratio)

To explain the behaviour of the r-ratio with that of other 

economic factors, the following dynamic function is used.

where

(6.26)

RTD = ratio of time deposits to total deposits

Y = composite Index of Economic Activity

brr = (1+br), br = the Bank rate

All variables are transformed logarithmically

There are three differences between specification (6.26) and the 

one used over the period (1871 - 1913) - equation (5.11) -

The Bank Bill rate (bbr) and the bank failure rate (F) both 

appear in equation (5.11) but not in (6.26), and equation (6.26) 

has an additional variable: RTD. As it was stated above for the 

currency-ratio, the reason for excluding (F) is the absence of 

any major bank failures in the U.K. during the inter-war period. 

In fact, a large part of the amalgamation movement happened in 

Britain prior to World War One. The explanation for the 

exclusion of the short-term rates (e.g. bbr) is their apparent 

insignificance in the reserve ratio function. In fact two such 

rates - Bank Bill rate, and time-deposit rate have been tried but 

they both appeared insignificant and were therefore, dropped at 

the initial stage. In any case, the results obtained from our 

specification search for the r-ratio over the period 1871 - 1913 
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confirm these findings.

Finally, the ratio of the time deposits to total deposits, (RTD), 

was excluded from equation (5.11) because it was not possible, 

for that period, to separate time deposits from demand deposits.

As for 1871 - 1913, there are no legal reserve requirements in 

the interwar period: the dependent variable is 'total' reserves 

(not 'excess' reserves) to deposits ratio.

The results of the estimation of (6.26) are shown in Table (6.6)

TABLE (6.6)

Estimation results of the general specification 

for the reserve ratio: 1922 Q1 - 1936 Q4

D3 = -0.007 (0.02)

j 0 1 2 3 4

br
rt-j -1.42 0.20 0.46 1.74 -1.29

(1.27) (2.26) (2.55) (2.45) (1.31)

Y. • 0.01 -0.31 0.30 -0.08 -0.06
t-J (0.19) (0.29) (0.30) (0.29) (0.19)

(RTD’t-j -0.52 1.16 -1.68 1.09 0.04
(0.48) (0.68) (0.68) (0.67) (0.51)

rt-j-1 0.91 -0.33 0.66 -0.53
(0.15) (0.19) (0.2) (0.17)

ag = -0.03 (0.83) s = 0.0335 T = 56

D. = -0.02

D2 = 0.002

(0.02) R2 = 0.72 2-1(4,25) = 1.88

(0.02) R2 = 0.54
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Performing the sequence of t-tests to eliminate the

insignificant variables led to the following intermediate stage.

-0.39 +0.93 r. . -0.37 r. 9 +0.68 r, 9 -0.54 r, . -0.22 Y
(0.58) (0.13) (0.16) r (0.17) (0.15) L (0.15)

+0.17 Y
(0.15)

+2.19 r1^ -1.55 r1^
(1.14) (1.02)

-0.61 (RTD), +1.36 (RTD) 1 
(2.09) (0.44) L ;

-1.77 (RTD), 9 +1.15 (RTD) .
(0.53) (0.43)

(6.27)

D1 = -0.02 (0.013)

D2 = -0.005 (0.01)

D3 = -0.01 (0.01)

R2 = 0.71

R2 = 0.61

DW = 1.99

Z^4) = 5.2

Z5(7,40) = 0.16

s = 0.030

The F-test (Z5) for testing the restrictions imposed on (6.26) to 

obtain (6.27) passes with flying colours. Further, the tests 

following this intermediate specification do not show any 

evidence of mis-specification. Equation (6.28) gives the final 

specification reached.

Ar. = -0.66
r (0.20)

hr
-0.32 r. , +0.58 Ar. , -0.22 AY. . +1.07 Art ,
(0.09) t_2 (0.13) (0.14) (0.84)

D1

D2

D3

+0.31
(0.3)

br
rt-3 -0.76 A,(RTDk

(0.25) J
+1.51 A(RTD). 1
(0.4) t_l

(6.28)

= -0.02

= -0.01

= -0.02

(0.01)

(0.01)

(0.01)

R2 = 0.53

DW = 2.06

s = 0.03

T = 56

Z.j(4) = 3.94

Z4(11,34) = 1.88

Z3(4) - 9.30

Z6(13,21) = 1.03

Z5(12,45) 0.27

Z2(28) = 17.7

The tests results following equations (6.28) all confirm that
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specification reached is a robust one.

The Chow test (Z^) shows no parameter instability between the two 

subperiods considered. The following two equations show the results 

of estimating equations (6.28) for these two sub-periods.

1923 (Q1) - 1929 (Q4)

hrAr. = -1.31 -0.58 r. 9 +0.61 Art , -0.17 AY. . +0.57 Ar“ ,
r (0.48) (0.21) ' (0.19) (0.14) (1.6)

+1.33 r9r, -0.13 A, (RTD) +0.99 A(RTD). 1
(0.86) (0.14) J 1 (1.97) (6.29)

D1 = 0.0027 (0.03)

D2 = 0.002 (0.02)

D, = 0.01 (0.03)

R2 = 0.53

s = 0.029

DW = 2.51

T = 32

1930 (Q1) - 1936 (Q4)

Ar. = -0.71
x (0.25)

-0.33 rt 9
(0.12)

+0.88 Art 9
(0.23)

-0.36 AY. .
(0.53) r

+2.22 Ar?r9
(1.1)

+0.74 rK -1.33 A,(RTD)t +1.71 A(RTD)t 1 (6.30)
(0.9) (0.4) J r (0.6)

D. = -0.045 (0.025)

D2 = -0.045 (0.027)

0, = -0.027 (0.023)

R2 = 0.71 T = 24

DW = 2.21

s = 0.03

The resulting specification, equation (6.28) shows all the 

variables to have the expected signs. Further, specification 

(6.28) allows for a long-run steady-state solution. The long-run 

elasticity with respect to the rate of growth of income is -0.69.
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This elasticity, compared to -1.52, the elasticity obtained for 

the period 1871-1913, is considerably lower. The explanation for 

this could be found in the income term itself which for this 

period is represented by the index of economic activity. This 

variable might not be as good as representation of the income 

variable as the GNP series was for the pre-World War One period. 

Similar problems were encountered when this variable was used in 

the money adjustment equation and in the two ratios describing 

the public's behaviour for the interwar period.

The elasticity with respect to the Bank rate was found to be 0.14 

for the pre-World War One period. In equation (6.28) the 

coefficients on the Bank rate however are not significant. 

(Dropping this variable does not change any of the results 

significantly). Nevertheless, if this variable is considered to 

obtain a long-run elasticity, it turns out to be 0.03 (evaluated 

at the mean). Its positive coefficient shows that as the 

expected cost to the bank of obtaining funds from the Bank of 

England increases, this encourages banks to hold larger 

reserves. This is, in fact, what we would expect.

In the maintained specification of the pre-World War One period, 

equation (5.11), the Bank Bill rate was included to represent the 

interest rate on a close substitute for reserves. An increase in 

this rate would increase the opportunity cost to the banks of 

holding cash reserves that yield no interest; consequently it was 

predicted that such increases would decrease the demand for 

reserves. In the final specification, however, this variable 

does not appear. This is because it was dropped at the initial 
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stage when its current and past values all appeared 

insignificant. In spite of this result obtained with the Bank 

Bill rate for the inter-war period, a further specification 

search is undertaken by including a different short rate in the 

general specification. This variable is the Money at Call rate, 

rmc. Since the spread between this rate and the Bank rate is 

higher and more fluctuating for this period than say between the 

Bank Bill rate and the Bank rate, it is thought that Money at

parsimonious one resulted in the following final specification.

Call rate would provide an alternate representation of the

opportunity cost to the banks of holding non-interest bearing

reserves.

Progressi ng from the general specification towards a more

Ar. = -0.60 -0.28 r. ? +0.72 Ar. n
Z (0.19) (0.09) (0.14)

-0.27 AY. .
(0.13)

-9.40 A- r
(4.66)

br
t-2

br-1.5 A^r. 
(0.58; 1

+11.30 A,r.mC, -O.3A(RTD).
(4.95) (0.31)

+0.6 A(RTB). 1 -1.15 A(RTB)t ?
(0.29) r (0.39)

(6.31)

D. = -0.012 (0.011)

D2 = +0.008 (0.01)

R2 = 0.55 Z5(13,30) = 0.87

R2 = 0.42 Zg(11,19) = 1.34

D, = -0.002 (0.01) DW = 2.17 Z3(4) = 9.21

s = 0.029 2^(4) = 5. 85 Z4(15,28) = 0.24
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The standard error of equation (6.31) is lower than that of 

(6.28). Further two quarterly changes in Money at Call rate is 

significant and the R^ is higher. In these respects equation

(6.31) is superior to (6.28). Analogous to (6.28) however,

(6.31) does not allow for a long-run elasticity with respect to 

the interest rate to be obtained. Further, the sign of the 

coefficient of A^ r™c2 implies a positive relationship between

mer and r-ratio and this is contrary to our theoretical

expectations.

Homogeneity

Before we conclude this section, it is necessary, as for 1871-

1913, to test the homogeneity of currency and time deposits with

respect to demand deposits, and that of reserves with respect to 

total deposits.

In the case of the t and r-ratios this has been tested by 

including the level of deposits (lagged one period for the t- 

ratio and lagged two periods for the r-ratio) as a separate 

variable. In both cases this appeared insignificant confirming 

the homogeneity assumption. Equation (6.32) and (6.33) give the 

results of including deposits as a separate variable in (6.22) 

and (6.28) respectively.

At. = 3.58 -0.29t. . -0.09D .
t (1.29) (0.084) (0.07

L -U

-0.35 At. o + 2.32 r. , + 3.91 Art
(0.12) (0.41) (0.58)

-0.39 A-P. -0.15P. ,
(0.17) Z r (0.1) (6.32)
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D1 = 0.014 (0.01)

D2 = 0.01 (0.008)

D3 = -0.04 (0.01)

R2 = 0.74

R2 = 0.68

DW = 2.04

s = 0.018

Ar. = -1.52 -0.31
r (1.58) (0.1)

rt , +0.06 D. 9
(0.11)

+0.58 Ar. ,
(0.13)

br
-0.24 AY 1 +0.98 Ar ,
(0.14) (0.06)

br
+0.55 r. , -0.74 A-(RTD)
(0.58) (0.25) t

+1.52 A(RTD).
(0.4)

(6.33)

where D = logarithm of deposits

D1 == -0.02 (0.01) s = 0.03

D2 == -0.01 (0.01) DW = 2.08 T = 56

D3 == -0.02 (0.01)

R2 == 0.58

The previous two equations tested the homogeneity assumption only 

in the long-run. It is, however, necessary to test this 

assumption in the short-run as well. In the case of time deposit 

ratio, this test can be performed by including ADD^ (DD = 

logarithm of demand deposits) and ADD^._3 as separate regressors 

and then check their significance. Equation (6.34) gives the 

results of such an estimation.

At. = 1.80 -0.19 t._1 -0.27 At. ?
4 (0.34) (0.05) L_l (0.12)
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b t
+1.96 r. 7 +1.80 Ar. 1 -0.15 A?P.
(0.32) (0.60) (0.14)

-0.41 P 7 -0.72 ADD. -0.16 DD ?
(0.08) (0.13) r (0.11) (6.34)

D1 = 0.01 (0.009)

D2 = 0.012 (0.007)

D3 = -0.012 (0.008)

DW == 203 s = 0.014

R2 --= 0.85 T = 56

R2 == 0.81

The foregoing equation shows that the homogeneity assumption

fails in the short-run for the time deposit ratio because the 

variable ADD^ appears significant. The variable, however, is 

collinear with the inflation term A^ P^ and its inclusion 

renders A^ P^ insignificant.

Similarly in the case of the reserve-ratio this homogeneity can 

be tested by including AD^ (D = logarithm of total deposits) and 

AD^_3 as separate regressors, and then checking their 

significance. Equation (6.35) gives the results of such an 

estimation:

Ar. = -0.80 -0.32 r.? +0.61 Ar.
r (1.70) (0.09) (0.14)

br
-0.28 AY. . +1.27 Ar+ ,
(0.14) r_l (0.84)

0.60 rff -0.82 A-(RTD). +1.57 A(RTD). q
(0.60) (0.25) J L (0.39)

-0.19 AD
(0.28)

+0.54 AD. -
(0.24) (6.35)
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D1 = -0.017 (0.013) DW = 2.20 s = 0.029

D2 = -0.014 (0.013) R2 = 0.53 T = 56

D3 = -0.02 (0.014) R2 = 0.41

As for the time deposit ratio, the homogeneity test fails in the 

short-run since the variable AD^_3 appeared significant.

Finally, homogeneity will be tested for the currency-ratio. The 

final specification reached for this ratio, equation (6.17), did 

not allow for a steady-state solution. The homogeneity test, 

therefore, will only be tested for the short-run. This can be 

performed by including ADD^ and ADDt_2 as separate regressors in 

regression (6.17) and then check their significance. Equation 

(6.36) gives the results of such an estimation.

Ac' = -0.01 -0.74 ADD. +0.36 Ac'. ?
r (0.005) (0.14) L (0.13)

+0.43 ADD. 2 -0.09 A? P +0.13 AY
(0.16) (0.13) L (0.06)

+1.78 Ar*?
(0.6) '

D1 = -0.01 (0.008)

D2 = 0.002 (0.008)

D3 = 0.04 (0.008)

(6.36)

R2 = 0.85

R2 = 0.83

DW = 2.46

s = 00149

Both ADDt and ADDt_2 appear significant. It seems that the

short-run homogeneity is rejected for the currency-ratio too.

The conclusions that emerge from this section are:
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Firstly, it is not possible to obtain robust specifications for 

the currency and time deposit ratios. The parameters appear to 

be unstable when the period is divided into sub periods. It 

seems that the main differences lie in the coefficients of

interest rates and the income term. One possible explanation can

be found in the switches of the authorities policies with respect 

to the exchange rate. An alternative explanation is found in the 

data series used to proxy the income variable. If this proxy, 

the index of economic activity, is not a good representation of

its theoretical counterpart, then it is possible that it will 

manifest itself in parameter instability. (For details, see 

Hendry, 1979).

Second, the adjustment equation for the currency ratio does not

allow for a steady-state solution. Similar results were obtai ned

for money adjustment equations. This might imply that currency

and demand deposits can not be modelled as a ratio nor as a sum

in a single adjustment equation over this period.

Thirdly, banks seem to adjust their reserves in relation to

deposits without considering the opportunity cost of holding cash

reserves. This is in conformity with our prewar results. The

interwar results further suggest that banks do not take account 

of the penal rate either. This is in conformity with the results 

obtained by Cagan (1965) for the U.S.

Finally, it seems that at least in the short-run, the homogeneity 

assumption is rejected for all three ratios. Same result was 

obtained for the currency-ratio over the 1871-1913 period.
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CHAPTER SEVEN

Estimation: 1955-1969

7.1 The Post World War Two Period

7.2 Money Adjustment Process:

7.2.1 M1 Balances

7.2.2 M2 Balances

7.3 Money Multiplier Components

7.3.1 Currency to Demand Deposits Ratio

7.3.2 Time to Demand Deposits Ratio

7.3.3 Reserve to Total Deposits Ratio
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In previous two chapters the adjustment process for money 

balances and for money multiplier components have been examined 

first, over the pre World War One period and then, over the 

interwar period. We will now complete our examination in this 

chapter by performing a similar exercise for the post World War

Two period.

As before, we will commence by describing the major events in the 

period. In the second section we will estimate money adjustment 

processes for M1 and for M2 balances. The starting year for 

official quarterly income and prices series is 1955; the period 

considered here will therefore start in 1955 and end in 1969. We 

will estimate first the partial adjustment process for M1, 

examine the problems, if any, with this specification, and then 

go on to apply the three-stage estimation method to it. Once the 

results are examined, similar exercise will be performed for M2 

balances.

In the third section we will deal with the money multiplier 

components in a similar fashion to money balances. As for the 

interwar period, with the currency to demand deposits ratio and 

time to demand deposits ratio, we will examine the public's 

behaviour, and discuss the results that we obtain.

The reserve ratio, however, will not be examined in the same 

fashion since it hardly fluctuates around the 8 per cent minimum 

cash ratio set by the monetary authorities for the London 

clearing banks (which dominate the series). This suggests that 

banks were not, by and large, holding any excess cash reserves

over this period. 291



7.1 The Post World War Two Period

The Bretton Woods - fixed exchange rate - system and the 

progressive liberalisation in world trade are the main features 

of world economy in this period.

In the UK economy three main character!’sties stand out (1) Steady 

economic growth faster than ever before but slower than other 

industrial economies (2) Persistent balance of payments problems 

(3) Demand Management policy of successive governments with the 

objective of keeping the creeping inflation in check and 

achieving full employment.

Immediately after World War Two the authorities maintained a 

cheap money policy. Around 1951 there was a switch to dear money 

policies. Bank rate fluctuated between 4 and 7 per cent between 

1955 and 1967 and remained at 7 per cent thereafter. Both M1 and 

M2 rose steadily over this period. The result of the switch in 

government monetary policies can be seen on monetary growth in 

that both M1 and M2 grew faster between 1946 and 1951 (3.8 and

4.4 per cent per annum respectively) than during the dear money 

phase (between 1955 and 1969 they grew by 2.4 and 3.8 per cent 

per annum respectively).

Let us now examine in the next section the money balances over 

this period in relation to income, prices and interest rates.



7.2 Money Adjustment Process, 1955-1969

7.2.1 M1 Balances

The first step, before we apply the three-stage procedure to 

estimate the adjustment equation for M1, is as before, the 

estimation of the conventional partial adjustment equation over 

the period 1955-1969^ with quarterly data. Equation (7.1) 

gives the results of such an estimation.

Mt = -0.03
(0.37)

+0.95 M, 1 +0.07 P.
(0.07) (0.05)

+0.07
(0.07)

Y. -0.67 r!r -0.64 r.S 
r (0.39) r (0.21)

DW = 1.77 s = 0.00925 R2 = 0.09939

T 59 R2 = 0.9945 Z4(6,47) = 0.58

h 1.02 Z^4) = 15.58( + ) Z3(6) = 2.12

where:

Y = GDP at 1980 market prices

P = Implied GDP deflator

rs = (1+tbr), tbr = Treasury Bill rate

rL = (1+cr), cr = Consol rate

M = M1

P, Y and M series are seasonally adjusted. All variables are in 

natural logarithms.

(*)  The choice of the starting year is dictated by the data - the 
quarterly data for income and price series do not date back any 
further than 1955.

+ Significance at the 5 per cent level.
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An inspection of the residual correlogram showed = 0.42 which 

suggests mis-specification. Further, the Lagrange Multiplier 

test, Zp fails at the 5 per cent significance level, suggesting 

again the possibility of mis-specification.

The Chow-test for parameter stability and the predictive failure 

test however, both pass at the 5 per cent significance level, 

suggesting no further problem with the specification.

Coefficient estimates are correctly signed implying rather high 

price and income elasticities. The interest elasticities are 

-0.75 with respect to the long rate and -0.62 with respect to the 

short rate. (Both elasticities are evaluated at their respective 

means).

However, although equation (7.1) appears to be an adequate 

description of the data, the evidence of dynamic mis-

specification should not be ignored. Let us then proceed with 

the application of the three-stage procedure outlined in chapter 

two to estimate the adjustment equation for M1 balances (see 

equation (2.1).

Table (7.1) gives the results of estimating the general



TABLE (7,1)

Estimation results of the general specification

for M1: 1955 (Q1) - 1969 (Q4)

0 1 2 3 4

0.09 0.06 -0.024 -0.05 0.05
t-j (0.12) (0.13) (0.13) (0.12) (0.12)

1 -0.14 0.03 0.11 -0.01 0.1
t-j (0.17) (0.18) (0.19) (0.17) (0.15)

s
-0.29 -0.44 0.32 0.35 0.45

t-j (0.33) (0.39) (0.37) (0.38) (0.32)
L

0.40 -0.90 -0.43 -0.02 -0.52
t-j (0.85) (1.32) (1.38) (1.46) (1.13)

1.15 -0.76 0.75 -0.20
t-j-1 (0.21) (0.29) (0.29) (0.19) -

aQ = 0.06 (0.77) R2 = 0.997

DW = 1.93 R2 = 0.995

s = 0.00823

T = 56

ZJ4.23) = 1.02

Performing the sequence of t-tests led to the fol lowing

intermediate stage:

M. = -0.29 +1.23 M. . -0.77 M - +0.75 M
1 (0.59) (0.16) t'1 (0.22) (0.22)

-0.21 M. . -0.16 P. +0.11 P
(0.14) t_4 (0.13) X (0.15)

+0.08 P
(0.11)

+0.07 Y. -0.22 A -0.46 A i
(0.08) 1 (0.26) 1 (0.28) L_l

+0.35 r$ 9
(0.29)

-0.39 A
(0.3)

+0.39 A
(0.24)

-0.98 A
(0.37) 1 (7.2)
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s = 0.0073 R2 = 0.997 T = 56 z^(4,33) = 0.82

DW = 2.006 R2 = 0.996 Z5(10,41) = 0.156

The standard error of the specification, s is lower than that of 

the general specification. Further, the F-test for testing the

restrictions implied by (7.2) against the maintained passes

without any problems. Progressing from (7.2) towards a more

parsimonious equation resulted in the following final

specification:

AM, = -0.29 -0.77 AM, 9 +0.25 A. M 1
(0.06) (0.16) (0.09)

-0.13 A9 P, +0.04 P, . +0.07 Y
(0.1) 2 1 (0.04) (0.04)

-0.31 r! -0.42 1 -1-01 rt 1
(0.14) 1 (0.14) J (0.31) (7.3)

R2 = 0.73 s = 0.00689 T = 56 Z5(16,47) = 0.12

R2 = 0.68 DW = 2.006 Z.j(4) = 3.25

Z4(9,38) = 0.35 Z3(6) = 14.53*  Zg(16,22) = 1.54

* denotes significance at five per cent level 
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The tests following (7.3) all pass at the 5% significance level 

except for the predictive failure test. Further it does not 

allow for long-run solution to be derived. In view of these 

problems (7.3) cannot be said to be the final stage in the 

specification search. Similar problems were encountered in the 

inter-war period model. We can, however, for this present period 

obtain quarterly series for the wage rate. Since this variable 



was found to have significant effect for the USA in the 

transact!-onary money balances the maintained specification is 

extended to include the wage rate as an additional regressor. 

(For a detailed analysis on how this variable could be an 

important argument in the demand for money function see section

1.2). That is, our general specification is now of the following

form:

4
Mt = % + * (a1+j Yt-j + a6+j pt-j

J-0

+ a11+j i-j + a16+j rt-j + a21+j Wt-j

+ a26+j + ut (7.4)

Where W = basic weekly wage rates of manual workers in all 

industries.
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Estimation of (7.4) yields:

TABLE (7.2)

Estimation of the general specification for M1 

in the extended model: 1955 (Q1) - 1969 (Q4)

j 0 1 2 3 4

Y • 0.13 0.097 0.04 -0.08 -0.0006
t-J (0.17) (0.16) (0.15) (0.12) (0.12)

p, • -0.17 0.03 0.19 0.03 0.19
t-J (0.23) (0.22) (0.2) (0.18) (0.19)
s
r, • -0.31 -0.47 0.35 -0.27 0.24
t-J (0.35) (0.39) (0.38) (0.39) (0.33)

L
r, • 0.61 -1.09 -0.22 -0.06 -0.79
t-j (1.03) (1.39) (1.39) (1.46) (1.12)

0.25 0.14 -0.20 -0.009 -0.27
t-J (0.25) (0.34) (0.40) (0.36) (0.26)

M, . . 1.02 -0.70 0.67 -0.21 -
t-j-1 (0.22) (0.29) (0.29) (0.23)

DW = 2.026 R2 == 0.9979 s = 0.0081

a = 0.95(10 .09) R2 == 0.995 T = 56

Z1(4,18) = 1.16
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The tests performed on this general specification and an 

inspection of residual correlogram suggests no serious mis-

specification. Consequently the sequence of t-tests has been 

applied to this general specification. The intermediate stage

obtained is as follows:

M = 0.599 +0.99 M .
r (0.57) (0.15) L_l

-0.62 M. 9 +0.60 M 7
(0.19) (0.2)

-0.14 M. . +0.01 Y. .
(0.14) (0.08)

-0.28 P. +0.22 P. 9 +0.17 P. . 0.36 W -0.27 W . -0.20 /
(0.14) 1 (0.15) (0.13) (0.13) Z (0.14) (0.24)

s s L 
-0.56 r, . +0.15 r, 9 +0.62 r. 
(0.21) t_l (0.23) (0.58)

-1.47 if
(0.63)

-0.81 4
(0.63)

(7.5)

DW = 2.01 T = 56

R2 = 0.9976 Z5(13,39) = 0.14

s = 0.006875 zy4) = 4.48

No evidence of mis-specification can be obtained from the tests 

results following specification (7.5). Progressing from here 

towards a more parsimonous specification resulted in the

following final stage:

AM. = 0.68 -0.63 AM. , -0.18 M
4 (0.43)(0.12) (0.07)

-0.25 A, P. +0.18 P. .
(0.11) (0.04)

+0.12 Y , +0.31 A. W. -0.19 A- rj -0.59 r® 1 
(0.12) t_1 (0.09) 4 1 (0.13) 2 r (0.17)

0.71 A. r!” -1.50 r, .

(0.32) (0.31)
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R2 = 0.7787 s = 0.006416

R2 = 0.7295 T = 56

Z4(11,34) = 0.598

Z^4) = 2.41

Z3(6) = 8.355

Z5(19,45) = 0.115

Z6(14,20) = 1.42

Estimating (7.6) over the two sub-periods yields:

1956 Q1 - 1963 Q3

AM. = +1.82 -0.69 AMt 9 -0.34 M .
1 (0.94) (0.17) (0.15)

-0.26 A, P, +0.20 Pt . +0.18 Yt 1
(0.13) ~ 1 (0.09) (0.11) 

+0.41 A. W. -0.29 A, r? -0.88 rts 1
(0.19) 4 11 (0.19) t r (0.27)

+1.29 A. r2 -1.03 r2 1 (7.7)
(0.57) 4 1 (0.65) 2-1

R2 = 0.84 DW = 1.85 s = 0.0062334

R2 = 0.76 T = 31

1963 Q4 - 1969 Q4

AM. = +0.97 -0.66 AM ? -0.23 M. .
t (1.01) (0.22) 2 (0.17)

-0.22 A, P.
(0.33)

+0.07 P. »
(0.13)

+2.25 Y. 1
(0.18) 2

+0.45 A.
(0.20)

-0.15 A„ r.S
(0.29)

-0.49 r?
(0.35) 2'

-0.57 A. r2
(0.99)

-0.53 r2 .
(0.77)

(7.8)
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R2 = 0.775 DW = 2.55 s = 0.00744

R2 = 0.614 T = 25

The diagnostic statistics following (7.6) show no evidence of 

mis-specification, and this specification is accepted when tested 

against the maintained hypothesis by the F-test, Zg. The two 

wage-rate coefficients (the current and the one lagged four 

quarters) that appear in this specification can be modelled 

together as annual rate of growth of wages, A^ W^.. This 

formulation is not rejected at the 5% significance level by an F- 

test.

The introduction of the wage rate variable as an additional 

variable changes the money adjustment specification considerably. 

Comparing the results of (7.6) with that of (7.1) we see that the 

two specifications are radically different from one another. 

Firstly with (7.6) the residuals have been reduced to white-

noise. Secondly (7.6) is a relatively more flexible function 

incorporating a more general short-run dynamics. There has been 

no loss of estimation precision, only one coefficient and the 

constant have t-ratios less than two. Finally, there has been an 

almost 31 per cent decrease in the standard error of the 

regression.

The following table gives the solved coefficients for the 

specification (7.6):
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TABLE (7,3)

Solved coefficients for M1

1955 (Q1) - 1969 (Q4)

j 0 1 2 3 4

Mt-j-1 1.00 -0.63 0.63 -0.18 -

pt-j -0.25 - 0.25 - 0.18

Yt-j - 0.12 - - -

s 
rt-j -0.19 0.59 0.19 - -

L
ft-j 0.71 -1.50 - - -0.71

W, . 
t-J

0.31 - - - -0.31

When we examine the response time paths of the series to shocks

in the exogenous variables we find that in relation to prices the 

with subsequentresponse is an initial negative movement

i ncreases taking the total effect to unity in almost six years.

Si mi 1arly the response of the money balances to one per cent

i ncrease in income takes about six years to reach its long-run

effect.

respect

i nterest

Figures (7.1) and (7.2) illustrate these reponses with 

to prices and income respectively. With respect to the 

rates, about 80 per cent of the response is observed

within four years. Figures (7.3) and (7.4) depict these 

responses with respect to one per cent increase in the short rate
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Figure (7.1) and (7.2)

Figure (7.1)

Figure (7.2)

O'

Increase in M1 
for 1% increase 
in prices

Short-run movements in M1 for 1% increase in

O'
/O

Increase in M1 
for 1% increase 
in income

t

t
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Figures (7.3) and (7.4)

0/ 
/<J

Decrease in 
M1 for 1% 
increase in 
the short-ra 
of interest

Short-run movements in M1 for 1% increase

Figure (7.3)
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and in the long rate respectively.

The long-run results (from 7.6) can be obtained if we assume a 

steady-state.

M = P + 0.67Y + [3.78 - 11.83 tt ? - 4.0 7^ + 6.89 m4]

- 3.28 rS - 8.33 rL (7.9)

Unfortunately we can not compare these long-run elasticities with 

results from earlier periods for two reasons - the adjustment 

equation obtained for the period 1871 - 1913 was for M2 balances 

(no M1 series could be constructed for that period), and the 

final specification obtained for M1 balances over the interwar 

period did not allow for a long-run solution to be obtained.

We can, however, compare these elasticities with those of other 

empirical studies. Our unitary price elasticity seems to be in 

conformity with almost all other studies that have examined this 

issue directly (see chapter one, section 1.2).

Similarly, the income elasticity of the order 0.7 is comparable 

to that of only other studies for narrow money balances where 

similar periodicity and frequency of data have been used. (see 

Table (1.4), section 1.2). Among these, our result seems to be 

lower than that of Crouch (1967) and that of Goodhart and 

Crockett (1970) but exactly equal to that of Fisher (1968).

The interest elasticities evaluated at their respective means are 

-0.2 with respect to the short rate and -0.5 with respect to the 

long rate. Again comparing these with those of other studies we 
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find that they are well within the average range of other 

empirical studies (see Table (1.3), section 4.2).

With respect to the wage rate, our results confirm its importance 

for transactionary balances and provide statistical evidence for 

its inclusion as a separate variable in the specification for M1 

balances. There are, however, no other empirical studies for the 

UK that have tried to test the importance of this variable 

directly. Those which have used this variable focus on the USA, 

and their findings do confirm our results - Dutton and Gramm 

(1973) and Kami (1974).

The importance of the rate of inflation, tt ^, and that of the 

growth of income, tt ^ has been confirmed by a large number of 

studies (see chapter one, section 1.2) most of which are, 

however, for different periods. Compared to these studies, our 

obtained elasticities seem to be somewhat larger for the 

inflation rate. For the growth rate of income, on the other 

hand, our results are in conformity with other studies (See 

Currie, 1981).

Before we go on to estimate the adjustment equation for M2 

balances it will be interesting to consider the estimation of the 

extended model (where the wage rate is included as a separate 

variable) assuming a partial adjustment mechanism. Equation

(7.10) presents the results of such an estimation.
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Equation (7.10) shows that the additional regressor contributes 

nothing to the function. The apparent dynamic mis-specification 

of equation (7.1) is still observed. Most of the important 

regressors are insignificant at conventional significance levels 

(shows by t-tests). In fact, Granger and Newbold (1974) showed 

that t-ratios are inflated when there is serial correlation in 

the specification. But with (7.10), even though we observe 

serial correlation most of the t-ratios are still insignificant. 

An explanation for the observed decrease in the significance of 

the regressors could be that W^., P^. and Y^. are correlated. 

Davidson et al (1978), however, agree that multicollinearity 

problems are likely to occur with ommitted variable problems. 

Specification (7.6) suggests that the problem with (7.1) could be 

one of ommitted variables but their introduction is not enough 

(see equation 7.10). The dynamic specification with the 

additional variables should be capable of modelling short-run 

behaviour and the residuals should be white-noise so that there 

* denotes significance at the 5% level 



is no evidence of mis-specificaton and the obtained specification 

is a robust one.

7.2.2 M2 Balances

As for M1 balances, we will start by estimating the conventional 

parti al-adjustment specification for M2. Equation (7.1) gives 

the results of such an estimation.

M. = +0.59
(0.3)

+0.85 M. . +0.13 Pt +0.13 Y
(0.05) t_1 (0.05) (0.05)

-0.17 A
(0.71) L

-0.83 rf (7-11
(0.27) 1

R2 = 0.998 DW = 2.04 s = 0.0080069

R2 = 0.997 T = 59 Z.J4) = 9.60*

Z4(6,47) = 0.78 Zg(6) = 18.00*

Where:

Y = GDP at 1980 market prices.

P = Implied GDP deflator.

rs = (q+rf)5 rf = the difference between Treasury-Bill rate and 

the time-deposit rate.

rL = (1+cr), cr = Consol rate.

Equation (7.11) is very similar to (7.1). The Lagrange 

Multiplier test for serial correlation suggests the possibility 

of dynamic mis-specification. Further, the predictive failure 

test is also significant at the 5 per cent level confirming the
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possibility of mis-specification.

The long-run elasticities, however, appear to give a good 

description of the data. But again, the evidence of mis-

specification should not be ignored.

Let us now apply the three-stage procedure to estimate the 

equation for M2 balances.

TABLE (7.4)

Estimation results of the general specification 

for M2: 1955 (Q1) - 1936 (Q4)

j 0 1 2 3 4

Yt-1 0.08 0.06 -0.08 0.06 0.19
(0.09) (0.11) (0.11) (0.10) (0.10)

Px d -0.13 0.3 0.29 -0.10 0.15
t-1 (0.16) (0.16) (0.17) (0.16) (0.13)

A ■ 1.65 -2.41 -0.25 -0.41 -0.51
t-J (0.67) (1.11) (1.21) (1.12) (1.79)

-0.34 -0.26 -1.25 0.78 -0.09
t-j (1.03) (1.03) (1.10) (1.08) (0.91)

M. . .t-j-1
0.56

(0.17)
-0.04
(0.22)

0.08
(0.22)

0.10
(0.18)

-

aQ = 1.11 (0.55) R2 = 0.999 s = 0.00699

T = 56 . R2 = 0.998 Z.^4,23) = 1.84
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Performing the sequence of t-tests led to the acceptance of the 

following final specification:

Mt 1.16 +0.58 M. 1 +0.13 M ? +0.13 P
(0.42) (0.13) (0.12) (0.12)

+0.08 P d
(0.09)

+0.08 P. 9
(0.1)

-1.35 4 ,
(0.79)

+0.97 f ,
(0.64)

+1.95 >+ -3.04 t+ 1
(0.51) (0.53) t_l

-0.57 t+ . +0.10 Y.
(0.37) (0.07) L

-0.10 Y. +0.09 Y. , +0.19 Y .
(0.08) r (0.01) (0.08) (7.12)

DW = 2.01 s = 0.0063 Z5(10,41) = 0.21

T = 56 Z.j(4) = 4.41

R2 = 0.9989 Z4(15,26) = 1.05

R2 = 0.9985 Zg(16,10) = 1.496

The F-test for testing the restrictions implied by equation

(7.12) against the maintained equation passes at the 5 per cent 

significance level. Further the standard error, s, shows (7.12) 

to be preferable to the maintained. Checking the residual 

correlogram shows no problems. Hence, in view of these results, 

progressing from (7.12) towards a more parsimonious equation 

resulted in the following specification:

M. = 1.04 +0.60 M. 1 +0.13 M 9
t (0.32) (0.12) (0.12)

-0.11 A, P. +0.20 P. 9 -0.74 r. 9
(0.07) 4 t (0.07) (0.62)
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+2.01 rj) -3.10 r. . -0.52 r._.
(0.49) X (0.51) t_l (0.37) 1-4

+0.10 A„ Y. +0.27 Y .
(0.06) r (0.06)

DW = 0.03 s = 0.0062 ~R2 = 0.998

T = 56 R2 = 0.999

Z4(11,34) = 0.85 Zq(4) = 5.44 Z5(14,45) = 0.39

Zg(20,14) = 1.76 Z3(10) = 16.37

(7.13)*

Comparing (7.13) and (7.11) we see that lagged coefficients of 

the regressors turned out to be important for the specification. 

(Dropping Mt_? from (7.13) does not make any difference to the 

test results following equation (7.13). The relative superiority 

of (7.13) to (7.11) is that with (7.13) the residuals are reduced 

to white-noise. No evidence of mis-specification is encountered. 

The varible coefficients have expected signs and the Chow-test 

shows the parameters to be stable between the two subperiods.

Re-estimating (7.13) for the two subperiods yields: 

1956 Q1 - 1963 Q3

M. =1.71 +0.54 M. 1 +0.14 M ?
1 (0.57) (0.19) 1 (0.18)

-0.09 A. P
(0.11)

+0.24 P
(0.09)

+0.28 C
(0.9)

+2.59 iT -2.62 r^
(0.78) t (0.87)

+0.15 rt
(0.59) T

+0.19 A, Y
(0.09)

+0.13
(0.13) (7.14)

Respecifying this equation with the dependent variable in 
form AM, does not constraint (7.13) in any way. The 

case is reduced to 0.61.
311i

differenced 
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DW = 2.11 T = 31 R2 = 0.991

s = 0.0066 R2 = 0.994 

1963 Q4 - 1969 Q4

t-2

-0.29 A.P. +0.025 P. ?
(0.22) Z (0.3)

-0.93 rf 9
(1.67)

L
2.05 r

(0.78) 1
-3.38 rt . -0.53 rt „
(0.74) t_l (1.09) 1

+0.096 A?
(0.12)

Y +0.33 Y 4 
1 (0.13) (7.15

DW = 2.24 R2 = 0.997 s = 0.00610

T = 25 R2 = 0.994

The Chow test, Z^, following equation (7.13) shows no structural

instability between the two subperiods considered above. The

solved coefficients for equation (7.13) are given in Table (7.5).

Figures (7.5) to (7.8) depict the effect on M2 of increasing each 

of the explanatory variables by one per cent. These figures show 

that, in the case of prices and income, 80 per cent of the total 

effect on M2 is observed within the first two years; and within 

the first year or so in the case of interest rates.
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Figure (7.5) and (7.6)

Figure (7.5)

Figure (7.6) t = number of years
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Figures (7.7) and (7.8)

O/

Decrease in M2 
for 1% increase 
in the short 
rate of interest

Short-run movements in M2 for 1% increase

Figure (7.7)

O'
/O

Decrease in M2 
for 1 ?o increase 
in the long rate 
of interest

Figure (7.8)
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TABLE (7,5)

Solved coefficients for M2:

1955 (Q1) - 1969 (Q4)

j 0 1 2 3 4

M. . .t-j-1 0.60 0.13 -

-0.11 0.20 +0.11
t-1

Y, • 0.10 -0.10 +0.27
t-j

sr, • -0.74 -
t-j

L
Ta. • 2.01 -3.10 — -0.52

The long-run results of (7 .13) can be obtained if we are in

steady-state.

M = 0.8 P + Y + 3.85 - 2.74 r s - 5.96 rL - 6.4 TT^ - - 5.67 Up

(7.16)

The long-run elasticities are given in equation (7.16) We can

compare these, first with those from 1871-1913 and then with

other empirical studies . The specificat ion search for the inter-

war years, however, did not yield any long-run results, (see

section 6.2) , hence a comparison with these years can not be

made.

The income e 1asticitv seems to be in conformity with most other
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empirical studies; the price elasticity however is somewhat lower 

than these studies.

Comparing these long-run results with those for 1871-1913, 

equation (5.8), we see that, with respect to the short rate of 

interest, the elasticity is relatively lower in the post World 

War Two period. This is not surprising considering that in the 

specification for the period 1955-1969, there are two rates - one 

long and one short - and only one rate - the short rate - in the 

other one. When we evaluate these interest elasticities in 

equation (7.16), at their respective means, they are of the order 

of -0.04 and -0.37 with respect to the short rate and the long 

rate respectively. Table (1.3) in chapter 1 (section 1.2) lists 

some results on interest rate elasticities from major UK and US 

empirical studies. There are, however, very few studies that 

have tried to include two rates in the specification for broad 

money balances. Our results are directly comparable with these 

few studies and in the case of the short rate, our result seems 

to be lower than their average (which is of the order of -0.2); 

For the long rate, however, our result is quite close to theirs.

With respect to the inflation rate, the elasticity of -5.67 is 

somewhat higher than that of M1 balances suggesting that broad 

money balances are better substitutes for real assets than narrow 

balances. Similarly, with respect to the real growth rate the 

elasticity of M2 is again higher than that of M1 (-6.4 compared 

to -4.0). This 'negative' elasticity is, however, very 

interesting compared to that for 1871-1913, which was found to be 

positive and of the order of 0.76. This confirms our earlier
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expectations that at higher stages of development - as in the 

post World War Two period - the relationship between real growth 

and money balances becomes negative. This result is also in 

conformity with the study by Hendry and Mizon (1978) for the post 

World War Two period.
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7.3 Money Multiplier Components

Both M1 and M2 multipliers rose quite fast at the beginning of 

the period. After two years they both fell rapidly until 1955. 

This fall is what held back the growth in M1 and M2 balances. 

From there onwards they are relatively flat until the end of the 

period.

As for the interwar period we examine the public's behaviour with 

two ratios: the currency to demand deposits ratio and the time to 

demand deposits ratio. The currency ratio follows the movements 

in the interest rates in a positive fashion. From a value of 

around 35 per cent in 1946 it drops to around 26 per cent in 

1949. From there onwards it rises until 1958/9 when it reaches 

about 45 per cent with little variation around that over the rest 

of the period. The time deposit ratio, on the other hand, starts 

off relatively flat until 1950. From 1951 onwards it rises with 

"dear money" policies. The sharpest rise comes in 1955. This 

coincides with the announcement by the Chancellor of his reliance 

on the monetary aggregates as part of his monetary policy. From 

1957 onwards this ratio rises from about 70 per cent to around 

110 per cent. This is again attributable to the behaviour of the 

interest rates.

7.3.1 Currency to Demand Deposits Ratio (c*  ratio)

In the previous chapter section (6.3.1), we analysed the c'-ratio 

with the variables that we derived from our theoretical 

discussion in chapter one.
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We now analyse this ratio with the same variables in the

following dynamic specification:

4 t
c1. = a +2 (a-ia- Y4. • + . P. . + a^, • r. •t o .=Q v 1+j t-j 6+j t-j 11+j t-j

L

+ a16+j rt-j + a21+j Wt-j + a26+j + Vt

(7.17)

Period: 1955 (Q1) to 1959 (Q4)

where f = (1+tbr), tbr = Treasury Bill rate

rt = (1+tdr), tdr = time-deposit rate

Y = GDP at 1980 market prices

P = Implied GDP deflator

W = basic weekly wage rates

The difference between (7.17) and (6.15) is the additional 

regressor W in (7.17). The reason for its inclusion is that it 

was found to have important effects in the money adjustment 

specification for the same period (see section 6.2).

The currency-demand deposit ratio is seasonally unadjusted. 

Three dummies have been used to account for seasonal effects.
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Table (7.6) gives the results of estimating (7.17)

TABLE (7.6)

Estimation results of the general specification

for the currency-ratio:

1955 Q1 - 1969 Q4

j 0 1 2 3 4

Yt-j 0.02 -0.28 0.09 0.24 -0.02
(0.23) (0.23) (0.22) (0.19) (0.19)

pt-j -0.06 0.05 -0.67 -0.03 -0.07
(0.39) (0.37) (0.40) (0.36) (0.33)

t
^4. • t-J 0.98 -1.55 -0.51 0.87 2.07

(2.18) (2.24) (2.24) (2.25) (2.17)

brj. • t-J -0.05 2.00 1.20 -1.43 -1.35
(2.10) (2.19) (2.15) (2.30) (2.16)

W, . t-J -0.33 0.18 -0.04 0.31 0.46
(0.46) (0.58) (0.61) (0.56) (0.43)

0.79 -0.28 0.36 -0.10
(0.21) (0.26) (0.28) (0.20)

D1 == -0.02 (0.01)

D2 == 0.004 (0.01)

°3 -= 0.02 (0.01)

R2 == 0.985

R2 == 0.896

aQ = 0.38 (0.32)

s = 0.01314

DW =1.97

T = 56

Z^(4,15) = 2.11
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Progressing from this general specification and performing the 

sequence of t-tests on it led to the following intermediate 

stage:

-0.32 +0.78 c\ . -0.27 c't ? +0.28 c' ,
(0.18) (0.14) t_l (0.17) (0.12) '

-0.71 P. , -0.22 Y. . +0.29 Y ,
(0.20) t_2 (0.13) (0.13)

-0.30 W
(0.19)

+1.08 rf'
(0.34) 1

+0.34 W. , +0.45 W. .
(0.27) (0.27)

t t
-2.13 rt 1 +2.13 r. .
(1.14) 1-1 (1.20) 1

+2.62 r? 1 +0.69 rb , -0.45 rfb ,
(1.11) t_l (0.48) (0.42)

1.37 r
.26) (7.18)

Dq = 0.02 (0.007)

D2 = 0.001 (0.008)

0, = 0.017 (0.007)

R2 = 0.984

R2 = 0.976

DW = 1.92

s = 0.01078

Z5(13,36) = 0.09

Z5(4,28) = 1.49

Progressing from (7.18) and model ling the regressors together

resulted in the following specification:

-0.32 -0.23 Ac1. 2 -0.25 c' 1
(0.15) (0.09) (0.06)

-0.71 Pt 2
(0.17) L-Z-

+0.55 Wt 4
(0.14) L-H-

+2.61
(0.74)

b
ft-1

-0.25
(0.11)

A, Y. . -0.27 A,
2 t_1 (0.15) J

t t
+0.99
(0.30)

-1.93 A, r. .
1 (0.71) J t_l

b b
+0.56 Ar. ? -1.09 r. d
(0.35) (0.68)

(7.19)
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D1 = -0.021 (0.005) s = 0.0102 T = 56

°2 = -0.001 (0.004) R2 = 0.89 Z.^4) = 6.24

°3 = 0.018 (0.005) R2 = 0.850 Z5(18,43) = 0.10

Z4 (15,26) = 0.79 Z3(6) = 2.67 Zg(16,10) = 1.26

Estimating (7.19) for the two subperiods yields:

1956 Q1 - 1963 Q3

Ac I

t

t
rt

(0’42) (oh) t-

-0.62 Pt 2 -0.11
(0.26) t-2 (0.14)

0.56 W +0.97
(0.18) t-4 (0.39)

4.00 rb
4- 1 +0.59

(1.08) L- 1 (0.44)

A2 Y. n -0.27 A, W. t-l J t

-2.90 A. r^ .
(1.14) J t_l

-1.47 rt-4
(0.95) r 4 (7.20)

2.16D1 = -0.03 (0.007) R2= 0.94 DW =

02 = -0.003 (0.007) R2 = 0.89 s =

°3 = 0.002 (0.008) T = 31

1963 Q4 - 1969 Q4

Ac't = 0.25 -0.21
(0.72) (0.31)

Ac1. 9 -0.02 c'
d (0.27) t-1

-0.01 P. , 
(0.62) t_2

-0.37 A9 Y. 1 -0.31 AQ
(0.24) L_l (0.39) J

+0.67 W. .
(0.44)

+1.92 rt -0.08 A
(0.82) L (1.88)

A
3 rt-i

-0.-12 A
(2.24) T '

+0.53 rt 9 +0.85
(0.99) (2.21)

b
rt-4

D1 = -0.021 (0.01) R2 = 0.88 DW =

°2 = -0.003 (0.0099) R2 = 0.73 T = ;

D3 = 0.0019 (0.01) s = 0.011374

0.01013

1.99

Wt

(7.21)

25
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The diagnostic statistics following (7.19) show no evidence of 

mis-specification. On the basis of the F-test, Z5, the 

restrictions implied by (7.19) are accepted and the obtained 

specification is not rejected against the general specification. 

In comparison with the estimated equation of (7.17), table (7.6), 

the standard error of the regression has been reduced by 22 per 

cent. There is no evidence of serial correlation (judged by zp, 

or structural instability, (judged by Z^). The t-tests show 

that the regressors are significant at conventional significance 

levels and specification (7.19) allows for a long-run solution to 

be derived.

The solved coefficients for equation (7.19) are given in Table 

(7.7).
Table (7,7)

Solved coefficients for the currency-ratio:

1955 (Q1) - 1969 (Q4)

j 0 1 2 3 4

Yt-j - -0.25 - +0.25 -

pt-j - - -0.71 - -

t
rt-j +0.99 -1.93 - - +1.93

b
ft-j - +2.61 0.56 -0.56 -1.09

W. . 
t-J

-0.27 - - 0.27 +0.55

Ct-j-1 0.76 -0.23 +0.23 - -

323



Figures (7.9) to (7.12) show the effect on c'-ratio of increasing 

each of the explanatory variables by 1 per cent. We see that in 

the case of the wage rate and the time-deposit rate, the response 

is an initial undershoot with subsequent positive effects 

reaching the long-run level in about five to six years. In the 

case of the Treasury Bill rate the response is rather fast with 

85 per cent of total effect being observed within the first 2,3 

quarters. With respect to the price level, however, the response 

is a gradual one reaching its long-run effect in about five to 

six years.

The long-run steady-state results are given in equation (7.22).

c' = -2.96P +2.29W +4.13rt +6.33rb [-1.33 -2.08^]

(7.22)

Contrary to our interwar results for c'-ratio we now have a 

steady-state solution for the ratio. In the case of interest 

rates, the long-run elasticity implies that a rise in the time-

deposit rate leads public to hold a smaller amount of demand 

deposits relative to their holdings of currency. The elasticity 

evaluated at the mean yields 0.14 which is well within the range 

of elasticities obtained by other empirical studies (see section 

1.3.4). Similarly, in the case of the Treasury-Bi11 rate, the 

elasticity evaluated at the mean yields 0.3 which is again well 

within the range of elasticities obtained 5v other studies. This 

elasticity is marginally larger than the one obtained, 0.17, for 

the pre World War One period.

The negative price elasticity implies that an increase in the
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Figure (7.9) and (7.10)

Short run movements in the currency-ratio 
for 1% increase in the wage rate and in 
the time-deposit rate

Figure (7.10) t = number of years
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Figure (7.11) and (7.12)

Short-run movements in the currency-ratio for 
1% increse in prices and in the Bank Bill 
rate

t

-0.5 -
Decrease in -
the currency 
ratio for 1 
per cent -2.0 - 
increase in _2 5 - 
prices

-3.0 "

Figure (7.11)

Figure (7.12) t = number of years
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price level leads to a fall in the c'-ratio; that is currency and 

demand deposits are not both homogenous of degree one with 

respect to the price level. The sign is in conformity with our 

interwar result but is somewhat larger in magnitude (-2.9 

compared to -0.5, the elasticity obtained for the interwar 

period).

In the case of the wage rate, our results confirm its importance 

for the c'-ratio. This is in conformity with the adjustment 

equation for M1 balances.

In our money adjustment equation we found M1 to be elastic with 

respect to the growth rate of income. This was found to be -4.0

(see equation (7.9)) implying a flight out of M1 balances as

there is a rise in the growth rate of income. Our results for

the c1-ratio confirm this and suggest further than the flight

from currency is stronger than from demand deposits. (The

elasticity with respect to the growth rate of income for the 

currency ratio is -2.08).

We now turn to an examination of the time to demand deposits 

ratio.

7.3.2 Time to Demand Deposits Ratio, (t-ratio)

As for the interwar period the dynamic function used to represent

the general specification is of the following form: 

4
+ E 
j=o

(a1+j Yt-j +a6+j Pt-j +a11+j rt-j 

+a16+j rt-j +a21+j M-f + Vt (7.23)
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Period 1955 (Q1) - 1969 (Q4)

where r^ = (1+tbr), tbr = Treasury-Bill rate 

rt = (1+tdr), tdr = time-deposit rate 

Y = GDP at 1980 market prices

P = Implied GDP deflator

To account for seasonality three dummies have been used. Table

(7.8) gives the results when equation (7.23) was estimated.

TABLE (7.8)

Estimation results of the general specification 

for the time deposit ratio: 1955 (Q1) - 1969 (Q4) 

j 0 1 2 3 4

-0.32 0.28 -0.01 0.20 0.16
t-1 (0.27) (0.26) (0.29) (0.27) (0.24)

Px. • 0.17 -0.04 -0.21 -0.70 0.59
t-J (0.49) (0.47) (0.52) (0.46) (0.42)

t
rt-j 3.13

(2.61)
-0.26
(2.81)

1.66
(3.05)

4.05
(2.87)

0.99
(2.93)

-2.58 1.88 -2.55 -3.86 -1.32
t-J (2.45) (2.76) (2.87) (2.88) (2.91)

t . • 0.99 -0.10 -0.04 0.05 -
t-J-■1 (0.21) (0.27) (0.25) (0.17)

°1 = -0.03 (0.01) R2 = 0.993 s = 0.018

D2 = -0.015 (0.01) R2 = 0.986 T = 56

D3 = -0.004 (0.01) DW = 2.10 a^ = -0.460
(0.48)
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The intermediate stage reached after the application of a 

sequence of t-tests is as follows:

U = -0.43 +1.13 t. 1 -0.24 t. 9 -0.57 P. . +0.45 P. . 
t (0.33) (0.11) f (0.13) (0.29) (0.28)

-0.27 Y. +0.14 Y. 1 +0.36 Y , +1.27 rj
(0.19) r (0.21) t‘l (0.18) (0.40)

-4.74 , +4.48 rj
(1.67) (1.3)

(7.24)

D1 = -0.01 (0.007)

D2 = -0.02 (0.007)

D, = -0.003 (0.008)

R2 = 0.99

R2 = 0.987

s = 0.0170

Z5(14,45) = 0.615

The F-test for testing the restrictions implied by (7.24) against 

the maintained, Z^, is not rejected at the 5 per cent 

significance level. Further, the standard error of the 

regression is considerably lower confirming that (7.24) is 

preferable to the general specification. Modelling the variables 

together resulted in the following specification:

At. = -0.63 -0.19 t. 9 -0.43 AP. . -0.23 AY
t (0.28) (0.06) t_2 (0.27) (0.17)

t b t
+0.18 Y, 9 +1.27 r. -5.25 r. 7 +5.18 r. .
(0.08) t_3 (0.35) 1 (1.64) r J (1.70)

(7.25)

= -0.03 (0.007) R2 = 0.69 Z.j(4) = 2.97

= -0.018 (0.007) R2 = 0.62 Z3(6) = 12.11

= -0.001 (0.006) s = 0.017 Z4(11,34) = 1.66

(17,48) = 0.60 Zfi(20,14) = •1.07
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The test results following equation (7.25) show no signs of mis-

specification. Re-estimating the specification (7.25) for two 

subperiods gave the following two equations:

1955 (Q1) - 1963 (Q4)

At, = -1.04 -0.19 t. ?
r (0.49) (0.09)

-0.36 AP, .. -0.01 AY
(0.28) (0.25) L

t b r .. t
+0.29 Y, Q +1.90 r. -6.08 r. . +6.44 r. ? 
(0.14) (0.61) r (2.09) (2.31)

(7.26)

D3

D2

D1 DW =-0.02 (0.009) R = 0.82

-0.02 (0.008) R2 = 0.73

0.006 (0.009) s = 0.01619

2.47

31T =

1963 (Q4) - 1969 (Q4)

At. = -0.079 -0.23 t. , +0.014 AP , -0.24 AY
1 (0.97) (0.12) (0.71) (0.23)

-0.001 Y. , +1.79 T +0.19 1+ , +0.27 rf ,
(0.27) t_3 (0.74) t (4.14) (3.69)

(7.27)

= -0.03 (0.01) R2 = 0.73 s = 0.0156

= -0.01 (0.01) R2 = 0.55 T = 25

= -0.01 (0.01) DW = 1.74
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The solved coefficients for equation (7.25) are given in table

(7.9)

TABLE (7.9)

Solved coefficients for the time deposit ratio:

1955 (Q1) - 1969 (Q4)

j 0 1 2 3 4

1 -0.19

pt-j - - - -0.43 +0.43

Y, • -0.23 +0.23 - 0.18 -
t-j

1.27 - 5.18 -
t-j

r b
t-j - - - -5.25 -

Figures (7.13) to (7.15) depict the effect on the t-ratio of 

increasing by 1 per cent income, the time-deposit rate and the 

Treasury Bill rate respectively. In the case of income, the 

response is an initial undershoot with subsequent positive 

effects taking the total effect to its long-run result in about 3 

years. This means that initially when faced with increasing 

levels of income, individuals reduce their proportion of deposits 

held in demand deposits. After a year or so, they gradually 

reverse this by increasing the proportion of deposits held in 

time-deposits.

With respect to the time-deposit rate, the response is a gradual
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Figures (7.13) and (7.14)

Short-run movements in the time deposit ratio 
for 1?o increase in income and in the time-
deposit rate

Figure (7.13)

40.0

Increase in 35.0' 
the time 30.0 - 
deposit ratio 
for 1 per cent^.O ' 
increase in 20.0 ‘ 
the time-
deposit rate

10.0

5.0 -
t

1 2 3 4 5 6 7 8 9 10 11 12

Figure (7.14) t = number of years
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Figure (7.15)

Short run movements in the time deposit 
ratio for 1% increase in the Bank Bill 
rate

Figure (7.15) t - number of years
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increase with the total effect reaching its long-run solution in 

about three years time. With respect to the Treasury Bill rate 

about 80 per cent of the effect is observed within the first two 

years.

The long-run steady state results for (7.25) are as follows:

t = +0.9Y + 34.0rt -27.6rb [+3.32 -7.15 -2.26 it ?]

(7.28)

The results suggest that the function has an approximately 

unitary income elasticity and is interest-elastic. The function 

is positively related to the time-deposit rate and negatively to 

the Treasury Bill rate confirming our initial expectations; that 

is, when the time-deposit rate increases so does the ratio since 

we would expect a switch from demand deposits and other assets 

into time deposits. When the Treasury Bill rate increases 

however, other interest-bearing assets are substituted for time 

and demand deposits, the flight from time deposits being stronger 

than from demand deposits.

The interest elasticities evaluated at their means are 1.19 and 

-1.35 with respect to the time-deposit rate and the Treasury 

Bill rate respectively.

Two more variables have been identified as being important in the 

function: The rate of growth of income, tt ^ and the inflation 

rate, tt ^. They are both negatively related to the ratio. 

Similar relations have been encountered with the money adjustment 

processs for M1 and M2. These results suggest that time-deposits
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respond more to the inflation rate and to the rate of growth of 

income than demand-deposits.

Comparing these steady-state results with those for the interwar 

period we find that the income term does not appear in the final 

specification for the interwar period. The reason for that could 

be found in the series - the composite index of economic activity 

- used to represent the income variable. This variable, in fact, 

appeared insignificant even in the demand for money balances (see 

section 6.2). This was very surprising since there are no 

empirical studies that reported a similar result. The problems 

with the data over the interwar period, however, have been 

reported by many other empirical studies. We should not 

therefore rely on the interwar results too much.

Similarly, with respect to the interest rates, the results 

reported for the interwar period - i.e. no long-run results with 
t brespect to r and a positive elasticity with respect to r - are 

contrary to those which we have obtained for the post World War 

Two period.

The most interesting difference in the results, however, concerns 

the inflation rate. The positive elasticity reported for the 

interwar years is now negative. This negative sign is difficult 

to explain theoretically since we would expect demand deposits to 

be more inflation-elastic than time deposits.

We conclude this section by testing the homogeneity of currency 

and time deposits with respect to demand deposits. We tested 

this assumption for the long-run by including the level of demand 
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deposits (lagged one period for the currency-ratio and two 

periods for the time-deposit ratio), and for the short-run by 

including changes in demand deposits (current and lagged two 

periods for the currency ratio and current for the time deposit 

ratio).

Equations (7.29) and (7.30) give the results obtained. In both 

cases the additional variable in level form appeared 

insignificant confirming the long-run homogeneity assumption. 

The short-run homogeneity, however, is rejected because the 

current changes in deposits appear significant in both adjustment 

equations.

Ac'. = 0.71 -0.16 Ac'. 9 -0.31 c'. 1 
t (1.02) (0.11) (0.10)

-0.60 P. 9 -0.19 A9 Y. . -0.11 A. W
(0.16) t (0.10) (0.14)

t t
+0.57 W, . +0.76 r. -1.65 A9 r. 1
(0.27) (0.66) t (0.66) J

+2.12 r.6 1 +0.58 Arb , -0.90 rb .
(0.68) t_ (0.31) (0.61)

-0.09 DD. . -0.31 ADDt -0.001 ADD ?
(0.09) t_ (0.08) (0.08)

(7.29)

where DD = logarithm of demand deposits

D1 == -0.01 (0.006) DW == 1.74 s = 0.009

D2 == +0.006 (0.004) R2 == 0.92 T = 56

D3 ’= +0.002 (0.005) R2 == 0.88
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At. = 1.28 -0.19 t. , -0.50 AP 
t (1.17) (0.06) (0.25)

-0.09 AY +0.31Y. , +1.18r*
(0.17) 1 (0.12)t_J (0.38f

-3.29 T , +3.22 ,
(1.64) (1.69)

-0.16 DD. , -0.35 ADD
(0.10) (0.13)

(7.30)
where DD = logarithm of demand deposits

D1 == -0.013 (0.009) DW = 2.40 R2 = 0.67

D2 == -0.008 (0.007) T = 56 s = 0.016

D3 == +0.008 (0.007) R2 = 0.75

7.3 .3 Reserve to total Deposits Ratio

In previous chapters we examined the behaviour of the banking 

sector through their holding of cash relative to deposits. There 

were no official minimum ratios set by the monetary authorities 

in the pre World War One or the interwar period. We therefore 

argued that banks' demand for reserves relative to deposits would 

respond to movements in the other economic variables. We then 

went on to test whether we could identify such a function for the 

reserve ratio and whether it was a stable function with respect 

to these variables.

The post World War Two period, however, is peculiar compared to 

previous subperiods, in that from 1946 onwards the clearing 

banks, by official prescription, maintained a minimum of 8 per 

cent of cash reserves to gross deposits. Our reserve ratio
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includes not just London clearing banks but the Scottish banks, 

the Northern Ireland banks, the Bank of England and a small 

number of others. The London clearing banks, however, dominate 

this group by size, with nearly 90 per cent of total deposits. 

Table (7.10) gives the reserve to deposits for various groups. 

The first column includes Bank of England's till money in its 

numerator and its denominator refers to net deposits (i.e. 

excluding transit items and interbank deposits) and it is this 

ratio that we used in our previous examinations of the behaviour 

of the banking sector. The second column refers to reserves 

(excluding Bank of England's till money) relative to 'gross' 

deposits, and the 8 per cent minimum set by the authorities apply 

to this ratio. This ratio is consistently lower than that of the 

London clearing banks (column 3) suggesting that other banks not 

facing the minimum 8 per cent held lower ratios. Out of a total 

banking sector excluding London clearing banks, Scottish banks 

dominate the group holding 59 per cent deposits of the group in 

1946 and about 70 per cent in 1969. (For details, see Table III 

(4) in Capie and Webber, 1985). Their reserve ratio fluctuated 

between 2 and 3 per cent of deposits suggesting a self-inflicted 

lower cash ratio relative to clearing banks.

What we are interested in here is the excess reserves over and 

above the minimum required level. Table (7.10) suggests that the 

London clearing banks did not hold any excess reserves. 

Similarly the Scottish banks, following a similar pattern to that 

of the clearing banks, did not hold any reserves above the self-

observed two to three per cent ratio.



The foregoing argument suggests that there is not much to be 

gained by performing a specification search for the reserve ratio 

over this period since the ratio was set by the authorities and 

that banks preferred to hold any excess in some other form of 

reserves, preferably where they could earn interest. Banks' 

liquid assets, however, were also restricted to 28 to 30 per cent 

of their deposits for the London clearing banks from 1951 

onwards. (See Blackaby, 1978). In 1957 this was set at 30 per 

cent, and in 1963 it was reduced to 28 per cent. The Scottish 

banks observed a somewhat smaller (and self-inflicted) ratio of 

16 to 17 per cent. (This is in annual averages, monthly figures 

would be as low as 14 per cent; (for details see Gaskin, 1965).

What are the interesting results that emerge from this section?

First, it has been possible to obtain a robust specification for 

the currency-ratio and time-deposit ratio over this post World 

War Two period. Further, both of these specifications allow for 

steady-state solutions to be obtained.

Second, in our specification search for the currency-ratio we 

have identified the influence of an additional variable; that of 

the wage rate. The importance of this variable was also 

established in the adjustment equation for M1 balances.

Third, it seems that banks do not hold any excess cash reserves 

over and above the minimum required level.

Finally, as for the earlier period, the homogeneity assumption is 

rejected in the short-run for both the currency and time deposit

ratios. 339
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This chapter is in two sections: the first comments on the 

results obtained and compares them with other studies. The 

second examines the implications of these results and sets out 

the major findings of this thesis.

The thesis began by listing a number of important empirical 

questions concerning the demand for, and the supply of, money. 

In subsequent chapters these empirical issues were examined for 

the UK over three periods: pre-World War One, the interwar, and 

post-World War Two. In the first section of this chapter these 

results are brought together. We first analyse the demand for 

money and go through all the seven questions set out in section 

1.2.4. We then go on to the supply of money and analyse in a 

similar fashion, the components of the money multiplier: the 

currency-ratio, the time deposit ratio and the reserve ratio.
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8.1 RESULTS AND COMPARISONS

A summary of all the results obtained is shown below.

8.1.1 DEMAND FOR MONEY

There were seven key issues.

1. The role of interest rates. Table 8.1 gives a summary of our 

elasticity results. The elasticities are within the range 

of elasticities obtained in other empirical studies (see 

section 1.2.4.), though they tend to be at the lower end of 

this range. One possible explanation is that all the 

specifications include a short and a long rate rather than 

one rate only. Most other empirical studies use just one 

rate. The single rate, in these studies, roughly picks up 

the same effect as the total of our two rates.

Two important implications emerge. First, both short and 

long rates are important in money demand functions. This 

holds irrespective of the definition of money or of the 

respresentative short rate chosen (i.e. whether it is the 

Treasury Bill rate or the Bank Bill rate). Second, the 

elasticity (both the impact and the steady-state - see Table

8.1 for definitions) with respect to the long rate is 

consistently higher than that with respect to the short 

rate.

All the foregoing results are based upon the specifications 

derived from the periods 1871-1913 and 1955-1969. Over the
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interwar period no interest-elasticity could be derived 

since money demand specification did not allow for a steady-

state solution. More interestingly, the changes in money 

balances, over this period, were explained positively with 

the short rate of interest and negatively with the long 

rate. We tentatively argued (see section 6.2) that this 

paradoxical result was due to switches in the policy of the 

monetary authorities over this period. This leads to the 

supply side dominating the function over a certain policy 

period and the demand side over another.

2. Homogeneity with respect to the price level.

The price elasticity is unity for the period 1871-1913. For 

the period 1955-1969 this is also true for M1, but for M2 

the elasticity is, at 0.8 slightly lower. This however is 

not significantly different from unity (F-test = 1.81 as 

against a critical value at the 5 per cent of 4.06 for 

F(1,45)). For the interwar period the price elasticities 

are much lower: 0.2 and 0.4 for M1 and M2 respectively. 

Among the few other empirical studies which have 

investigated this issue (for post-World War Two period) most 

found a unit price elasticity both with quarterly and 

annual data. The relatively low price elasticities I 

obtained for the interwar period might be an indication of 

either data problems as discussed in Chapter 5 or the 

existence of money illusion. It is hard to see how this 

ambiguity could be resolved.
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TABLE (8.1)

Demand for Money;

SUMMARY RESULTS ON INTEREST RATES.

Data Used Definitions of Interest Rate Interest
Money Used Elasticity

Impact Steady-State

A B (C)

Annual:
1871-1913

Broad:
M2

Short:bbr
Long:cr

-0.86
-6.21

-4.10
-(*)

(-0.11)

Quarterly: Narrow: Short:bbr -1.5 + (*)
1922-1936 M1 Long:cr -1.9 -(*)

Quarterly: Broad: Short:bbr -0.5 + (*)
1922-1936 M2 Long:cr -2.0 -(*)

Quarterly: Narrow: Short:bbr -0.2 -3.3 (-0.2)
1955-1969 M1 Long:cr +0.7 -8.3 (-0.5)

Quarterly: Broad: Short:rf -0.07 -2.7 (-0.4)
(-0.4)1955-1969 M2 Long:cr +2.0 -6.0

Where:

bbr = Bank Bill rate
cr = Consol rate
rf = the difference between Treasury Bill rate and the 

the time deposit rate
* = indeterminate
A: The impact elasticities are the effects on money 

of one percent change in (1 + the rate) over the 
first period only.

B: The steady-state elasticities are calculated for 1 
per cent change in (1 + the rate).

C: The steady-state elasticities are as evaluated at 
the means.
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3. Wages

The importance of the wage-rate is not examined directly 

for the interwar period because of the lack of quarterly 

data. For the post-World War Two period, however, the 

introduction of the wage-rate for narrow money balances 

improves the robustness of the specification (See Zg, the 

predictive failure test result in specifications (7.3) and 

(7.8)) and reduces the standard error of the specification 

considerably (by about 31 per cent). It seems, however, 

that the wage-rate affects money balances only in the 

short-run and not in the long- run. That is, a steady-state 

long-run elasticity is not obtainable. The impact 

elasticity is 0.31. This suggests that if the marginal 

valuation of an hour of leisure (as measured by the wage-

rate) goes up then the individual's transactions with money 

(and hence their savings on time) go up as well. This, 

however, is only temporary. No lasting effect is observed. 

In the long run, the annual rate of growth of wages (rather 

than its level) affects the ratio.

4. The scale variable.

Table (8.2) summarizes the different definitions of income 

used in the three subperiods with their respective 

elasticities. Whether or not wealth or income was the 

appropriate scale variable is not investigated directly 

since this would have involved considerable complications in 

constructing an appropriate wealth variable. Instead, past
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TABLE (8.2)

Demand for Money;

SUMMARY RESULTS ON THE INCOME TERM,

Data Used Definition of Scale Variable Income
Money Used Elasticity

Annual Broad: GNP 1.00

1871-1913 M2

Quarterly
1922-1936

Narrow:
M1

Index of Economic
Activity

Insignif-
icant

Quarterly
1922-1936

Broad:
M2

Index of Economic 
Activity

Insignif-
icant

Quarterly Narrow: GDP 0.7

1955-1969 M1

Quarterly Broad: GDP 1.00

1955-1969 M2
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levels of income are incorporated in the initial 

specifications. We then let the data tell us in what form 

(i.e. levels or changes) this variable affected money 

balances.

Table (8.2) shows that the income elasticity is unity for 

broad money balances for the periods 1871-1913 and 1955- 

1969. For M1 this elasticity is 0.7 over the latter period, 

but this is not significantly different from unity (F-test = 

1.33 as against a critical value at the 5 per cent of 4.06 

for F(1.45)). It should be emphasized that this 

specification includes an additional variable, the wage-

rate. A possible collinearity between this variable and the 

income variable could be the explanation for the low 

income elasticity. One interesting result on the interwar 

period is that the representative income variable appears 

insignificant. It should be remembered that there are no 

quarterly GNP or GDP series for this period and that the 

index of economic activity is the only available series. It 

is possible that this variable is not a good proxy for the 

scale variable and this is why we do not obtain any 

significant effect of this variable. As with the price 

elasticity it is hard to see how we could determine whether 

or not this low interwar elasticity is genuine.

With respect to the income variable two more interesting 

implications seem to emerge from the final specifications. 

First, it is shown that past levels of income are important 
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in money demand functions and they should therefore be 

incorporated in these functions from the initial stage. The 

second result follows directly in that the rate of growth of 

income proves to be an important variable. The elasticity 

with respect to this variable varies from 0.76 with M2 for 

the period 1871-1913, to about -4 and -6 with M1 and M2 

respectively, for the period 1955-1969. (It is 

indeterminate for the interwar period). This is consistent 

with our initial expectations (see section 5.2) in that at 

relatively low levels of income (1871-1913), the 

relationship between money and the growth in the economy is 

positive; while other financial assets are introduced 

rapidly as alternative stores of value, the relationship 

becomes negative (1955-1969).

Other empirical studies (see section 1.2.4.) seem to confirm 

these results at least for the post World War Two period.

5. The role of the inflation rate.

As with the rate of growth of income, inflation, the rate of 

growth of prices, has not been included as a separate 

variable in the initial stage of our search procedure for a 

robust money demand specification. The price level, 

however, is entered in logarithms. A change in such a 

variable might proxy the inflationary expectations provided 

of course that the expectations are extrapolative. It 

should be emphasized that persistent positive inflation has 

only come to be important in the post-World War Two period. 

The fact that we could not find a significant effect for 
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this variable for the period 1871-1913 might simply be due 

to the lack of variation in this variable which made it 

difficult to identify its effect statistically.

the results for the post World War Iwo period show that the 

elasticity with respect to this variable is considerably 

higher for M1 than for M2 (-11.0 compared to -6.0). this 

suggests that during inflationary episodes there is 

substitution from M1 into the time deposits component of M2 

since time deposits pay explicit interest which is market 

determined.

6. Adjustment/Expectation lags in the function.

As for the importance of time lags in money demand functions 

it is difficult to separate the adjustment lags from 

expectation lags (see section 1.2.4) in our results.

With guarterly data, almost all the effect of, say a one per 

cent change in the regressors is seen within the first 4 to 

5 years (see figures (7.1) to (7.4) and (7.5) to (7.8). 

With annual data, however, only 40-50 per cent of the total 

effect is observed within the first 5 years (see figures 

(5.1) to (5.3)). These adjustments seem almost incredibly 

long lived. However, they do appear to be observed guite 

freguently in estimates of 'error-correction' models (See 

for example, Gordon, 1984). Goodfriend (1985) suggested that 

these problems could be related to the regressor measurement 

error problem. He argues that if all regressors were 

measured accurately then there would be no need for any lags 

in the dependent or independent variables in the regression.
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This., however, is difficult to verify. He argues that

even the GNP series might not be a reliable measure since he says

they are probably not statistically measured appropriately.

7. The stability of the function.

Our search procedure has allowed us to obtain stable money

adjustment functions in all three periods. these functions have 

two components: one representing the short-run dynamics, the 

other representing the long-run steady-state. The steady-state 

solution for the pre-1913 and post-1955 periods show many

similarities. The short-run dynamics, however, appear to differ 

from one period to the next. This is to be expected since the 

dynamics probably embody expectations formation processes and 

these processes in turn reflect the policy environment of the 

period. As we have discussed above, we failed to find a steady-

state solution for the interwar period. This is probably due to 

data inadeguacy over this period. Another explanation is found 

in policy changes which lead to the difficulty of fitting a 

single adjustment equation for the whole period.

8.1.2 MONEY MULTIPLIER COMPONENTS

We now turn to the results on the components of the money 

multiplier: the currency ratio, the time deposit ratio and the 

reserve ratio. The first two of these ratios describe the 

public's behaviour and the latter the bank's behaviour.

8.1.2.1 THE PUBLIC'S BEHAVIOUR

For the period 1871-1913 we examined the currency to 'total' 

deposits ratio since for these years demand and time deposits 

cannot be separated. Thereafter the currency to demand 

deposits ratio is examined. Table (8.3) summarizes the results 

of our specification searches over the three periods.
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TABLE (8.3)

SUMMARY RESULTS FOR THE CURRENCY-RATIO.

Function Data Income Price Interest Comments
Period Elastici ty Elastici ty Rates

Elasticities+

C/D 1871-1913 -0.9(GNP) *

(*) not found
( + ) the interest rates are (a) the inflation rate (the own rate of return = 
- the inflation rate); (b) time-deposit rate; (c) rate on a close substitute to 
time deposits: either the Bank Bill rate (bbr) jr the Treasury Bill rate (tbr).

annual

a be

0.9 0.06 * -the 
elasticity 
with respect 
to bank 
failure rate 
is 0.4.

C/DD 1922-36 +0.22 -0.5
Quarterly (Index of

Economic 
Activity)

no
i nstabi1i ty.

The elasticity 
with respect 
to the inflatioi 
rate is -0.9.

★ 0.17 no steady-
(bbr) state

parameter 
i nstabi1i ty

C/DD 1955-69
Quarterly

*(GDP) -2.9 * 0.14 0.3
(tbr)

the wage 
elasticity is 
+2.29

the real 
growth 
elasticity is 
-2.08 

no
instabi1ity 
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For the period 1871-1913 the income elasticity is negative. For 

the interwar period the elasticity is positive at around 0.22. 

The importance of the income variable is also confirmed with the 

post World War Two data but not in levels form. For the period 

1955-1969 it is the rate of growth of income that is important. 

It should again be stressed that the data for the pre World War 

One period refers to currency to 'total' deposits ratio (and not 

to 'demand' deposits as for the postwar period). This implies 

that the currency to demand deposits ratio has a positive income 

elasticity but currency to 'total' deposits ratio has a negative 

income elasticity. The results from other empirical studies - 

especially those for the U.S. - seem to be in conformity with our 

results except for the interwar years where these studies found 

the influence of real income to be negative on the currency to 

demand deposit ratio, (see section 1.3.4.)

Our results show that interest rates (including the own rate of 

return for the period 1871-1913) are important for the currency-

ratio. The magnitudes of these elasticities are at the lower end 

of the range of elasticities obtained in other studies (see 

section 1.3.4.).

One important result that seems to emerge from the Table (8.3) is

that currency and demand deposits do not have the same price

elasticities. Their ratio in fact has a negative price

elasticity implying that demand deposits are more price-elastic

and interest-bearing assets other than deposits rather than

than currency. This suggests more substitution between currency
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between demand deposits and those other assets. Further, it

seems that the price-elasticity of the ratio is higher for the

are no other

Two period than for the

empirical studies which

matter directly, assuming a priori unit

interwar period. There

have investigated this

price elasticity for both

currency and demand deposits (See Section 1.3.4).

For the periods 1871-1913 and 1955-1969 a stable specification 

for the currency ratio is reached but this is not the case for 

the interwar period. As we found for the money adjustment 

equations, this is perhaps due to the impossibility of fitting a 

single adjustment equation for the currency-ratio when there are 

switches in policy within the period of estimation.

Before concluding this section we should remark that the 

homogeneity assumption (with respect to deposits) is rejected in 

the short run for both ratios. That is, in the short run at 

least, currency is not homogeneous with respect to total deposits 

nor with respect to demand deposits. This suggests that a unit 

elasticity with respect to deposits should not be assumed a 

priori when analysing the currency-ratio.

The time to demand deposits ratio

Table (8.4) gives the results obtained over two periods for the 

time-deposit ratio. For the period 1871-1913 the time-deposit 

ratio could not be estimated since time-deposits could not be 

separated from demand deposits. Table (8.4) gives the interwar 

and post-World War Two results.
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TABLE (8.4)

SUMMARY RESULTS FOR THE TIME DEPOSIT RATIO

Function Data
Period

Interest Rate 
Elasticity ( + )

Income
Elasticity

Price
Elasticity

Comments

(a) (b)

TD/DD 1922-36 * 0.29
Quarterly positive 

impact
(bbr)

-1.9 parameter
i nstabi1i ty

the 
elasticity 
with respect 
to the 
inflation 
rate is +5.01

TD/DD 1955-69 1.19 -1.35
Quarterly (tbr)

0.9 the 
elasticity with 
respect to the 
i nflation 
rate is -2.26

the real 
growth 
elasticity is 
-7.15

no 
instability

bbr = Bank Bill rate

(*) not found
(+) Interest rates are:

(a) time-deposit rate
(b) rate on a close substitute to time deposits

tbr = Treasury Bill rate
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Taking the interest rates first, the results confirm their

importance for the time deposit ratio.

interest rates: the time deposit rate, 

We have examined two

and the rate on a close

substitute for time deposits. The post-World War Two results 

confirm those obtained by other studies. (see section 1.3.4.) 

The interwar results, however, contradict these findings. The 

elasticity with respect to the Bank Bill rate, for example, is 

positive. The explanation for this paradoxical result might be 

that the Bank Bill rate moves so closely in this period with the 

time deposit rate that a rise in the Bank Bill rate induces 

individuals to switch from demand deposits into other assets as 

well as into time deposits, implying therefore a positive 

relationship between the ratio and the Bank Bill rate.

The positive relationship between the time deposit ratio and 

real income over the postwar period confirms the results in other 

postwar studies. Over the interwar period the only variable that 

proxies for transactions is the price level - the income variable 

was insignificant -but its sign is in contradiction with the 

postwar result. That is, with increases in income, the time to 

demand deposits ratio falls initially - over the interwar period 

- and then rises - over the post-World War Two period. This 

implies that as time passes individuals use more sophisticated 

assets for their transactions. Whereas demand deposits were 

being used for this purpose in the interwar period, in the post 

war period time deposits are used for the same purpose.

Similarly, the elasticity with respect to the inflation rate is 

positive over the interwar period and negative in the postwar 
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period. This may imply that as inflationary expectations 

increase at early stages of financial development, individuals 

tend to switch from demand deposits into time deposits; at later 

stages, they tend to switch into more sophisticated assets. This 

is also evident from the demand for money results where it was 

found that M1 had a higher elasticity than M2 with respect to the 

inflation rate (See section 8.1.1)

Thus for the postwar period a stable specification for the time 

deposit ratio is reached but once again this is not the case for 

the interwar period where similar problems were once more 

encountered.

Finally, as for the currency ratio, homogeneity with respect to 

demand deposits is accepted only in the long run but not in the 

short run. This suggests that demand deposits should be 

incorporated in any initial model specifications for the time 

deposit ratio.

8.1.2.2 THE BANKS1 BEHAVIOUR

The reserve ratio:

Table (8.5) presents the main results. Excluded is the post-

World War Two period, since over this period the London clearing 

banks were required to hold a minimum of 8 per cent cash reserves 

to gross deposits. The data (see Table 7.10) suggest that banks 

did not hold any excess over and above this requirement.



Our results show that both the penal rate of interest and the 

interest rate representing the opportunity cost of holding 

reserves are insignificant, implying that banks adjust their 

reserves relative to deposits without considering interest rates. 

This result contradicts those found by other studies but is in 

accordance with Cagan (1965) for the US.

The effect of real income in our results is again in conformity 

with Cagan (1965) suggesting a negative relationship between the 

reserve ratio and the rate of growth of income.

Finally, the specification for the early period shows that banks 

do in fact take account of financial uncertainties (as proxied 

with the 'bank failure rate' variable) when adjusting their 

reserves.

The specification for the later period shows the importance, at 

least in the short run, of the proportion of demand deposits in 

total deposits.

Homogeneity with respect to total deposits is rejected, as for 

other ratios, only in the short run, for the interwar period, 

implying that the level of deposits should be incorporated in any 

function explaining the reserve ratio.

358



TABLE (8.5)

SUMMARY RESULTS FOR THE RESERVE RATIO

ratio

Function Data
Period

Interest Rate 
Elasticities

Real Growth 
Elasticities

Comments

Bank Rate Bank-Bill
Rate

R/D 1871-1913
Annual

0.14+ * -0.17 elasticity with 
respect to the 
bank failure 
rate is 0.2

no parameter 
instabi1ity

R/D 1922-36 
Quarterly

0.03+ * -1.0 short run effect 
of the time to 
total deposit

* not found
+ t-statistic of about one i.e. not significant at conventional 

significance levels

no parameter 
instabi1i ty
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8.2 CONCLUSIONS

In the previous section we summarised our empirical results 

obtained on the demand for and supply of money. We now draw some 

wider conclusions from the results and consider their 

implications for the economy.

On the demand side, it has been possible to establish a long-run 

steady-state relationship between money, income, prices and 

interest rates. In this respect there are four conclusions.

First, the long-run elasticities with respect to prices and 

income are not (statistically) significantly different from 

unity.

Second, narrow money balances (M1) are more interest elastic than 

broad money balances (M2) and both balances have higher interest

elasticity with respect to the long rate than to the short

rate. Further, comparing these interest elasticities over three

sub-periods, we see that there is a definite downward trend in 

these elasticities as time goes on. This has two important 

consequences for policy. One is that since the interest 

elasticity is less than infinite, monetary control via interest 

rate targeting is feasible. The other implication, again due to 

the fact that the interest rate elasticity is not approaching 

infinity (not even increasing) as the number of other assets 

increases (for example over post-World War Two period) is that 

growth in non-bank financial intermediaries will not render the 
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control of money stock impotent. (For details, see Mills and

Wood, 1977).

Third, three more variables have been identified to have 

important effects on money balances: the wage rate (for M1), the 

rate of growth of income, and the rate of growth of prices.

Finally, over the three periods the money demand function is 

derived as a stable function. The short-run dynamics of the 

function depend on the conditions giving rise to the expectation 

process. The interwar period is, as I have constantly 

reiterated, an exception. No steady-state solution is found. 

The readiest explanation is that there were several changes in 

the exchange rate regime.

None of these results seems to contradict significantly any of 

the findings in other empirical studies. The supply side on the 

other hand is somewhat more interesting.

As on the demand side, there are four major results that should 

be listed.

First, the reserve-ratio is found to be a stable function in all 

three periods. The currency ratio and the time deposit ratio are 

likewise stable in the first and third periods, but not in the 

interwar period. As for money demand functions, these functions 

show similarities in their long-run results. And, as before, the 

short-run dynamics of these functions probably embody the 

expectations formation processes. They, therefore, reflect the 

policy environment of the period. The stability of these money 
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multiplier components in two of the three periods has been an 

important consequence for policy: namely, that monetary control 

via the monetary base approach would have been feasible in these 

peri ods.

Second, the currency and time deposit ratios are both related 

positively to real income and negatively to the price level. 

This implies that currency, demand deposits and time deposits do 

not have unitary price and income elasticities even though their 

sums (M1 and M2) do.

Third, three more variables are identified to have important 

effects on these ratios: financial uncertainty (as proxied with 

the bank failure rate), the rate of growth of income, and the 

rate of growth of prices.

Last, the effect of interest rates on these ratios seem to imply 

(in some cases) that the supply of money is negatively rather 

than positively related to the level of interest rates. This

deserves more detailed examination. The reserve ratio i s

insensitive to i nterest rates. Given this, what is then the

effect of increasing interest rates on money balances? There are

two ways of approaching this question. First, we can examine the 

effect of raising one interest rate (the short rate) by 'one per 

cent'. Over the period 1871-1913 the currency to total deposits 

ratio has an interest elasticity of +0.06. This means that the 

money multiplier (hence the money supply - assuming the base to 

be exogeneous) has an interest elasticity of -0.029. That is, 

the money supply is negatively related to short term 
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interest rates.

Since the interwar results do not allow for a long-run solution 

this exercise cannot be performed for that period. Over the 

post-World War Two period both the currency to demand deposits 

ratio and the time deposit ratio are interest sensitive. Raising 

interest rates by one per cent implies M1, for example, will 

rise by 0.023 per cent. This implies that money stock is 

positively related to the interest rates.

A more appropriate exercise however would be to raise al 1 rates 

(short and long rates) by one percentage point. That is, to 

shift the whole yield curve upwards. For this exercise we need to 

obtain the long-run semi-elasticities. Since all the rates in 

the specifications are entered as logarithms of (1 + the rate), 

this is straightforward.

Performing this exercise for 1871-1913 it turns out that money 

supply (M2) has an elasticity with respect to the general level 

of interest rates of the order of -1.15 per cent. Over the 

period 1955-1969 we can obtain these elasticities for M1 and for 

M2. They turn out to be -4.92 and -3.84 respectively.

Taking this exercise one step further and comparing these 

elasticities with those obtained on the demand for money reveals 

that the demand for money is consistently more interest-elastic 

than the supply of money. (The long-run semi-elasticities are 

-4.10 over the period 1871-1913; and -11.61 for M1 and -8.7 for 

M2 over the period 1955-1969).
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What are the implications of this result? Both demand for money 

and supply of money are negatively related to the general level 

of interest rates.

But since the demand for money is relatively more elastic than 

the supply of money then the LM curve (in the Hicksian IS-LM 

framework) is still positively related to interest rates. This 

means that any exogenous increases in the supply of money 

necessitates falls in the interest rates so as to bring the money 

market into equilibrium. For example, assume that there is an 

exogenous increase in monetary base which will raise the supply 

of money. This will then reduce interest rates. As a result both 

demand for and supply of money will rise. Since, however, demand 

is more elastic than supply, the demand for money will rise to 

accommodate both the initial and secondary increases in supply.

The paradoxical result of our model is with respect to the 

exogenous changes in the demand for money. Any exogenous 

increases in the demand for money, for example, will raise 

interest rates. This will then reduce both the supply and the 

demand for money. The demand for money will have to fall more 

than the supply so the initial increases in the demand for money 

are accommodated. When the money market comes into equilibrium 

the stock of money is at a lower level. This result contradicts 

that of the conventional models where the supply of money is 

modelled as either interest insensitive or as positively related 

to the interest rate, which would suggest that exogenous 

increases in the demand for money should result in higher levels 
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of money stock.

In view of these results, we could argue that our application of 

a consistent modelling strategy to the newly developed historical 

data base has been justified, in the sense that it has provided 

new insights into the determination and interaction of money 

demand and supply. However, our findings do relate solely to the 

historical periods covered. In recent years, there is evidence 

that the increased pace of financial innovations has led to 

further changes in the functions of money demand and supply. 

Although the precise elasticity estimates obtained above may not 

therefore be currently relevant, it would be interesting to see 

whether an application of our modelling strategy would detect 

such structural changes.
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