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Abstract

It has been known for about thirty years that a scattering amplitude involving DO-branes
and closed strings suffers from infrared divergences beyond tree level. These divergences arise
because the conventional world-sheet approach cannot account for the difference between the
DO-brane’s momentum before and after scattering. We show that, by using string field theory,
the divergence can be removed and the amplitude rendered finite and unambiguous. We
illustrate this using the simplest possible example in bosonic string theory: a three-point
function with one incoming and one outgoing D0-brane and an incoming or outgoing closed

string tachyon.
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1 Introduction and summary

It has been known for many years that the scattering of D0O-branes and closed strings suffers
from an infrared divergence [1,2] at the next-to-leading order. The reason for this divergence
is also well understood and has been discussed in the original papers and subsequently
11]. Physically, we expect that during such scattering the momentum of the final DO-brane
will differ from that of the initial DO-brane. However, in the standard world-sheet approach
the computation is done by summing over Riemann surfaces with boundaries, with DO-brane
boundary conditions that have fized momenta. The leading contribution comes from disk

amplitudes and the next-to-leading order contribution comes from the annulus amplitude.



Hence, there is no scope of using different boundary conditions corresponding to incoming and
outgoing DO-branes. It is a common phenomenon that use of incorrect external states leads
to infrared divergences and this case is no exception. One finds that the annulus amplitude
computed using fixed D0O-brane boundary condition is infrared divergent [1].

String field theory (SFT) is well suited to address this problem[l] In this framework, the
basic degrees of freedom are closed string fields and 0+1 dimensional open string fields living on
the DO-brane. Among the open string fields are massless fields describing transverse displace-
ment of the DO-brane. Momentum carrying D0-branes can be regarded as coherent excitations
of these fields. Therefore, the problem of computing scattering amplitudes of DO-branes and
closed strings, with the incoming and outgoing DO-branes carrying different momenta, can be
reduced to the problem of computing the matrix element of the interaction term involving
closed and open string fields between two different coherent states of the open string field.

In this paper we illustrate this by computing the three point function in bosonic string
theory for which two of the external states are DO-branes carrying different momenta and the
third state is a closed string tachyon. Generically three point functions of this kind vanish due
to kinematic constraints, but we can avoid this by taking the external momenta to be complex.
For example, if M is the mass of the DO-brane and if we set o/ = 1 so that the closed string
tachyon has mass?=—4, then we can take the incoming D0-brane and closed string tachyon to

have momenta

Ppo,in = (Ebojin » Ppo,in) = (M, El) ) Prach,in = (0, E) ) (1.1)
and the outgoing D0-brane to have momenta
Pooous = (M, k1), (1.2)
with
=0, K=4,  (k+k)>=0. (1.3)

String world-sheet theory offers a way to calculate the leading contribution to this amplitude:
It is the disk one point function of the closed string vertex operator V' with boundary conditions

corresponding to a DO-brane at rest. Explicitly, this is given byE|

1
27 6(k°) x 59 M, (1.4)

!This has been suspected by many people — see in particular questions and comments by Emil Martinec [12]
during Strings 2020 and by Igor Klebanov [13] during Strings 2025.

2Using eq.(8.7.26) of |14] and eq.(4.123) of [15], we get M? = 212723 /42 but we shall not use this relation
in our analysis.



where g is the string coupling, defined in the normalization convention for string amplitudes
given in [15}/16] and reviewed in appendix |Al The expression given in calculates the T-
matrix and the S-matrix element is obtained by multiplying (1.4]) by 7. Note that ( ignores
the fact that the DO-brane states have spatial momenta k1 and /{:2 = k‘1 + k. Smce the DO-
brane mass M is of order 1/g; and a momentum k; corresponds to a velocity v; = k; /M ~ g,
this discrepancy does not affect the leading order result. However, the absence of an explicit
momentum conserving delta function captures the fact that we are treating the D0O-brane as a
rigid classical object instead of a quantum state.

Now consider the next order correction. Naively this will be given by the annulus one point
function of the closed string tachyon vertex operator V. Let us parametrize the annulus as a
strip 0 < Rew < 7 in the complex w plane with the identification w = w + 27w it, and let the
closed string vertex operator V' be inserted as a point wy with Rewy = 27x. The standard
rules of string theory require us to insert appropriate ghost insertions that make the one point
function into a volume form in the moduli space. If F(z,t)dx dt denotes this volume form,

then the amplitude takes the form

/OOO dt /01/4dxF(x,t), (1.5)

where we have restricted the integral over z to be from 0 to 1/4 using the reflection symmetry

x — 1/2 — z on the annulus. Explicit computation gives

o [01(2x)it)] 72 1
Flad) = 2mo(k0) Lle 172 iy | 222210) = — 1.6
w0) = 2m) S ey (BB =
where
V1 (z|7) = =24 sin(rz H{ > (1 — 2 ¥ cos(27z) 4 )} (1.7)
and .
77(7-) — e7ri‘r/12 H (1 o e27rin7—) 7 (18)
n=1

are, respectively, the odd Jacobi theta function and Dedekind eta function. We now see that
the integral over F'(x,t) has divergences from the x — 0 and / or ¢ — oo region. There are
also divergences from the ¢ — 0 region associated with the closed-string tachyon of the bosonic

string theory, which we will treat using Witten’s ie prescription [17].



Our goal will be to use SFT to extract an unambiguous, finite answer for . The main
step in this analysis is to represent the amplitude as a sum of SFT Feynman diagrams and
remove the contribution due to the massless and tachyonic open string modes in the internal
propagators. The contribution from the tachyon and massless ghosts can be treated using the
standard tools of SFT that was used, e.g., for D-instantons. Special treatment is needed for
dealing with the collective modes that describe the motion of the DO-brane in the transverse
directions. We quantize them using standard tools of a non-relativistic quantum mechanics
that allows us to take the incoming and outgoing DO-branes as momentum eigenstates. The
matrix element of the SF'T action interaction terms between these states can then be used to
compute the relevant part of the effective action for external closed strings. After computing
the desired scattering amplitude using this effective action, we arrive at a finite, unambiguous
result for the amplitude.

We shall now summarize our results. After using SFT to remove infrared divergences, the

amplitude up to the first subleading order in the string coupling is given by
(2 7T)26 5(26)(kin - kout) |:]:(0) + ]:annulus] . (19)

Here ki, and k., are the total incoming and outgoing momenta and the incoming and out-
going DO-branes states are delta-function normalized as in the case of a non-relativistic point

particles. F() is the leading contribution from the disk amplitude:

1
]:(0) = égsMa (1.10)

M being the mass of the DO-brane. Fnuus i the annulus contribution, given by

Fonmutus = WM [Fay + Fy + Fio) + Fay + Fe) + Fip) + Fig) + Fjne + Feor) > (1.11)
a,A—00
«/X=fixed
where,

Fla) = igs A {=i+erfi(V2Ina)} (1.12)

erfi being the imaginary error function,

2 e 2 (7
erﬁ(z)E—ﬁi/o e du_ﬁ/o e’ du, (1.13)

_ ra=In(a?-1/2)
Fy = (1+a7) A / dtt= Y2 p(it)=>*, (1.14)
te

g87702\/§
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1 ' A2+ 1 2
‘F(c):__gs,r]é/ Tf(l+62) —i +erfi \/21na+21n A +2ln—ﬁ) :

2 1/(23) AN 1+ B2
(1.15)
1/4 0y (2z|it)] >
9577(; 1/2 1(22[it)
Fla) dt t~ —_ 1.16
o=t [ [ o ) (116)
= 2701 —a7?), (1.17)
e2™B(®) = o2 )\2 sin?(27z) (1 + L)Q {1+2 {cot2(27m) — X2f(tan 7rx)2} a2\ (1 + é) 2}
42 42 ’
(1.18)
1 ,~ 1 _1
o = =g A ——(1 /2 1.19
Fe) = g 9sle \/%( na) /7, (1.19)
1
/r]c gS 2 1 1
Fo = 522 g f(B)° (1.20)
V2 /(2X) 1+62\/Ina+ln4k+l—l—l Hﬂg
Fg) = —lg n XL(IHQ)_UQ (1.21)
(9) 4 stlc \/% ’
1 ! AN 4+ 1 28 \ V?
Fiae = —— | — 2g, é/ dﬂ(lna—Hn ~—— +1n )
: V2m [ ! 1/(20) 4\ 1+ 32
25 25 1 28
-/ _ = k2 tan—! Z
Vg Fo R} (5- 1)
. AN2 + 1\ V2 .
+7Tl<:zgs77(':<lna+ln AT ) ], k=4, (1.22)
AN
and
g ~ 25 \7?
.Fcor = sTe )\2 —2 {lna—l—ln)\—i—ln } /84
gsll Lh/ﬂ ey 1+ B2 1+ 32 18
1
. {—@' +erfi (\/2111@ t ,\ / dt t—l/%%f] . (1.23)
16A C
Here f(f3) is an arbitrary function of § subject to the condition:
<~ 4X*-3
1/20) = 22, 1) =0, 1.24
a2 === ) (124)

and o and \ are parameters that need to be taken to be large but are otherwise arbitrary. More

precisely, if we take «, X ~ ~ for some large number 7, then the expression inside the square
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bracket in ([1.11)) gives the correct expression for Fynnus Up to correction terms of order v,
possibly multiplied by powers of In~. These corrections represent contributions from massive
open string modes in internal propagators but are suppressed for large «, . Q, X and the
function f(/3) arise in the formulation of SFT, but the final result is expected to be independent
of these parameter since SFTs corresponding to different choices of these parameters are related
by field redefinitions. We have explicitly checked that the total contribution to the term inside
the square bracket in is independent of a, v and f(3) up to terms of order v~!. We can
in principle avoid having to take the large «, \ limit by adding appropriate terms of order v~ !
to the expression inside the square bracket in that will make it fully independent of the
choice of «, X and f(B), but we have not done this.

The appearance of the imaginary error function can be traced to the open string tachyon
propagating in the loop. We treat it using the usual ie prescription and use the identity

/ioo dw /{2+2w2; _ {—i + erfi (M)} : for k > 1. (1.25)

i 2 w2+ 14ie 2

Finally, we need to explain the lower cut-off ¢, on the integration over ¢t. The integral is
singular from the t = 0 end due to the closed string tachyon. These can also be dealt with
using SF TE| but we use Witten’s ie prescription to deal with these singularities. This requires
integrating ¢ up to some small number 1/A, then change variable to s = 1/t and carry out the

integration over s from A to A + 700. So we can take
te = (A +ioc0)™t. (1.26)

The final result can be shown to be independent of A.

Numerical evaluation suggests the following result for fannulus(z'lg):
fannulus(iE) ~ (7.28219 — 2.756504) g, 1., ~ (1.15900 — 0.4387114)g; - (1.27)

The imaginary part comes from closed string tachyons in intermediate states.

2 General strategy

In this section we shall describe the origin of the divergence in the integral (1.5 and the general

strategy that we shall follow to resolve this, leaving the details of the analysis to later sections.

3Note that while the presence of the tachyon renders the theory inconsistent, e.g. we do not have a unitary
theory, there is no difficulty in getting finite amplitudes involving internal tachyons using SFT. In the path
integral, this can be regraded as carrying out the integration over the tachyon field along its steepest descent
contour.



The expression for the integrand F'(z,t) was given in (1.6) and the actual derivation of
this will be given in section [5.1. However, one can determine the general structure of the
singularities of F'(z,t) even without explicit computation. This is best understood using the
language of SF'T where the amplitude is expressed as a sum over the Feynman diagrams
of SF'T of open and closed strings and the divergences appear from Schwinger parameter
representation of the internal open string propagators. The relevant Feynman diagrams were
constructed in |18]19] and are shown in Fig. [l In the full SFT there are also diagrams with
internal closed string propagators, but when the number of non-compact space-time dimensions
is larger than two, there are no divergences associated with the closed string propagators and
we can integrate out these modes and include their contribution as part of the interaction
vertex. The exceptions are closed string tachyons whose effect will be discussed separately in

section [5.3] In the Siegel gauge, an open string propagator is proportional to,

1
Lolz/ dgq™t, (2.1)
0

and the divergences appear from the ¢ = 0 end of the integral due to Ly ~ 0 or Ly < 0
states. The relation between the variables x, ¢ and variables ¢; and ¢, associated with the two

propagators shown in Fig. [I} were found in [18] for small z and large ¢, with the result:
v=e "~ gy /a?, z o~ q /(27N (2.2)

where a and X are two arbitrary large parameters used in the construction of SFT, with the
final result expected to be independent of the choice of these parameters. Therefore, the
singularities of the Feynman diagram corresponding to small ¢; will control the singularity of
F(z,t) for small x and the singularities corresponding to small go correspond to the singularity
of F'(x,t) for large t. There are similar relations when only one of the variables x and v becomes
small. These will be discussed in section [Al

Note that is valid for positive Lg. For Ly < 0 the right hand side of diverges,
and the infrared divergences that we encountered earlier in from the t = oo and x = 0
region all stem from such contributions. The general strategy in SF'T is to take the left hand
sides of as the correct expression that should replace the divergent integral on the right
hand side of . This may still leave us with divergences from the Ly = 0 states. We need
to identify the origin of these infrared divergences in SF'T and treat them correctly.

Before going into the remedy, let us use to discuss what kind of divergence we expect
the integral in to possess. For this analysis we shall not keep track of the contribution
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(a) (b) () ()

Figure 1: This figure shows the Feynman diagrams contributing to the annulus one point
function of a closed string. The thick line represents external closed strings and the thin
lines denote internal open strings. The interaction vertex with a x represents part of a disk
amplitude, while the interaction vertex with ® represents part of an annulus amplitude.

from interaction vertices; hence we shall be able to extract the leading divergent pieces only
up to overall multiplicative constants. The open string fields living on the D0-brane are (0+1)
dimensional fields. In momentum space they are functions of the energy variable w which
is manifestly conserved in amplitudes. From Fig. [1| we see that the open string propagator
1 is forced to carry zero energy since the external closed string carries zero energy .
Furthermore, open strings on DO-branes do not carry momenta along non-compact directions,
so massless open strings along this propagator have strictly vanishing Ly and the integrand for
small = takes the form

dggyt ~dra™", (2.3)

where we used (2.2). This gives F(x,t) ~ z~! for z — 0 and the integral diverges in this

region. In bosonic string theory we also have open string tachyon modes along propagator 1

carrying Ly = —1. From (2.1) we see that these will produce divergent integrands of the form
dg ¢ % ~ L dx x™? (2.4)
1o~ —— : .
2w A

The presence of the arbitrary constant Py may sound surprising, but this is cancelled by the
factors coming from interaction vertices. We shall see this explicitly in section [5]
Let us now turn to propagator 2. It carries a loop energy w that needs to be integrated. In

the o/ = 1 unit, massless open strings along this propagator have Ly = —w? and hence ({2.1])



leads to a divergent integrand of the formﬁ

< d < d 1
dgo /Oo %QQ_M_I = —2mdt / % a2 2 —Eidtt_l/2 for large ¢, (2.5)

—00

where we used ¢, = o e72™ for large ¢ from . The 7 arises due to the fact that the integral
needs to be defined by the euclidean rotation w — iwg of the integration contour. This shows
F(z,t) ~ t~'/2 for large t. Hence, the integral diverges in this region, as was originally noted
in [1,[2]. On the other hand a tachyon appearing in propagator 2 will have Ly = —w? — 1, and

integration over w will lead to a contribution of the form

R/ < d 1
dqo / i q2_“’2_2 = 2mdt / fad Q2RI = 2 g2 20 gy large t .
oo 2m oo 2T V2
(2.6)
Thus the ¢ integral diverges from the large ¢ region. The singularities appearing in (2.3)) - (2.6))
match the singularities of F'(z,t) given in (1.6]) in the small = and large ¢ limit.

To remedy these problems, we need to first identify the massless and tachyonic open string

o0

fields that are responsible for this divergence. In bosonic open string theory the massless string

fields can be represented as

where the Siegel gauge field |W,) takes the formf|

W) = [ 52 [F@atial) + awlal k) + ig@)) +ipwlerels)],

o
W) = e “X70)[0), o, |w) = ivV20X e “X"(0)[0), (2.8)

and the out of Siegel gauge field |¥,,) takes the form:

dw ’ _ - o
|U,s) = / o [yz(w)al_lcocl|w> + dg(w) a® | cocr|w) + i G(w) ey cper|w) + i p(w)colw) | . (2.9)
Here |w) represents the Fock vacuum carrying energy w, a# are oscillators associated with
world-sheet scalar fields X*, and b, ¢ are world-sheet diffeomorphism ghosts. y represent the
zero modes associated with the transverse position of the D0-brane along the flat directions,

ap is the U(1) gauge field living on the DO-brane world-volume and p, ¢ are the ghost fields

4The large t behaviour arises from the small w region; so even though there may be additional w dependence
from the vertex factors in the graphs, they do not affect the leading contribution for large ¢.

5Since we shall work in a flat background metric, all our spatial indices will be raised and lowered by the
flat metric §;; and we shall not distinguish between upper and lower indices.
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associated with gauge fixing of the U(1) gauge symmetry on the DO-brane world-volume. While
propagating along the propagators 1 or 2, these fields will be responsible for the divergences
in the x — 0 and ¢t — oo limit. The fields 7, p, ap and G are the anti-fields of ¥*, p, ay and
q respectively. In Siegel gauge |V,) is set to zero. Thus we see that the gauge fixing follows
the usual Batalin-Vilkovisky (BV) formalism where we integrate over half of the fields, setting
their anti-fields to zero.

We shall use the normalization conventions given in [15], in which
(wle_1cper|w’) = =27 Kd(w + W), (2.10)

where (---) is the disk correlation function, and K is a constant, related to the DO-brane mass

M and the closed string coupling g, by the relation [15]:

M i
K=—-g,——, Ne= —. (2.11)

2/

For all the world-sheet fields we use the normalization given in [15]. In computing correlation
functions on the upper half plane, we shall often use the doubling trick to express the correlation

function in the full complex plane via the replacement,

b(x +iy) — b(x —iy), c(z+iy) — c(z —iy), OX"(z+iy) — £OX"(x —iy),

et X (x4 dy) = MR (g 4iy) = MR (2 4 dy) R (2 — dy) (2.12)

where we choose + sign for coordinates with Neumann boundary condition and — sign for
coordinates with Dirichlet boundary condition. Here Xz and X denote the holomorphic and

x)?

inserted on the real line in the upper half plane, may be regarded as ¢*“Xr () in the full

anti-holomorphic components of X. In this spirit, the open string vertex operator e“XO(
complex plane.

The action S will be normalized such that e is the weight factor in the Euclidean path
integral. In this convention, the kinetic term of the string field in the Siegel gauge gived|

1 dw 1l 5 ; 1, 9

SWIQIW) = K | 5[50t/ (—0)y'(w) — jetan(—w)ao(w) +wpw)g(—w)| . (213)
The w? factors in the quadratic terms are responsible for the w=2 terms in the propagator,
which in turn produce the divergences in the x — 0 and / or t — oo limit via (2.3)) and (2.5)).

6In this computation we need to account for the fact that when the Grassmann odd fields p, ¢ pass through
the BRST charge @ p, we get an extra minus sign.

11



Indeed, not only the divergent part but the complete world-sheet expression for the amplitudes
can be shown to emerge from the Feynman rules in Siegel gauge.

We now describe how to treat the divergences coming from the 3*, ag, p and ¢ fields. We
begin with the p, ¢ fields. In the Faddeev-Popov formalism, these arise from fixing the gauge

transformation associated with the parameter

A) =i /g—jew) W) oo (2.14)

by setting to zero the out of Siegel gauge field p appearing in (2.9). Indeed, using the gauge

transformation law 6|¥) = Qg|A), we get
6p = —w?0. (2.15)

Therefore, fixing the p = 0 gauge produces a jacobian factor w? which is captured by the
integration over the ghost fields p, ¢, and in turn leads to the infrared divergence problems

discussed earlier. The remedy we shall follow is to fix a different gauge, setting
a=0. (2.16)

This has two effects. First of all it removes integration over p and ag. The second effect is that
we now have to integrate over the out of Siegel gauge field p and a new ghost field which we
can identify as the anti-field ag of the field ag, appearing in (2.9)). The string field at level 0 in
this new gauge now takes the form
dw T, i : ~ 0 o

Vo) = o [y (w)a' je|w) + i g(w) |w) + ag(w) a4 o c1|w) + zp(w)cg|w>] . (2.17)
It will also be important to determine the integration measure over these fields. For this we
note that from the perspective of the BV formalism, the part of the level zero string field that

has been fixed to zero in this gauge is

|U, ) = /;l—(: [gji(w)ai_lcocl|w>+iq~(w) c_1Co cl|w>+a0(w)aglcl|w>+ip(w)c_1cl|w>] . (2.18)

In this expansion, §*, p, ap and ¢ are the anti-fields of y*, p, g and g respectively up to constant
normalizations and signs. Following the standard rules of BV quantization, the gauge invariant

measure can now be written as

/ Dy’ Dy Djp Dp Diig Da” Dq D [ [ 6(5)8(p) 5(a%) 6(q) = / Dy DjpDigDq,  (2.19)

12



without any additional Jacobian factor.

In this gauge the action contains the terms

1

3 (Wnenl @l = K [ 5236 (=) ~ B-)p@) +iVE wan(-w)aw)] . (220)

showing that p plays the role of an auxiliary field and the kinetic term of the new Faddeev-
Popov ghosts ¢ and aq is proportional to w. The latter is related to the fact that for the
gauge transformation parameter |A) given in (2.14)), 0|¥) = Qp|A) gives dag o iw 6. The path
integral over the p field now gives a finite result. On the other hand the ay-¢ ghost propagator
is proportional to w/(w? 4+ i€) and hence the potentially divergent integrand involving the dg-q
propagator has the form dw f(w)w/(w?+ie€) for some smooth function f(w). The integral over
w now has no divergence from the w ~ 0 region.

This leaves us to deal with the modes labelled by 7. Physically the origin of the divergence is
clear. In the approach discussed so far, the DO-brane is taken to be a static object that does not
backreact during the scattering process. In particular, the DO-brane boundary condition breaks
translation invariance along the non-compact spatial directions and hence violates conservation
of spatial momenta. This is reflected in the fact that in the standard world-sheet approach
both the initial and the final DO-brane states are taken to be zero momentum objects. In
actual practice, the D0-brane will suffer a recoil, leading to momentum conservation. The
choice of ‘wrong external states’ typically leads to infrared divergences in the amplitudes and
this is precisely what is responsible for the divergence from the y* propagators.

To remedy this problem, we note that the y*’s are the collective modes of the DO-brane
associated with the motion in the transverse direction. As is well known, the collective modes
of solitons cannot be treated using perturbation theory, instead they have to be quantized
separately. So we need to first remove the contribution of the y%’s from the open string prop-
agator. This removes the remaining terms responsible for the divergences and allows us to
integrate over the other open string modes to construct an effective theory of the collective
modes. We then quantize the collective modes. This will generate the momentum eigenstates
of the DO-brane that appear in the initial and final states of a scattering process and will allow
us to have initial and final DO-branes carrying different momenta, leading to overall momentum
conservation. This will be discussed in section Bl

A further complication arises due to the fact that the y*’s that enter the expansion of
the string field are not directly the collective coordinates, but are related to them by field

redefinition. Since our starting point is the SF'T action, we need to find this field redefinition

13



and then express the SFT action in terms of the collective modes, including the effect of the
Jacobian factor due to the change of variables in the path integral. In section ] we shall find
this field redefinition by comparing the coupling of 3 to a set of closed string states to the
expected coupling of the collective modes to the closed string states.

In bosonic string theory we also have integration over the open string tachyon field 7'(w)

that appears in the expansion of the string field as

dw

Ty = / > Tw)erlw). (2.21)

The action involving the tachyon field takes the form:
K [* d
—/ 1+ w?) T(—w)T (W), (2.22)
2 J_ o 2m

leading to a tachyon propagator —(w? + 1)~!. This can be traced to the fact that c;|w) has
Ly eigenvalue —(w? + 1) and is responsible for the leading divergences appearing in and
via . Let us begin with that comes from a tachyon propagator with w = 0.
The remedy of this is to replace the right hand side of by the left hand side of with
Lo = —1, i.e. after representing the contribution from the z = 0 region in terms of the variable
¢1 coming from SFT, we simply replace fol dg, q; by —1.

For , i.e. when the tachyon appears in propagator 2, the situation is a bit more com-
plicated. As before, we replace fol dgaqy w?-2 by (w?+1)~1. Although the integral over w looks
divergence free, in SF'T the interaction vertices will typically contain terms proportional to
exp(Cw?) for some positive constant C. Hence, the end points of the w integration contour
must approach +ioco in order that the integral converges [20]. If we take the integration contour
to be along the imaginary w axis then the integrand develops a pole on the integration contour
at w = £i. Hence we need to choose an integration contour avoiding these poles. We shall
use the standard ie prescription where we replace p? +m? in the denominator by p? + m? — ie.

This corresponds to replacing (w? + 1)~ by (w? + 1 + 4€)~ L.

This ensures that we do not
encounter any poles during the Wick rotation from the real w axis to the imaginary w axis.
For definiteness, we shall work with this choice of contour. However, given that the tachyonic
mode represents an instability of the DO-brane and the system is not physical, other choice of

contour may also be possible.
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3 Bosonic collective modes

Our goal in this section will be to deal with the divergences associated with the y* propagators.
For this we first integrate out all the open string fields other than the y’s to construct an
effective action of y* and the closed string tachyon field ¥ whose amplitude we are trying to
compute. The analysis of the previous section shows that this process does not encounter
any infrared divergence. If we try to compute amplitudes from this effective action using
perturbation theory, we shall encounter infrared divergences due to the w2 singularity in the
y' propagators. Therefore we cannot treat the y'’s using perturbation theory. We shall now
describe how this difficulty is resolved.

If 4”’s had been exactly the collective modes, then we could remove the contribution of
the y* propagators from the internal lines of an open string propagator and quantize the y'’s
separately to construct momentum eigenstates of the DO-brane, which can then be used for
computing a scattering amplitude. The complication arises from the fact that the 3"’s are
not exactly the collective modes. For example, the action should be invariant under a rigid
translation of a collective mode associated with broken translation invariance, but the full SF'T
action is not invariant under such translations of 3. Let x'(¢) be the actual collective mode,
related to y'(¢t) and other string field components by a field redefinition. As will be discussed
in section [d] we can find this field redefinition using perturbation theory, and the Jacobian due
to the change of variable from 1 to x* will give an additional term in the effective action. This

resulting action should be invariant under the transformation[’
57 = EtT+a), X)) =Xt —d, (3.1)
for any constant vector @. Also, the action is invariant under a time reversal symmetry
N(tT) = B(—t,F),  X'(t) = x'(-1), (3.2)

and parity symmetry

N(t, T) — S(t, —7), X (t) = —x'(t). (3.3)

An action of this type is

— %/dtd% (" 8,2(t, T) 8,5 (L, T) + meX(t, £)*] + %/dt@ti(t).atf(t)

"The action should also have Lorentz invariance. However, since the DO-brane has mass of order g;!, the
Lorentz transformation will mix different orders in g5 expansion. For this reason we do not make use of Lorentz
symmetry.
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+ / dt F(V) S(t, X)) + / dt O (1) O (8) F(V)i; B(t, X)) + - -+ (3.4)

where we have kept terms up to linear order in ¥ and quadratic order in x* (other than those
appearing in the argument of XJ) since these are the terms relevant for the Feynman diagrams
of Fig. . Here my, is the mass of ¥, M o g7 is the mass of the D0O-brane and F(V), F(V);;
are polynomials of spatial derivative operators acting on 3. D is the number of non-compact
spatial dimensions which will eventually be set to 25. F(V) (¢, X(t)) means that we first
compute F(V) (¢, Z) and then replace # by Y. These spatial derivatives will translate into
factors of spatial momenta in the final amplitude. On the other hand, since the external closed
string carries zero energy, the time derivative of > can be ignored. Also, we have used the time
reversal symmetry to exclude terms linear in d;x* and ignored terms proportional to 97y for
n > 2 since they can be removed by field redefinition. The full theory contains many more
terms consistent with the symmetry involving higher powers of 9,x*. However, these
terms will not contribute to the Feynman diagrams appearing in Fig. [1| and hence will not
be relevant for our discussion. They will of course become important at higher order in g
expansion.

We shall now show that the term proportional to F (ﬁ)” also does not affect our analysis.

For this we make a field redefinition
X = = MU () F(V)y 2(t, X)) - (3.5)

This removes the terms in proportional to F (ﬁ)w and produces new terms involving 0,3
or cubic terms in x*. Since the external closed string has zero energy and since the Feynman
diagrams in Fig. [1| involve interaction terms that are at most quadratic in the 3*’s, none of
these new terms contribute to the Feynman diagrams of Fig. . The field redefinition ([3.5)) will
give rise to a Jacobian whose effect will be to give an additional term in the effective action
proportional to [ dtF (V)2 (¢, X(t)), but this just renormalizes F(V). Thus we work with the

action

— %/dtha: [ 0,5(t, %) 8,5 (t, T) + mEX(t, &)%) +%/dt8ti(t).8ti(t)

+ / dt F(V)S(t, X(1)) - (3.6)

It is instructive to see what happens if we expand the action in powers of x* and evaluate

the amplitude by computing Feynman diagrams. The action to quadratic order in x* takes the
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form:
~5 dtdPz [ 9,%(t, ) 0,5(t, T) + mEX(t, ©)°] + > dt 0y X (t).0:X (1)

+ / dt (f(ﬁ) S(t,0) 4 x'(t) F(V)9;5(t, 0) + %Xi(t)xj(t) J-“(ﬁ)f)ﬁﬁ(t,@)) 4o, (3.7)

where 9;, -+ 0;, %(t,0) = 9;, - - - 0;, %(t, T) +g- In Fourier transformed space, the x* propagator

will be of order w™2.

Hence loops of the x* field will lead to infrared divergences, e.g. in
diagrams in Fig. (c) when the propagator 2 is a x* field and the interaction vertex is produced
by the last term in (3.7)).

We now describe the remedy of the problem, which is to quantize the mode x* exactly
instead of treating it using Feynman diagrams. While we can use the path integral formulation
for both the collective coordinate x* and the field ¥, it will be a bit more illuminating to treat
the modes x* using the Hamiltonian formulation. More precisely we use the Routhian formalism
where we use the Hamiltonian formalism for the fields x*(¢) and the Lagrangian formalism for

the field X. We define the conjugate momenta

)
P = 500

= Moy, (3.8)

and the Routhian:

. p; 1 1
R=> pox’'—L = % + §/dt dPz {nw 9,3(t, ) 0,%(t, T) + 5m’gz(t,gz')?
J

- / dt F(V) S(t, (1)) (3.9)

We shall treat p;p;/(2M) as the unperturbed Hamiltonian of the collective mode and take the

—

incoming and the outgoing DO-brane to be eigenstates of energy and momentum (wy,, k;,) and

—

(Wouts kout) Tespectively, satisfying

k2 k2
Win:M+2;\}> wout:M+o_m' (310)

-

Our strategy will be to first compute the matrix element of F (V) X(t, ¥(t)) between the incom-
ing and outgoing D0-brane states |k, ), |Kou), and then treat (Kol [ dt F(V)S(t, X)) ki) as
a term in the effective action of ¥ from which we can compute the one point function of X.

This will give the desired amplitude.
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We normalize the DO-brane states as those of a non-relativistic particle so as not to mix

different orders in perturbation theory

—

<Eout|Ein> - (27T)D6(D) (Ezn - kout) 9 (311)

and introduce the Fourier transform ¥ of ., defined through

de; ree. o
/ / e WIHRT N (W) k) . (3.12)

This gives the linear term in the effective action of ¥ to be
/ it <Eout|f<ﬁ>z<t,f<t>>|f%n> - / dt mn = N F () St 70 Fon)
de’ i —w)t ik X (t=0)
— [a it =0in =)t (1) 5w, K) (Rt | XD |

— —

= —2 —(2 ) 1 2 w, T Cb(y“t m m out) -

Above, the first delta function comes from the ¢ integral and the second delta function comes
from the matrix element. The relevant amplitude for an external closed string state of energy

w and momentum k is then given by,

F(ik) 27 0(w — wour + win) (27)P0P)(k + Kin — Kout) - (3.14)

This recovers the full energy-momentum conserving delta function. Thus the main task is to
compute F(ik) using SFT.

4 Field redefinition from the string fields to collective
coordinates

In this section we shall describe the procedure for finding the field redefinition that takes us
from string field variables y* to the collective coordinates x'.

To simplify notation, for the open string field 3* and the collective coordinate x* we shall
use the same symbol for the field and its Fourier transform in the time variable — the argument

of the field will convey information about which one we are using. We shall be looking for a
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relation between y° and '’ of the form

v = s 5 9/ IS B
/ /dk Fii(w, k) X (W) Blw — o ) + -+ (4.1)

where - - - denotes other terms containing higher powers of x* and / or 3 that will not be needed

in our analysis and f’; and ¢* are functions that we need to determine. The normalization
factor \/M—/K in the first term has been fixed by comparing the kinetic term of ¢ in the SFT
action (2.13)) and that of x* in the action of collective field theory given in . Rotational
invariance prevents the appearance of terms of the form [ dw'C?j;(w,w’)x? (W) x"(w — &) on

the right hand side of 1) Treating Y as a background field, we can write, up to an overall
constant normalization,

dei(w):de" 1+\/>/ dw /(dD)k Fi /ﬁ)i(O,E)]

de w) exp [_Z\/>/wo du deD Fiw', W' K) 20, E)] : (4.2)

The —i and the range of the integration over w’ has the following origin. While computing

quantum corrections we shall use a Euclidean path integral with weight factor e®. In this case
the string fields will be labelled by Euclidean energy wg, related to the Lorentzian energy w
via w = iwg. The trace involved in computing the Jacobian will then involve ffooo dwg/(27),
which we have expressed as —i fijooo dw/(27) The term in the exponent in can now be

interpreted as a new term in the action given by

\f/m du deDfﬂ‘jw,w',E)i(o,E). (4.3)

Comparing this with 1) we see that this may be interpreted as a new contribution to F (z/g),

Foe= - \f/mdﬁff W), (1.4)

that needs to be added to the annulus one point function. Therefore our goal will be to compute

the functions f;.

given by
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The strategy for computing f*; will be as follows. We shall first write down the general
effective action for y* and ¥ consistent with the parity and time reversal symmetries ,
(3.3) with x* replaced by 3" and then look for a field redefinition that relates the effective
action of y''s to the effective action of the x"’s and the ¥ given in (3.6). The general y* and ¥
dependent terms in the SFT action takes the form:

5 [ et + [ o 7 0.k

+/ /27T B (w, k) ' (w) S(—w, k)
s[5 [ [ B st D) S B ()

where F(ik), BZ-(I) (w, k) and Bij (w,w’, k) can be determined from the SFT action. This will
be done in section Using the relation (4.1) between the 3’s and the x%’s, we can express

as
Yy / i (@)X (—w) + / (;lwa F(iF) $(0,F)

w—/ / /dD’“ 2 () [y, ) () S — o', F)

Ny [ s B B @) - B
e [ /dD’“ BE (w6, F) @) () S — o F) o (46)

We have to compare this with (3.6 after expanding this in powers of y':

M :

/ — WX (w) X' (—w)
dPk - dw . ~ o
» k| o (W) (—
+/<2 ) (zk)[ (0,k)+zkl/27rx(w) (—w, F)
dw’ i YA S I

— k;k 5 X (W (W)E(—w —w' k) +---|. (4.7)

Comparison of (4.6 and ( - now gives

. . . M .
ik; F(ik) = VKM w? g (—w, k) + /? BY (w, k)




1 - VKM , - . - M -
_éklkj f(’lk) = 9 {w2 fzj(—w,w',k) + (CL)/)2 f%(—w',w,k)}%— 2KB( )( ,k')
(4.8)
In particular, in the second equation, after setting w = —w’, and tracing over i, j, we get
1 /2(‘ T ; / o 1 {_’2 .77 M(2) / /"}
—(w (whiw' k) + Zi—w,—w,k‘):— k* F(ik) + —=B;; (—w',w', k) ¢,
5 @2 (£, B+ £ ) = 5 B FR) + B (' B
(4.9)
from which the contribution (4.4) becomes
ioo dw L M 2 -.
Fine = 2M / W) {k2 F(ik) + ?B;)(—w’,w',k)} . (4.10)

Due to the 1/M factor in the normalization, we already have a factor of g5 and so we only need
to compute the tree level contribution to F (ZE) and BZ(Z2 ) on the right hand side. Since we use
the notation F (z/;) for a general term in the effective action linear in X, we shall denote the

tree level contribution to F by Fy and rewrite the equation as
i dw’ nN—2 ) 12 .7 M (2) '
e = —— | — — B (— ) 4.11
‘EHC 2M / o21r (Ld) {k fo(%k)-'- K s ( w7w7k) ( )

We evaluate this explicitly in section

5 Analysis of the D0-D0-tachyon amplitude

In this section we shall explicitly compute the one point function of massless states of the
26 dimensional bosonic string theory on an annulus with its boundary on a DO-brane and
extract a finite result for the amplitude following the strategy described in the earlier
sections. This will determine the annulus contribution to F (zlg), which in turn will determine

the D0-DO-tachyon amplitude via (3.14).

5.1 World-sheet expression for the amplitude

We take the external incoming closed string to carry momentum (k°, E) with k% = 4. Therefore

we can take its vertex operator to be of the form ccV with:

V= eik.X — e—ikOXO-‘riE.)?’ k? — 4. (51)
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We shall label the annulus by a complex coordinate w subject to the restriction:
0 < Re(w) <, w=w + 2mit . (5.2)

Following the general procedure described in [15] and reviewed in appendix , we can now

express the integrand F'(x,t), appearing in the expression for the annulus one point function

of ccV, asﬁ.

F(z,t) = Islle o (—2mi) x 27

o
<( /0” dwblw) + /07r BW)dw) ]{ dw'b(w') + ]{ b(a")du’ ccV(27rx)> ,(5.3)
where ‘I ' 4
e = % ' (5.4)

¢, denotes an anti-clockwise contour around z and (---)4 denotes unnormalized one point
function on the annulus. The first factor of 1/2mi is the factor that accompanies the integral
of b(w) and b(w) inside the first parentheses, the second factor of —27i comes from the identi-
fication w = w — 27t so that a derivative of the transition function with respect to ¢t produces
a factor of —27¢ and the third factor of 27 comes from the argument of V' being 27x so that
the integration measure over x is 2wdz. The § carry their own factors of +1/2mi. Now the

upper half plane coordinate z is related to the strip coordinate w via the relation:

z = e, z=e*z. (5.5)

Therefore, the expansions of b and ¢ in the strip coordinate takes the form
bw) = (dz/dw)®b(z) = =€) bz "2 == be ™,
b(w) = (dz/dw)*b(z) = _e_mnz bz " = _nz bpe™™
c(w) = (dz/dw) te(z) = —i e_iwnz N — —:Z cpe
cw) = (dz/dw) 'e(z) =ie™) c:z—"ﬂ =iy cn;"w . (5.6)

8We have not attempted to fix the sign of this term from first principles although this could be done following
the results of [15]. Instead we have chosen the sign so that it agrees with the ones computed from Feynman
diagrams. This will be seen in section
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After carrying out the contour integrals we can express F' as:

F(x,t) = —2mgen. (2w by) (c(2mx) — &(2mx)) V (27z)) , = 8720 gsne ((boco) V (27z)) o, (5.7)
where we used the fact that in order to get a non-zero result for the annulus amplitude we
must insert b and ¢ zero modes. If we denote by (V(x))n the normalized one point function
of V(x) on the annulus and by Z(t) the partition function of the matter ghost CFT on the
annulus with a bycg insertion to soak up the ghost zero modes, then we can express F(z,t) as

F(x,t) =87%igm. Z(t) (V(2mz))n . (5.8)
For V of the form given in (5.1]), the integration over the zero mode of X° produces the energy
conserving delta function 276(k°). The on-shell condition now gives

k=4 (5.9)

The one point function of eik-X (2mz) can be evaluated by using the doubling trick that relates

it to the two point function

- <eiEXR(27rx) e_iE‘XR(—27rx)> (5.10)
T
on a torus 7"
w=w+ 2r = w + 2mit . (5.11)
Here we have used the fact that the image of eiEXL(z), reflected about the imaginary axis, is
—e‘“gXR(—Z) for a dimension one operator. This gives
72
2y (2x|it)] /2 1 [01(22it)]
V(2 = 20 (k°) | ———2 = 2m0(k")— | ——~ 5.12
(v (2o} = ~2m(k) | T wo(h) o |22 )
where we used k2 = 4. We also have the standard expression for the DO-brane annulus partition
function .
e dw 2 1
Z(t) = n(it —24/ —)— 2 = T2 (i) 5.13
(1) =n(it) [ (~)5E e = et (5.13)

where the —i and the range of integration over w has the same explanation as the one given
below (4.2)), namely that it expresses the integral over Euclidean energy in the Lorentzian
notation. Combining (5.12)) and (5.13)), (5.8) becomes

Flet) = 2ms(r) S vz s [R@AONE 0 Ly
AV, =R G A T

Using (1.7) and (1.8]), we see that the integral over F'(x,t) has divergences from the z — 0
and / or t — oo limit. Below we shall describe how to treat these divergences using Feynman

diagrams with open string propagators.
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5.2 Feynman diagram analysis with tachyon propagator

We begin by comparing the leading divergence in (5.14]) in the z — 0, t — oo limit with the
divergences coming from Fig. (a). For this we need to compute the leading divergent part of
Fig. (a) which comes from the open string tachyon propagating along both propagators. This

has four constituents:

1. The open-closed interaction vertex which, in the notation of [15], is given by

ik. X

{cce™ e} gmop=t (5.15)

where we have set the energy carried by the open string along propagator 1 to 0 using
energy conservation. Here g = 0, b = 1 implies that this involves an amplitude on a
Riemann surface of genus 0 with one boundary. Using and taking into account the
extra minus sign mentioned below , this can be expressed as an upper half plane

correlation function
—gi/z(nc)l/4 <céeik'X(i)f0 oc(0))uup, (5.16)

where fj is the conformal transformation that appears in the definition of the open-closed
interaction vertex and fj o ¢ is the conformal transform of ¢ under fy. We use (A.5)) to
get the relation between the upper half plane coordinate z and the local coordinate w,

at the open string puncture:

z = fo(w,), fo(wy) = w,/\. (5.17)

This gives
fooc(0) =Xce(0). (5.18)

The correlation function appearing in ([5.16|) has to be calculated using the normalization
given in (2.10). This gives

(e(z1)e(z)clzs) €% (2))ump

= K (21— 2)(20 — 23)(21 — 23) 276 (K0) (2 — 2)F/2 (5.19)
Using the doubling trick we now replace (i) by ¢(—i) in (5.16) and use k2 = 4 to get

i) e N (0) fo o c(O))ump = —K 2m0(K) S Ag0) 1 (5.20)

s
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2. The interaction vertex of three open string tachyons is given by

ileO’ Cemxo w3 X0

{;ce , ce bo—op=1 = 9;/2713/4 (fio Ceiwlxo(o)ﬁ ° C€iw2XO(0)f3 ° Cew’XO(O))

+ <f1 OceiszO(O)f2 o Ceiw1X0(0)f3 o Ceiw3X0(0)>] ’ (5‘21)

where fi, fo, f3 are given in (A.6):

_ 2z _ 1—2 _ 2

w15f11(2)2042_z, w25f21(2)2—2a1+2, w35f31(z):a1_2z.

(5.22)
This gives
1 1 -1 I 5 9 3
fi(wy) = a  wy — §oz w1 + (’)(wl) fo(we) =1+ a  wy + 5& wy + O(ws),
1

fa(ws) = —awz* + 5 (5.23)

and

{;ce™X? ceionX? ceinX®) ) = 2 aBTeiteR el g2 3 IO s () + wo 4 w3) . (5.24)

3. The tachyon propagator is obtained from the kinetic term of the tachyon

g / M 2+ DI ()T (w). (5.25)

This gives the propagator

K YW+ 1) =K /dq -1, (5.26)

Putting all these results together and taking into account a symmetry factor of 1/2 in the loop

in the Feynman diagram Fig. [I[a) we get the following expression for the contribution

/21 2 )
/ d‘h/ dQ2/ —i) —q1 Y X 20 gsnc%2ﬂ5(/f°) (5.27)

We now use the leading order relation between ¢, ¢ and x,¢ given in (A.12)) in the limit of
large o and A\:

e ¥t~ q_227 2mr = %, A= al, (5.28)
o A
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Figure 2: The moduli space regions associated with the Feynman diagrams shown in Fig. (a),

(b), (c) and (d), as described in egs.(A.12)-(A.18) in appendix [A] The boundaries between

different regions shown here are approximate. A more precise description of these boundaries
that we use in our analysis can be found in appendix [A] This figure is a reproduction of Fig. 8
of [18] with minor changes.

to express ((5.27)) as

. 100 dw’ ,
—2m (k") x %gsn; /dt/d:c /_iw%e2”%2 2t

1
276(k%) x gy / dt / dxe®™tp=2 4712, 5.29

where we performed the gaussian integral like in (5.13]). This agrees with the divergent part
of in the limit of small  and large t. As shown in [18], the range 0 < ¢;, g2 < 1 covers
the region (a) shown in Fig. |2 in the (z,t) plane.

The integrals and are of course both divergent, but the correct prescription

to deal with these divergences is to replace the integrals over ¢; and ¢o by the left hand side of

(5.26). This gives the net contribution from the Feynman diagrams of Fig. (a) to be:

; 100 duw' ~ "
Loy = —2m6 (k%) x %gsnc X / (=) Qﬁ AP x (WP 4+ 1 +de) 7 (5.30)
™

—100
Note that we have included the ie term in the open string propagator. In the e — 0 limit
there is a pole on the imaginary w’ axis and we need the ie prescription for integrating around
the singularity. As was already mentioned earlier, we have chosen the same ie prescription

that is used for positive mass? states. This also agrees with Witten’s ie prescription [17] that

26



effectively adds —ie to Lg. This ambiguity will be absent in a tachyon free theory like type ITA

342w 3—2wi?

or IIB string theory. Note also that under Wick rotation w' — iw}, « becomes «

and produces exponential suppression in the integral for large w'.
Regarding the one point function (5.30) as coming from the third term in (3.6, we see that
this corresponds to a contribution to F(ik) of the form
1

100 d o ,
Fla) = =595 / % Aa? T2 (WP 14 de) (5.31)

After performing the integration over w’, F(,) can be expressed as

Fla) = igs n A {—i + erfi (m)} , (5.32)

where erfi(z) is the imaginary error function, defined as

2 (7 e
erfi(z) = _ﬁi /0 e du. (5.33)

In the analysis described above, we have only included the tachyonic contribution but have
not considered possible contribution from massless and massive states. As already discussed
in section [2 the contribution from the massless states need to be treated separately and
they will not be treated using Feynman diagrams. However, there are also contribution from
massive states. A massive state propagating along propagator 1 will be accompanied by a
factor of A~! and a massive state propagating along propagator 2 will be accompanied by a
factor of a2 coming from the interaction vertices. For this reason, if we drop terms carrying
inverse powers of X or a, then the massive state contribution can be ignored. In [18], where
analytic expressions for the corresponding expressions were known, this was used to avoid
computing the contribution from the massive modes, since one could systematically drop all
terms containing inverse powers of a or . But when analytic expressions are not known and
the result is computed numerically, this procedure can miss contributions with positive power
of a and negative power of \ or vice versa, which could give significant contribution even in the
limit of large o and X. This suggests that we must also include the massive state contribution
to the various Feynman diagrams. This however will not solve the problem since even for
determining the regions of the moduli space covered by various Feynman diagrams, [18] used
an approximation in which terms containing inverse powers of « and / or \ were dropped. We
use the same approximation in our analysis. To compensate for this, in section [ we shall use

an indirect method for determining all such missing terms at one go. For this reason we shall
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not separately discuss the computation of the contribution due to massive open string states
here.
Next we shall consider the contribution from the Feynman diagram shown in Fig. (c)

This has two components.

1. The closed-open-open three point vertex, with the external open strings both tachyonic,

will be given in the notation of [15] by,
{cee™X; e X’ ce‘iw,Xo}g:Qb:l : (5.34)

Following (A.3)), (A.17) and the sign conventions mentioned below (A.4), this is given
by:

1
=205 e / _dp <CC€ik'X(i) j{—f dzb(2) Fy o ce® X’ (0) Fy o ce‘iw,Xo(O)> ,
1/(2X)
-8 B
(5.35)

where the factor of 2 accounts for an equal contribution coming from the range —1 <

B < —1/2X and, from (A.9),

AN 1+ B2 AN 1+ B2
Fi(u) =—-0+—= —— wy +O(w?), Fy(wqg) = b+ — = wy+O(w?).
(o) Der1 ay oMY 3{a) Dol ey oW
(5.36)

An explanation of the overall sign in (5.35) can be given as follows. The (ffﬁ — fﬁ)

factor, with the contour integrals in the anti-clockwise direction and F},’s given as in
, can be identified as Bs defined in (A.2). This is inserted to the left of the open
string vertex operator at Fi(0). According to the rules described below (A.4), we are
supposed to insert —Bs and integrate 3 along the direction such that the vertex operator
moves along the boundary with the world-sheet kept to the left. In this case, as we
increase 3, the vertex operator at Fi(0) = —f moves along the real axis to the left,
keeping the world-sheet to the right. This gives an extra minus sign that converts —Bg
to Bg. Once we strip off the factor of Bs and the open string vertex operator at —f3, we
are left with an open-closed two point function on the disk, which has an extra minus
sign according to the rules given below ({A.4). This explains the overall minus sign in

(15.35)).
After carrying out the contour integration picking up residues at +4, (5.35) can be
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expressed as

1 a2\2 1\?2 Lo
1/(23) (1+p2)? 4N2

(cae™X (i) (ce™X" (= B)e X (8) + X" (=g ce X (9))) . (5.37)

UHP

After evaluating the correlation function and using k2 = 4, we get

14w'2
—2m0(k%) 2 gy e K a?N? (1 + L)Q /1 %(zﬁ)w" . (5.38)
42 1/@x (1+ p2)H2

2. The contribution from the tachyon propagator is given by (/5.26]).

Combining these results and taking into account an extra factor of 1/2 that arises from the
symmetry factor in the open string loop and the —: that accompanies integration measure over

w’, we get the net contribution from the Feynman diagram of Fig[l](c):

2

14w
do' | ~ 1\? ! ds e [Ydg e
—276(kY) g, L / — L a?)\? (1 + T) / —_(28)% gt
(ED) ge 27 { 4)\2 1/(23) (1+52)1+2w2( ) 0o @

(5.39)
Using the result in (A.13) in the limit of small g,
-2
_ 27t (1 + 52>2 L
f = tan(mz), e = 2 —452Q2X2 1+ e , (5.40)

we can express the leading term in (5.39) in the small gy limit as,

/ 1
_27T5(k;0) 9577 1T X Qﬁ/dﬁ/dt/ Q2w 1
sin?(27x)
— 26K g1 — [ d dt—t‘1/2 2mt -
N ( )g nc\/ﬁ/ .',U/ Sin2(27rgj) e ( )

The integrand agrees with the leading term in ([5.14]) in the large ¢ limit. The integration range
over x and t covers the region (c) in Fig. 2| [18].

As before, the correct procedure to deal with the divergence in the large ¢ limit is to replace
the divergent integral over g, in (5.39)) by the left hand side of (5.26]). This gives:

12

1+w
dw’ - 1 \? 1 dpg 2 1
Iy =218(k gsn'i | — {1+ — / — _(28)% ———— .
@ =2m0(k) g W/% {a ( +4A2> } 1/(2%) vy O AT
(5.42)
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This corresponds to a contribution to F(ik) of the form:

14w'?
dw’ ~ 1)?
Foy=1igsn. | — {a® [ 1+ =
(©) 1977c/27r {a +4)\2

1
d 2 1
/ b 2 <2B>2w -
1@n (L4 52)2 w? + 1+ e

(5.43)
After carrying out the w’ integration, we get
1 L g AN? + 1 283
Foy=—=0s 2/ —— (14 5%) { —i+terfi \/21na+21n — +2In ——
© 2 125 4582 ( ) 4\ 1+ B2
(5.44)

Next, we shall consider the contribution from the Feynman diagram of Fig[l{b). It has

three components.

1. The open-closed vertex is given by the same expressions as ([5.20)):

A gl ()4 % K 276(K°) . (5.45)

s

2. The open string propagator is given by the same expression as ((5.26]) with w = 0:
1
d
K=K / M1 (5.46)
o 9

3. The open string one point vertex on the annulus is given by an expression similar to
(5.3) with the closed string vertex operator replaced by the open string tachyon vertex
operator ¢ inserted at = 0, the b and b integrals around z removed and a different
normalization constant that can be read out from ﬂ

981/22:5/4 x (—2mi) x <(/07r dwb(w) + /07r E(w)dw) Fy oc(O)>A : (5.47)

Note that the last factor of 27 in ([5.3)) is absent since we do not integrate over x. Fy can
be read from (A.11)):

3. . _
w:FO(wo)ziza’Q—za M—a ) wy+---, (5.48)
9As in the case of (5.3)), the sign of (5.47)) has been fixed by requiring that it matches the Feynman diagram

contribution of Fig. [1(a) in the large ¢ limit. In principle this could be fixed from first principles using the
result of [15].
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where we have ignored terms of order a~*. This gives
Fyoc(0) = (F(0) 'e(w = 3ia™?/2) =ia (14 a7?) c(w = 3ia"?/2). (5.49)

Using ((5.6) we can reduce ((5.47)) to

g2t ora (L4 a7?) (bocoha = gi*n¥* 2ma (14+a72) Z(t). (5.50)
Multiplying all the factors we get:

1ﬁln(a2—1/2) _
—216(K°) i gsme (1 + 04_2) / dt Z(t) A /dql a?, (5.51)
te

where the upper limit on ¢ follows from (A.16)) and the lower limit ¢., designed to separate out
the closed string tachyon contribution, will be discussed in section . We now use (A.14]),

@ =2mA(1+a7?), (5.52)

to express (5.51)) as

*-1/2)

1 [=in
—27r5(k0)igs17€§/ dsz(t)/ala:x_2
te

= 27r5(k0)Lgs77é / e dt / do =2tV 2p(it) ™%, (5.53)
4\/§7T te

where we used (5.13). This agrees with the small x behaviour of (5.14]). The integration region
over = and ¢ covers the region (b) in Fig. [2b) [18]
We shall remove the apparent divergence in this integral as  — 0 by going back to eq.(5.51))

and replacing fol dqi/q? by —1 according to 1} This gives the contribution from Fig. (b)
to be

" L In(a?-1/2)
Iy =2m0(K°)igsmem (1+a7?) )\/ dt Z(t). (5.54)
tc

This corresponds to a contribution of F (ZE) of the form:
1 = In(a?-1/2)
Fioy=—9s1,—= (1+a” / dt =12 (i)~ (5.55)

22
where we used (/5.13)).
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Finally, the contribution from Fig. [I[d) can now be expressed as:

Igy = / F(z,t)dzdt, (5.56)
gy

where R’( 4 1s the region described in 1’ together with the replacement of the lower limit

on t by t..

T -
Ry - 5 > 27 > N1 —a?),
1 1\ 2 N N 1\ 21t
— (1 + T> [1 + 2 {cot2(27rx) - )\2f2} a2 \7? (1 + T) } <y < e e
a2 \2sin®(2mx) 4)\? 4\?
[ = fltan(nz)), v=e". (5.57)

We have slightly changed the form of the lower bound on v by dropping some terms containing

inverse powers of « in the expression for v=1

, since we have been dropping these terms anyway.
Since in R(g), * has a lower cut-off and ¢ has an upper cut-off and a lower cut-off, there are no
divergences from the small z and / or large ¢ region. Using ([5.14]) we see that the corresponding

contribution to F(ik) is:

/
Fuay = 5k / dz dt t‘”%(@'t)‘“[ (5.58)

ﬁl(zxm)] -
- \/ﬁﬂ (d)

V7(0]dt)

5.3 Divergences from the closed string channel

We now turn to the divergences arising from the ¢ = 0 end of the integral. Using the modular

transformation property
n(it) =t="2n(i/1), (5.59)
V1 (2x|it) = it™Y? exp[—dma® /t] 01 (2x/(it)|i /1) , (5.60)

we can see that the integral indeed diverges in the ¢ — 0 limit. This has been shown explicitly
in appendix [B] These divergences arise from Feynman diagrams in open-closed SFT containing
closed string tachyons. These have been shown in Fig. 3] One could carefully evaluate the
contribution from the Feynman diagrams in Fig. 3| after defining the interaction vertices for off-
shell closed and open strings as in the case of Feynman diagrams of Fig. [l However, since the
closed string tachyons carry momenta ¢ that need to be integrated over, we can use a shortcut
based on Witten’s ie prescription [17] that is known to be equivalent to SF'T evaluation of the

Feynman diagrams [21]. For the current problem this amounts to changing variables from ¢ to
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Figure 3: This figure shows the Feynman diagram involving internal closed string propagators
for the contribution to the annulus one point function from the small ¢ region. The x’s denote
interaction vertices associated with disk amplitudes, the thick lines represent closed strings and
thin lines represent open strings. The three point interaction vertex in the leftmost diagram
is the sphere three point function of three closed strings.

p p ao-q ao-q
—l = =
(¢) (f) () (h)

Figure 4: Additional Feynman diagrams contributing to the annulus one point amplitude.
Here T denotes open string tachyon propagator.

s = 1/t so that the divergences arise from the s — oo limit and then changing the upper limit
of integration on s to A + ioco for some large real number A instead of co. This translates to
taking t. = (A +iA’)~! and then taking A’ — oo limit. We shall verify in appendix [B| that this

renders the integrals finite.

5.4 Contribution from p, ag, ¢

In evaluating the Feynman diagrams in section[5.2|we left out the contribution from propagators
of massless states 3%, ag and p, ¢ following the analysis of section |3l However, the same analysis
tells us that we have to include the contribution of the fields p, ag, ¢ in the Feynman diagrams
and treat the integration over y¢ by relating it to the collective coordinates. In this section we
shall evaluate the contribution from the Feynman diagrams shown in Fig. [1| when one of the
internal propagators is either p or the ag, ¢ pair.

First we shall show that the propagator 1 cannot be either p or the ag-¢ pair. For the
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ap-q pair it follows just from ghost number conservation since only ghost number 1 states can
propagate along this propagator and ag and ¢ have ghost numbers 2 and 0 respectively.m For
the state p the argument is a bit more subtle and was given in |18]. The essence of the argument
is that for the open closed vertex the local coordinate w, at the open string puncture is related
to global coordinate z in the upper half plane by the simple relation w, = Az (see (A.5))) and
hence the vertex operator dc for p takes the same form in w, and z coordinates. Thus the
evaluation of the open-closed interaction vertex involves the ghost correlator (Oc(0)cc(i)) on
the upper half plane. It is easy to see that this vanishesﬂ Therefore we only have to analyze
the Feynman diagrams shown in Fig. [4

We begin by evaluating Fig.[d{(e). This follows the same procedure as for ([I))(a) in egs. (5.15)-
(5.30) with two differences. First the three point vertex in is replaced by

. . o . . 0 )
{;z@ce“"lX ,10ce™? X" cetwsX Fo=0p=1

—951/2772/4 [<f1 o aceileO(O)fZ o acemxo(o)fg o Ceiw3X0(0)>

+ (fio0 806”2)(0(0)]“2 o 8cei“1XO(O)f3 o ceiw3X0(0)>] ) (5.61)
Using
f// w
Fo0eu) = 0u(f(w) - Ll w), (5.6
and ((5.23)), we get
{;i0ce™ X’ ice™» X’ e XYy = —2 M FeTHeRted gU2 )3/ 190 5wy + wy + ws). (5.63)

The second difference arises from the tachyon propagator —K !(w? + 1)7! in (5.26) being
replaced by p propagator 1/(2K) following from (2.20)). As a result, the contribution from
Fig. [4f(e) is obtained by multiplying the integrand in (5.30) by a factor of a=2(w”? +1)/2. This
gives the contribution from this diagram to be

100 dw’

Iy = =276 (k") x igsnc X / (—i)— Xa*"”. (5.64)

—ico 2T

10A ghost number 1 state is needed, since the open-closed disc vertex requires a total ghost number equal to
3, the closed string vertex has ghost number 2 and there are no B insertions.

1 As demonstrated in [18], if we had chosen a different local coordinate at the open string puncture of the
closed-open interaction vertex then dc(w,), expressed in the z coordinate, will have a term proportional to ¢(0)
and the contribution will not vanish.
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The integration over w’ is supposed to be done after the Wick rotation w’ — iw';, and gives a

finite result. The corresponding contribution to F (ZE) is:

; 100 d I , 1 ~ 1
Fle) = —Egsné/ S Xa®” = gl A ——=(Ina)2. (5.65)

4 — 00 27T 8 AV 27]'

We now turn to the evaluation of Fig. [4[f). This will follow the analysis given in ([5.34)-
(5.42) for the evaluation of Fig. [fc) with two main differences. First, the closed-open-open

three point vertex, with the external open strings both tachyonic, will be replaced by,

{cee™ X i0ce™ X’ igce X’ Fo=0b=1- (5.66)

Following (|A.3]), (A.17) and the sign conventions below ([A.4)), this is given by:

1 .
=21 9s / N dﬁ<céeik'X(i) Z 7{ Mdzb(z)ﬂ 0 e eiw’Xo(O) Fyo 8cei”/XO(O)> .
1/(2X)

/ alea(O) 85
(5.67)
Using and , we get
Py 0 9e(0) = de(—f) — %c(—ﬁ), Fy 0 9c(0) = de(B) — %0(5) | (5.68)
i 2
and,
Oh _ 1, 10g oy 9B, 109, _ )
S5 =Lt A OB, G =14 =)+ Oz = 5. (.69
Hence

2 .
Z %zg‘”ﬁ)dzb(z) Fy 0 9ce™ X’ (0) Fy 0 dce™™X"(0)

alea(O)

=[G a a0} - a0

(glgﬂﬂu’zeiw’XU(_5)67@’)(0 (ﬁ) _
(5.70)

Using this and the expression for the disk correlation function, (5.67)) can be evaluated to,

/2

— 1 B 232 1\~
—2md(k") 81 K 11, g, /WX)dﬁf(ﬁ)zl el {&T)(”K)} . (571)
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The second difference arises from the tachyon propagator —K '(w? + 1)7! in being
replaced by p propagator 1/(2K) following from . Putting all these results together and
taking into account a symmetry factor of 1/2 in the loop in the Feynman diagram Fig. (f) we
get the following expression for the contribution

12

PO o A 1 P 232 1 \2)¢
Iy = —2mo(k°) 2im, g; \* /%/1/(23 ds f(B)° 1+52(2B)Z {(1(1—@2 (H@) }

(5.72)
This leads to the following contribution to F (ZE)
— 9 2
2 052)\2 1
F; :—QZanS)\Z/ / ag f(p 23)% —(1—1—7)
v (2%) 52( ) (1+5%)? 4N2
(5.73)
We can perform the integration over w’ after Wick rotation and arrive at the result:
n.9s o [ » 1 1
Fip="E5 [ aps | (5.74)
Var o Jye) P a4 m s g 2

1-1-62

Next we turn to Fig. (g) For this we note that in the expansion of the string field given

in (2.17)), the vertex operators for @y and ¢ appear in the combination:

/g—: [do(—w)i\@({)cc@Xo—l—iq(—w)} e X" (5.75)

The analysis follows the same procedure as for Fig. [1] I ) in eqs. - 0)) with two differences.
First the three point vertex in is replaced by

{;1v20cc 8Xoei°’1XO, 1 einXO, ceiws X’ Fo=0p=1
—V/2g1 /2P [(fl 0 9ccdX e X" (0) f5 0 €2X°(0) f5 0 ce™* X" (0))
— (f10e™2X°(0) f5 0 ecdX ™ X" (0) f 0 ce™ X7 (0)) ] (5.76)

where we have defined the vertex as the coefficient of the ao(—w1)q(—w2)T(—ws) term in the
action. The relative minus sign between the two terms reflect that ay and ¢ are grassmann

odd variables. Using

f o dcc(0) = f(0) ' Occ(£(0)),
£ 0 0X0 64X (0) = (£(0)) [OXPX(F(0) + G i w5 X (FO)| | (5.77)
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and ((5.23)), we get
{ iV2dcc OXDei‘“XO, i g2 X? ceiw?’XO}g:o,b:l

= V2aetreEtel o2 3 g () 21 (wh 4 we 4 ws). (5.78)

The second difference arises from the second tachyon propagator —K ~1(w? + 1)71 in
being replaced by the dg-q propagator —iw; /(v/2K (w? +ie)) following from (2.20). Finally, we
do not have the factor of 1/2 from the loop since ay and ¢ are different fields. As a result, the
contribution from Fig. (e) is obtained by multiplying the integrand in by a factor of

—a%(w” +1). This gives the contribution from this diagram to be

: o dw' ~ g
Ty = 200K % g x [ (=) 5% R, (5.79)

—100 27

The corresponding contribution to F(ik) is:
7 dw' ~ . e 1 ~ 1

.F:—SIX _)\20.;:__5/)\_
(9) 9 9sTe / o o A sl \/g
We now turn to the evaluation of Fig. [4[h). This will follow the analysis given in ([5.34)-
(5.42) for the evaluation of Fig. [I|(c) with two main differences. First, the tachyon propagator
—K~Hw?41)"" is replaced by the dg(—w’)-g(w’) propagator —iw’/(2v/2K (w +ic)) as in the
case of Fig. (g) Second, the closed-open-open three point vertex, with the external open

(Ina)~ /2. (5.80)

strings both tachyonic, will be replaced by,
{cee™ ¥ iv20cc X0 X" e X Fo=0b=1 - (5.81)

Following (|A.3]), (A.17) and the sign conventions below ([A.4)), this is given by:
1 2
) F :
V21, / dﬂ<cceZk'X(i) Z % %lg”mdzb(z)
1/(23)

/@ “=lp,(0)

{Fl 0 9ccdX ™ X (0) Fyo e ™ X°(0) — Fy 0 e”™X"(0) Fy o accaXOeW’XO(O)} > .
(5.82)

We shall first evaluate the ghost part of the correlation function. Using (5.77) and (A.9), we
get

AN 1+ B2
AN241 ar

Fyo0ce(0) = < ) dcc(—P3)
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~ —1
)\2 2
Fyodec(0) = (4;;“1;'5) dee(B). (5.83)

We also have

Hence
2 8Fa 02 o148\ [ 28
Zl dzb( )F1 0 dce(0) = <4X2 R ) i ﬁ2c(—6) + 30(—5)}
TR0
2 8Fa 02 1+8\ [ 28
3 74 OFulwei D) () Fy 0 Bec(0) = (m 3 ) ) - acw)}
= Fa(0) )
(5.85)
We now note that the relevant ghost correlators take the form:
(| 2e-0)+ 0cl=0)] clivet= ) o | 21 + ) - 28 x (20)] =0,
<[%c(5) — 8c(ﬁ)] c(i)c(—i)> o [ 2662(22)(1 + %) — 28 x (2@)] =0. (5.86)
Therefore this contribution vanishes:
Iy =0. (5.87)
The corresponding contribution to F(ik) is
Fmy =0. (5.88)

5.5 Contribution from the Jacobian

Finally, we shall compute the contribution to the one point function of the external tachyon

due to the Jacobian from change of variables, as described in (4.11]).

_ loodw / 2 M (2) A
JaC_QM/ {k’ fo(zk)—i—KB (= W' k) . (5.89)

We begin by evaluating fo(ik). This is given by the disk one point function of the closed
string tachyon. Using (A.4) we get

27 6(k°) Fo (i) = /2 (cq cae®Xy = —27 5(k0) K /2 = % g5 M 27 5(K), (5.90)
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(m) (n)
Figure 5: This figure shows two Feynman diagrams contributing to the disk amplitude with
one external closed string and two external open strings.

where we used k% = 4 for computing the matter sector correlator and used in the last
step.

Next, we note that 27§ (lc())Bi(]2 ) (—w’, ', k) is the disk amplitude of the closed string tachyon
with vertex operator cce*X and a pair of open string states y°, 4/ carrying vertex operator
ivV20X e X and iv/20X7e~'X . This is given by the sum of the two Feynman diagrams shown
in Fig. [f

We begin with Fig. [f[(m). This has three components:

1. The open closed two point vertex with an internal tachyon is given by the same expression

as (5:20):
~ K 215(k°) % A g2 () V2. (5.91)

S
2. The open string tachyon propagator is given by —K 1.
3. The three open string interaction vertex of a tachyon, y* and y’ is given by

{ iV20X" ceileo, V20X ceiw?XO, cews X’ Fo=0.0=1
_ —2g1/2773/4 <f1 o c@Xiei“”XO(O)fg o CanemQXO(o)f3 o Cein,XO(o))

s

+ (frocdXT X0 f, 0 )X X O fy o ceiw3XO(0)>] . (5.92)
Setting w; = W', wy = —w' and w3 = 0, this evaluates to
2022 K o2 5 (5.93)

Combining these contributions we get the net contribution to 27¢ (kO)Bi(f)(—w’ ,w', k) from this

diagram:
1% = i K 226 (k) X a2 g, 1 6,5 . (5.94)

)
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Next we turn to Fig. [p[(n). This is given by an expression similar to (5.35)) with the pair of
external closed string tachyons replaced by the y* and 17:

Tnyij
/(2X)

—2s e /1 1 . d@<cceik-X(z') ]{ - ]{ dzb(2) Fy o c(iv20X7) €' X" (0)
B B

_2w/2

Fyo0c(iv/20X7)e ™' X’ (0)>
AN 1+ 32

1
= 4gsn. / dp | — =
1/(2%) AN2+1 al

<Cc<z‘><c<5> +e(—B))em X (1)0XT (—B)IX (B)e™ X’ (— e X (6)> . (5.95)

After evaluating the correlation function and dropping terms suppressed by inverse powers of
X, we get the contribution to 2%5(/@0)Bi(]2)(—w’, w', k) from this diagram:

2

1 AN 1+ B2 1 1 1
Iii = 2m8(k%) 44 g, CK/ g | — - l——éi-——éi-Jr—kik}
s (F)dig ey 422+ 1 26a gpz v 8V 1452
P 1 1
+ 278(k®) 4igyn. K o {——N&»»—i—kik»tan_l —~] , 5.96
( ) gsT 16X J J 0 ( )

where the terms in the last line have been added for later convenience. We are allowed to add
these terms since they carry negative power of X and all our formulae so far allows dropping
/ adding such terms. For example, an exchange of massive states would add to terms
suppressed by powers of X that we have not been careful to keep.

Substituting these results into (5.89)), we get

1 dwl N2 1 = ~ 2
jac ™  Sas ~_ s sMk2 259 M A 2 sllc
Vi 2M/27r (w) {29 + 250 M Aa™" g

L AN 1+ 25 25 1 -
+4igSnCM/ d6{~ +€} {——2——+ 2k2}
1/(23) AN2 41 2Ba\ 80 8 1+p
s 25 - 1
+4igyne M o {_E + k* tan™! 5}] : (5.97)

One can easily verify that the term inside the square bracket vanishes as w’ — 0 and hence
the integral does not suffer from any infrared divergence. The A1 suppressed terms in the last

line are important for this cancellation.
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One can make the infrared finiteness of Fj,. manifest as follows. We first perform the 3

integrals by parts to write

dw )
ac = a sMk2

! 25 2 ”
—4igs'r]CM2w’2/ dﬁ{—5——56+k2 tanlﬁ}
1/(2N) 85 8

y (1_ 28 ){ AN 1+52}—2
B 1+62) 42 +1 28ar

2

. AN 1\
+ i k% g, cM( = —~) ] 5.98
K 4N2 + 1 a) (5.98)

After using 1. = i/(27), we can write this as

dw’
ac  — -8 sTlc SA o k2t -1
Fj 2M/ [ 29771\4/(2A { B+ an 5}

y <1_ 283 >{ AN2 1+52}‘2
B 1+62) L4241 28ar

/2

ik gn M {( W ) _1}] (5.99)

AN + 1
The last term can be manipulated by writing 1/w? as —dw'~!/dw’ and integrating by parts.

This is an allowed operation since the integral had no divergence from the w’ = 0 region to

start with. This gives

i dw’ ! 25
Fiaec = — | — | — 8igsn. M g — — — k2 tan™!
J 2M/27r[ Rl S 5{% g8+ P f@}
(1 23 ){ 4N2 1+52}‘2 ’
X | =— 5 ~ —
B 1+p 4N2 +1 2Ba\
. A1\ a1\
+4i7rk2g3770M<1na+ln j >( — —~> ] (5.100)
4\ AN+ 1 aA
We can now carry out the w’ integration explicitly after Euclidean continuation, leading to,
i 1 AN + L, 20 172
Fine = ——— [— 2igsné/ db’(lna—i—ln )
! V2m 1/(20) AN 1+ 32
25
k,2
{8ﬁ 7 } ( 1 +B2>
. AN+ 1\
+mk2gsng(1na+1n 4; ) ] (5.101)
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6 Complete annulus contribution

Based on our results so far we conclude that the complete annulus contribution to F (ZE), after

ignoring terms with inverse powers of X and / or a, is given by:
F = .7:(,1) + .F(b) + .7:(0) + f(d) + ]:(e) + .7:(]0) + .7:(9) + .F(h) + Fac - (6.1)

However, in numerical computations below we need to work with some particular choice of «
and \. Depending on this choice, either terms with a positive power of o and a negative power
of \ or vice versa that we have ignored could become important. This was not a problem in
the analysis of |18] since these terms are expected to cancel among themselves and hence in
the final expression after evaluation of the analog of , all terms containing inverse powers
of a and / or \ were dropped. However, unlike in the case of [18], here we shall not have an
analytic expression for the various terms from where we can explicitly drop all terms containing
inverse powers of a and / or X. In the numerical evaluation of various terms we have to choose
some large values of a and X and in that case some missing terms in the various expressions
that contain positive power of a and negative power of X or vice versa can give significant
contributions. To overcome this difficulty, we shall choose a particular scaling of a and X, e.g.
a ~ Y X~ ~* for some large v and positive constants a and b, and keep all terms in F that

scale as non-negative power of . For definiteness, let us choose a = b =1, i.e. take
A~ (6.2)

with v being a large number. We can then evaluate F for large v. By construction, does
not contain all the terms in F that survive in this limit, e.g. terms proportional to o? /X and
22 /a would be absent in even though they scale as v. We shall now describe a general
procedure to determine these missing terms.

Our first step will be to check that is independent of the arbitrary parameters v and P\
and the arbitrary function f as long as we include only those terms that contain non-negative
powers of o and . This will be done by computing the change 0 F" of the expression for F’
under arbitrary variation of «, X and f and showing that 6 F does not contain any term that
contains non-negative power of o and X Furthermore, while computing 6 7" we keep all terms
that scale as non-negative power of «, notwithstanding the fact that 7' may differ from the
actual answer F by such terms. This will be reflected in the fact that 0F will contain terms

that scale as non-negative powers of v but carry negative powers of « or . We shall then
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explicitly add to F’ terms that will cancel this contribution. For example, a contribution to
0F" of the form e -,

comes from a term in F’ of the form %XQ a~2. Hence, we should add to F' a term —%XZ a2
to cancel this, since, if we had not made any approximation in evaluating F’, these terms
would not have been present. This procedure reduces to the procedure of explicitly removing
all terms containing inverse powers of a and / or X that was used in [18]. In the end, the F
obtained this way will be the correct form of F up to corrections of order v~! and we can use
this for numerical computation of F by taking v to be large. This corresponds to taking «
and \ large and of the same order. We could in principle find the exact expression for F by
adding to a term that makes 0F vanish exactly, but we have not done so.

Computation of 0 F" is tedious but straightforward after using the results for F)-Fjac given
in section |5l and the result of w integration given in . With the help of some integration
by parts and change of variable from x to 8 = tan(mx) in the expression for Fg) in , we
get,

\/2_98770(12 o1+ B2 e
s Ina) 20" 5a
~g 7704\/— A(Ina)”

. [1 5a/ 1 i AN 41 o 28 ]1/2
s na -+ In -
9o (23) 52 4N 1+ B2

-1
- 32
X B a2\ f(B)* <lna+ln 4)\4; ! +1In 26 2)

Y 1 _ —3/2
SF = ——— A—2/ if(5)36f(5)(1na+ln)\+ln12—ﬁ2)
1/(2A

1+

—2
3 AN+ 1 28
1 5a

ALY YN
10X ~, 1 d AN 41 28 1732
+gs17. = A oFQ/ _4b_ [lna+ln j_ +1In p } f(B)*

(ln o)~Y?

21 X 1@y 1+ B2 4\ 1+ 32
1 3 AN+ 1 28
— =+ =<1 1 — 1
x[ 2+8{na+n O +n1+52}}
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ﬁln(oﬁ) y
—gs C—5>\ A / dtt=1/? *t
9ol 53 ( ) .

5)\ dw 24202 1
. L 6.4
+ 97708)\2/27T04 w?+1+ie (6:4)

This can be written as,

OF = 937725{— 4\/1%}\/2@—2 //I(QX) % {lna +In\+In %}3/2 F(B)*
821)\ ot w'? —|—11 + 1€ 6\/_ /Cl " « t_1/262”] . (6:5)
This suggests that we add to F' a correction term
Feoor = gsn;L\/l%Pa? /:X) % {1na+1nX+1n%}_3/2 F(B8)*
+% C;_C;)T/a?Hw’Q w'? —1—11 + i€ 6\/_ /L v « t1/262m] . (66)

Note that in F., we are only allowed to include terms that have either a power of o or a
power of X in the denominator since these are the types of terms that we have dropped in our
analysis. In particular, we cannot add a constant term to F,.. After doing the w’ integration,

we get

2 -2 ! dp Y 2 e 4
Feor = gsN. Ao~ _— lnoz—i—ln)\—f—ln—} 15}
9 {4\/27 e 1+ 52 { 1+ 3 1)

1
—— {—i + erfi (\/ 21n a) + — )\ / dt t_l/QGZWt] . (6.7)
16 te
Hence, the correct form of the annulus contribution to F is
Fammtus = Fia) + Fo) + Fie) + Fia) + Fie) + Fi) + Fig) + Fiy + Fine + Feor + O(y7") . (6:8)

We can now use this for numerical evaluation of F by choosing some large values of o and by
and some function f(J) satisfying the boundary condition (A.8§)).

7 Numerical evaluation of F,, uus

To obtain the numerical value of Fipnuus Summarized in , we performed the integrations
numerically using Mathematica, and have included the corresponding code in the arXiv sub-

mission. We found it necessary to retain high precision (15-20 significant digits) in computing
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Figure 6: Real and imaginary parts of Fannus for tc = 2, a = A, and f(z) = fh=1/1(2).

the various contributions to Faunuus, as these often differ by several orders of magnitude. For
example, for large o and }v\, the largest contributions, from . and F, grow as a2 and are
many orders of magnitude larger than the sum of all the terms which is independent of a and
. We note also that the imaginary part of Fuunuus comes solely from the contributions to F
and F(g) from the ¢ integration contour from (A + ico)™ to A™', as discussed around (L.26).
These can be traced to internal closed string tachyon propagators.

In performing the explicit numerical calculations, we have used a family of functions f,(5)

4N\% -3

fn<ﬁ) == ~
8A2 (1 (2N

(1) )
)

which satisfy (A.§)).
In Figures and , we plot the real and imaginary parts of Fannuus for te = 2, a = A,

and f(8) = faz1/4(8). We have verified numerically that Funuus is independent of these
choices, consistent with the general arguments presented above. The imaginary part converges

significantly more rapidly than the real part, and at A = 10° we find
Fonnulus =~ (7.28219 — 2.7565014)gs .. ~ (1.15900 — 0.438711)gs . (7.2)

Some more details of the analysis can be found in appendix [C]
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A Collection of useful results

In this appendix we shall review some of the results from SFT that we use in our analysis.

We begin by writing down the expression for a general interaction term in open closed
SFT. As discussed in [15], a general Riemann surface can be described as a collection of some
elementary components, e.g. a sphere with three holes, disks around closed string punctures,
semi-disks around open string punctures etc., glued along closed curves C or open curves L,
beginning and ending on a world-sheet boundary. The information on the world-sheet moduli
{u'} is contained in the transition functions that relate the coordinate o, (0,,) to the left of
Cs (Ly,) and 74 (7,,) to the right of Cy (Lyy):

0y = Fy(10, @), Om = Gon(Tm, @) - (A1)
We define:
B, = Z f das o) f{
s Cs Cs )
+Z /aai o)+ | 2Em s (o) ] , (A.2)

where ¢, do, and [, _doy, contain intrinsic 1/27i factors and 5605 dos and [ ;. do,, contain
intrinsic —1/2mi factors. For n. external closed string states Af,---, A5 and n, external

open string states Af7,---, A

o, we now define the p-form on the moduli space Mgy, n, of

the Riemann surface of genus g, b boundaries, n. closed string puncture and n, open string
puncture [15] (egs.(3.69), (3.70)):

Q(g,b,nc,na) (Atlz’ “ e 7A$Lc; Acl” B ’AZ())

P
3g—3+nct+3b+3n, 1 ’

= po 2Tt Hdu“ Ao Ndu' (B By AT AL AT AT D (AB)

where 1, = i/(27) and < --- > denotes the correlation function on the punctured Riemann

surface Xg p 5, n,- The vertex operators A and A? are inserted using the local coordinate system
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on the disks or the semi-disks on which the corresponding puncture lies. The exception to this

is the disk one point function of closed strings for which we use

98071’170)(AC) _ 772/2<05Ac>0,1,170- (A.4)

_ 1
Up to overall signs, the string amplitudes are obtained by integrating giﬁb Znetano Q;(,g it o)

over the moduli space My . n,, With p given by the dimension of the moduli space. The
interaction terms of SF'T are obtained by integrating the same forms over a subspace of the
moduli space Myp . n,, setting all the A¢’s to the open string field VU,, all the A{’s to the
closed string field ¥, and dividing the result by the combinatoric factor n.!n,!.

For the overall signs of the amplitudes we need additional data since we have to specify
what constitutes positive integration measure in the moduli space. For amplitudes involving
purely closed strings and without boundaries, the moduli space has a complex structure and
for a complex modulus u = u; + iuy we take du; A dus to have positive measure and there is
no additional sign in the amplitude. In the presence of open strings or boundaries there is no
such natural choice of the sign. In [15] a detailed description of the signs of all the amplitudes
were given. Here we summarize the results that we shall need. For the disk amplitude with
one open and one closed strings, there is an additional minus sign besides the normalization
constants given above. Every additional open string vertex operator on the boundary, whose
location is parametrized by a modulus u, is accompanied by a factor of —B, inserted to the
immediate left of the vertex operators and the integration over w is taken to have positive
measure if increasing u moves the vertex operator in a direction that keeps the world-sheet to
the left |15].

Next we shall describe the local coordinate at the open string puncture(s) in different
interaction vertices that appear in Fig. , following the conventions of [18]. We begin with the
open-closed interaction vertex that appears in Fig[l] (a) and (b). Representing the open-closed
interaction vertex as a correlation function on the upper half plane labelled by z with the
closed string inserted at z = ¢ and the open string inserted at z = 0, the local coordinate at

the open string puncture is taken to be [18] (eq.(4.3))
We = Az, (A.5)

where )\ is an arbitrary real parameter.
For the three open string interaction vertex, described as a correlation function on the

upper half plane with the open string vertex operators inserted at z =0, z = 1 and 2z = oo, we
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have the following relations between the local coordinates wS) at the i-th open string punctures

and z [18] (eq.(4.6))

w) = o 22, w§2):—20z1_z, w® = a 2 , (A.6)
2—2z 1+2 1—22

where « is a real parameter that is taken to be large.

Next we consider the closed-open-open interaction vertex, represented by a correlation
function in the upper half plane with the closed string inserted at ¢ and the open strings
inserted at £ on the real line. It follows from eq.(4.10) of [18] that the local coordinates at

the punctures at —3 and 3 are given respectively by w; = Fy '(z) and wy = F, '(2), where,

Fil(z) = a\ ~4)\2 z~+ P :
AN +11-Bz=Af(B)(z+5)
FyYz) = a) e 2= F : X=a), (A.7)

A2 4114 B2+ A (B)(z—P)
where f(() is an arbitrary function satisfying
AN -3

8\
Using eq.(B.3), (B.10) of [1§] we can invert these equations as,

F(1/2)) = . fm=o. (A8)

Fo(wa, B) = €a(B) + gal(B) wa + %ha(ﬂ) wi+O0(w)), a=1,2

~ ~ 2 ~
- AN 14p2 - 4N B+ \f )
61(6)_ 67 91(6)—43\/2—'—1 aX hl(ﬂ)_ 2 <4’)‘\’2+1> (&X)Q (1+6>7
~ ~ 2 ~
B AN 142 _ AN\ BHAS 2
e2(B) = B, gz(ﬁ)—4X2+1 3 ha(8) = 2 <4X2+1) )2 (1+57).
(A.9)

Finally, we consider the open string one point vertex on the annulus that appears in

Fig. [I{b). We label the points on the annulus by a complex coordinate w with the restriction:

0 < Re(w) <, w = w + 2mit . (A.10)
Then the local coordinate w, at the open string puncture at w = 0 is related to w via
[18](eqs.(4.60), (4.68)) :

(4+3a?);—4+3a?

w A1l
(Ad—a?)i4+4—-Ta2’ (A.11)

Q>
I
Q]

W, =2
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In writing this we have taken the limit of large o and .

Next we shall review the relation between the parameters ¢; and ¢ associated with the
propagators in Fig[TJand the parameters  and ¢ labeling the moduli space of one point function
of a closed string on an annulus. We begin with Fig. [I(a). For this diagram we have [18]
(eqs.(4.73), (4.81) together with the relation v = e~2™):

—omt ., @2 G2 \ ! ¢ )
e _§<1—g2) , 27rx—§(1—§>. (A.12)
Next we consider the relation of the parameters ¢, and the parameter (5 of the closed-open-open

interaction vertex in Fig. (c) with the parameters x and t of the annulus one point function
of the closed string. We have [18] (egs. (4.92), (4.98)):

-2
27T:E:2tan_1ﬂ+2ufx_1 —%(1—52)X_2u, U= qga? {l—i—ﬁ} ,
—27t __ <1+B2)2 3- 1 N

Finally, we consider the relation between the parameters t of the open string one point vertex of
the annulus and the parameter ¢; of the open string propagator in Fig. (b) and the parameters
x and t of the annulus one point function of the closed string. The parameter ¢ is common; so

we only need to give the relation between x and ¢;. This is given by [18] (eqs.(4.85), (4.86)):
oy = %(1 —a?). (A.14)

Next we shall review the range of the integration parameters associated with the Feynman

diagrams in Fig.[I] First of all the ¢;’s in each diagram are always integrated from 0 to 1:
0<q <1, 0<g<1. (A.15)

In Fig. (b), the parameter ¢ associated with the annulus one point function of the open string

is integrated over the range (eq.(4.67) of [18]):

1\ !
Ry - (a2 — 5) <e <. (A.16)

In Fig. (c), the parameter [ associated with the closed-open-open interaction vertex is inte-
grated over the range (eq.(4.99) of [18])
1
Ry - S g<1. (A.17)

>~
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In Fig. [1[d), the range of = and 3 are (eq.(4.102) of [18]):

Ry g > A1 —a™?),
( ) [1—2{cot2(2m:) —XQfQ}a_QX_Z <1+é) 2} <v<l1,
a? )2 sin? (27 ) 4\?
f = f(tan(mx)), v=e 2, (A.18)

B Closed string tachyons

As already discussed in section , the integrands of I, and I diverge as t — 0, rendering the
integrals divergent if we take the lower limit of ¢ to be zero. In this appendix we shall verify
that Witten’s ie prescription, discussed at the end of section o] makes these integrals finite.

We begin with I(4) for which the integrand is

Fla,t) = 2m6(k0) L2 112 i3 {—ﬁl,(%‘_”)} R (B.1)
V21 01(0]it)
To study its behaviour at small ¢, we make a change of variable from t to s:
1
= - B.2
=1, (B.2)

so that ¢ — 0 corresponds to s — co. The annulus can now be regarded as having circumference
27 /s and width 7, but by scaling the coordinates by s we can also describe this as having
circumference 27 and width ws. Thus physically ws represents the distance over which the
closed string propagates. We now use the modular transformation properties (5.59)) and -

to write
n(it) = t=Y2n(i/t) = sn(is), (B.3)
V1 (2x]it) = it Y? exp[—4ma? /t] 9, (2x/(it)|i/t) = i sY/? exp|—dmwa’s] V1 (—2ixs|is). (B.4)
Using the product representations ([1.7)), (1.8]) we now get,

o0

(n(lt)) — 712 2ms H(l _ 6_27ms)_24, (B5)

n=1

V1 (—2izs|is) = 2i e ™/* sinh(27xs) H{(l—e’2ms)(1—2 e~ cosh(4mws)+e ™)} . (B.6)

n=1
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Using this in (B.1), we see that F(z,t) has divergence from the s — oo limit due to the ***

factor in (B.5). As anticipated, the origin of this can be traced to the closed string tachyon.

2rs  ,—27sw —2rs(l—x

The rest of the factor can expanded in a power series in e~ <™, e and e ) and gives
a convergent expansion.

Now suppose that we express the integral over x and ¢ as an integral over z and s and
take the s integration contour to run along the positive real axis to some large number A and
then turn the contour parallel to the imaginary axis towards A + i0o. Then the offensive 2™
factor becomes oscillatory, and the integral converges due to the s~'? factor in . This
is Witten’s ie prescription [17], but this is equivalent to treating the divergences using the
Feynman diagrams of open closed SFT shown in Fig. [3]

Similar analysis can be done for the integrand of I given in (5.54). In this case the ¢
dependent part of the integrand is Z(t) o n(it)~* and hence is given by (B.5). Arguments
identical to the ones given above show that this integral diverges if the upper limit of s inte-
gration is taken to be oo, but we can get a convergent result by taking the upper limit to be

A + i for large positive A, A’ and then taking A’ to co.

C Numerical results

A =S Re ]:annulus Im Fannulus
100000 | 7.284015676539 | -2.7565011017855
200000 | 7.28307221834 -2.75649947586
300000 7.2827668799 -2.75649893385

400000 7.2826168249 -2.7564986628
500000 7.282527888 -2.7564985002
600000 7.282469155 -2.756498392
700000 7.282427526 -2.756498314
800000 7.282396506 -2.756498256
900000 7.28237251 -2.756498211
1000000 7.28235341 -2.756498175

Table 1: Numerical values for X, Re Fannulus, and Im Fppuius, With o = X/ 5.

In this appendix we summarise the numerical results for estimating Faunuus. An ancilliary
Mathematica notebook is attached to this submission [22]. Here we present the numerical
estimates for 1 x 10° < h\ < 10, in the three cases of a@ = X/S, X, 5\. These are presented
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A=« Re ~F'amnulus Im ~F'amnulus
100000 | 7.28225194597 | -2.75650110179
200000 | 7.2822192953 | -2.7564994759
300000 7.282208705 -2.756498934
400000 7.28220349 -2.756498663

500000 7.28220040 -2.75649850
600000 7.28219836 -2.75649839
700000 7.2821969 -2.75649831
800000 7.2821958 -2.75649826
900000 7.2821950 -2.7564982
1000000 7.2821943 -2.7564982

Table 2: Numerical values for X, Re Fannuus, and Im Fnues, With a = A.

A= 05/5 Re -/—:annulus Im ]:annulus
100000 | 7.282186213 | -2.7565011018
200000 | 7.28218737 | -2.756499476
300000 7.2821878 -2.75649893

400000 7.2821880 -2.7564987
500000 7.2821881 -2.7564985
600000 7.282188 -2.7564984
700000 7.282188 -2.756498
800000 7.282188 -2.756498
900000 7.282188 -2.756498
1000000 7.28219 -2.756498

Table 3: Numerical values for X, Re Fannuus, and Im Fpnutus, with o = 9%
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in Tables [I] 2] and [3 respectively. The number of decimal places presented in the tables
varies because each value is printed with the precision returned by Mathematica; we avoid
zero-padding to prevent implying spurious accuracy.

We also fitted the data given in each of these tables to a trial function
co+ e A A2 4+ e A InA) Y2 + e A (In A) T2, (C.1)

with the ¢;’s allowed to be different for different tables. However we find that for each of the
three tables, we get
co = 7.28219 — 2.756507 . (C.2)

Hence we can take this to be the result for A — co.

References

[1] V. Periwal and O. Tafjord, “D-brane recoil,” Phys. Rev. D 54, R3690-R3692 (1996)
doi:10.1103 /PhysRevD.54.R3690 [arXiv:hep-th/9603156 [hep-th]].

[2] W. Fischler, S. Paban and M. Rozali, “Collective coordinates for D-branes,” Phys. Lett.
B 381, 62-67 (1996) doi:10.1016/0370-2693(96)00556-4 [arXiv:hep-th/9604014 [hep-th]].

3] L. I. Kogan, N. E. Mavromatos and J. F. Wheater, “D-brane recoil and logarithmic oper-
ators,” Phys. Lett. B 387, 483-491 (1996) doi:10.1016/0370-2693(96)01067-2 [arXiv:hep-
th/9606102 [hep-th]].

[4] S. Hirano and Y. Kazama, “Scattering of closed string states from a quantized D parti-
cle,” Nucl. Phys. B 499, 495-515 (1997) doi:10.1016/S0550-3213(97)00298-8 [arXiv:hep-
th/9612064 |[hep-th]].

[5] S. Lee and S. J. Rey, “Absorption and recoil of fundamental string by D string,” Nucl.
Phys. B 508, 107-121 (1997) doi:10.1016/50550-3213(97)00610-X [arXiv:hep-th/9706115
[hep-th]].

[6] N. E. Mavromatos and R. J. Szabo, “D-brane dynamics and logarithmic superconformal al-
gebras,” JHEP 10, 027 (2001) doi:10.1088/1126-6708/2001/10/027 [arXiv:hep-th /0106259
[hep-th]].

53



[7] S.  Nakamura, “Recoiling D-branes,” Nucl. Phys. B 709, 192-212 (2005)
doi:10.1016/j.nuclphysb.2004.10.065 [arXiv:hep-th/0406193 [hep-th]].

[8] B. Craps, O. Evnin and S. Nakamura, “DO0-brane recoil revisited,” JHEP 12, 081 (2006)
doi:10.1088/1126-6708,/2006/12,/081 [arXiv:hep-th/0609216 [hep-th]].

9] O. Evnin, “Quantum backreaction in string theory,” Fortsch. Phys. 60, 998-1004 (2012)
doi:10.1002/prop.201200034 [arXiv:1201.6606 [hep-th]].

[10] B. Craps, O. Evnin and A. Konechny, “Strings in compact cosmological spaces,” JHEP
10, 177 (2013) doi:10.1007/JHEP10(2013)177 [arXiv:1308.4016 [hep-th]].

[11] S. S. Pufu, V. A. Rodriguez and Y. Wang, “Scattering from (p, q)-strings in AdS; x S°)”
JHEP 03, 181 (2025) doi:10.1007/JHEP03(2025)181 [arXiv:2305.08297 [hep-th]].

[12] E. Martinec, Question asked during Strings 2020 https://www.youtube.com/watch?v=
vkSD3cl1F_iM

[13] 1. Klebanov, Comments during Strings 2025 https://www.youtube.com/watch?v=
O0Q1NKjm-peY&list=PLruBsbldjuHSIoNXNBjZuxYNOo1MjCawg&index=19

[14] J. Polchinski, “String theory. Vol. 1: An introduction to the bosonic string,” Cambridge
University Press, 2007, ISBN 978-0-511-25227-3, 978-0-521-67227-6, 978-0-521-63303-1
doi:10.1017/CB0O9780511816079

[15] A. Sen and B. Zwiebach, “String Field Theory: A Review,” [arXiv:2405.19421 [hep-th]].

[16] A. Sen and B. Zwiebach, “On the normalization of open-closed string amplitudes,”
[arXiv:2405.03784 [hep-th]].

[17) E. Witten, “The Feynman ide in String Theory,” JHEP 04, 055 (2015)
doi:10.1007/JHEP04(2015)055 [arXiv:1307.5124 [hep-th]].

[18] A. Sen, “D-instantons, string field theory and two dimensional string theory,” JHEP 11
(2021), 061 doi:10.1007/JHEP11(2021)061 [arXiv:2012.11624 [hep-th]].

[19] D. S. Eniceicu, R. Mahajan, P. Maity, C. Murdia and A. Sen, “The ZZ annulus one-point
function in non-critical string theory: A string field theory analysis,” JHEP 12 (2022),
151 doi:10.1007/JHEP12(2022)151 [arXiv:2210.11473 [hep-th]].

54


https://www.youtube.com/watch?v=vkSD3c1F_iM
https://www.youtube.com/watch?v=vkSD3c1F_iM
https://www.youtube.com/watch?v=0QlNKjm-peY&list=PLruBsbIdjuHSIoNXNBjZuxYNOo1MjCawq&index=19
https://www.youtube.com/watch?v=0QlNKjm-peY&list=PLruBsbIdjuHSIoNXNBjZuxYNOo1MjCawq&index=19

[20] R. Pius and A. Sen, “Cutkosky rules for superstring field theory,” JHEP 10, 024 (2016)
[erratum: JHEP 09, 122 (2018)] do0i:10.1007/JHEP10(2016)024 [arXiv:1604.01783 [hep-
th]].

[21] A. Sen, “Equivalence of Two Contour Prescriptions in Superstring Perturbation Theory,”
JHEP 04, 025 (2017) doi:10.1007/JHEP04(2017)025 [arXiv:1610.00443 [hep-th]].

[22] Mathematica notebook and data, ancillary file to this article, Wolfram Mathematica (.nb),
2025.

%)



	Introduction and summary
	General strategy
	Bosonic collective modes
	Field redefinition from the string fields to collective coordinates
	Analysis of the D0-D0-tachyon amplitude
	World-sheet expression for the amplitude
	Feynman diagram analysis with tachyon propagator
	Divergences from the closed string channel
	Contribution from "707Ep, "707Ea0, q
	Contribution from the Jacobian

	Complete annulus contribution
	Numerical evaluation of Fannulus
	Collection of useful results
	Closed string tachyons
	Numerical results

