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Abstract—Reliable failover performance is a critical factor in 

maintaining the availability of site-to-site virtual private networks 

(VPNs). This study presents a comparative analysis of failover 

times among four leading firewall vendors: Fortinet, Check Point, 

Palo Alto Networks, and Cisco. A controlled test environment was 

designed to evaluate how different configuration parameters and 

default settings influence the time required for VPN tunnels to 

recover after a link or device failure. The results highlight 

significant variations in failover behavior across vendors, with 

differences attributed to IPsec rekeying mechanisms, detection 

timers, and session handling strategies. By identifying the 

configurations that achieve the lowest failover times, this research 

provides practical guidance for network administrators and 

security engineers seeking to optimize high-availability VPN 

deployments. In addition, the study emphasizes the importance of 

fine-tuning IKE parameters to minimize downtime. The findings 

suggest that vendor specific optimizations play a greater role than 

hardware capacity in achieving fast recovery. Future work may 

extend this analysis by incorporating cloud-based firewalls and 

hybrid WAN environments for a broader perspective. 
Keywords—Site-to-Site VPN, Failover Time, IPsec, IKE, 

Firewall Vendors 

I. INTRODUCTION  

Secure and resilient connectivity between enterprise sites 

is a cornerstone of modern network infrastructure. Site-

to-site VPNs remain a widely adopted method to connect 

disparate locations over public networks like the Internet, 

providing encrypted and authenticated paths using 

protocols such as IPsec [1]. VPNs ensure that sensitive 

data remains confidential while enabling continuous 

communication between branch offices, data centers, and 

cloud environments. 

While throughput and encryption strength are 

commonly emphasized in vendor evaluations, failover 

performance that is, how quickly a VPN tunnel can 

recover after a network or device failure is equally 

critical. Downtime resulting from an outage, whether due 

to ISP link failure, hardware malfunction, or network 

disruption, can severely degrade productivity, disrupt 

business operations, and expose organizations to 

compliance and security risks. Consequently, efficient 

failover mechanisms and minimal recovery times are 

essential to sustaining operational continuity. 

Different firewall vendors employ distinct strategies 

to handle VPN failovers: 

• Cisco offers crypto map-based failover using IP 

SLA (Service Level Agreement) tracking to 

detect link failure and rapidly redirect VPN 

tunnels through backup interfaces [2]. 

• Fortinet provides options such as route-based 

VPN redundancy using BGP, static route 

failovers, or dynamic SD-WAN–based rerouting 

to maintain tunnel availability [3][4]. 

• Palo Alto Networks employs tunnel monitoring 

and static route path monitoring to dynamically 

reroute when tunnel health degrades [5]. 

• Check Point often leverages its ClusterXL high-

availability system with stateful synchronization 

to preserve VPN states during failover [6]. 

Although failover is a shared requirement, 

implementations differ significantly. Protocol-level 

parameters, including Dead Peer Detection (DPD) timers, 

IKE rekey intervals, monitoring thresholds, and session 

persistence behavior often vary both across vendors and 

firmware versions. These variances directly impact 



 

 

failover time and can result in markedly different 

recovery experiences under similar conditions, posing a 

challenge for network engineers who wish to design 

resilient, vendor-agnostic VPN infrastructures. 

Despite the critical nature of failover performance, 

comparative studies across firewall platforms are scarce. 

Much of the existing knowledge comes from vendor-

specific guides or anecdotal reports, while forum 

discussions highlight variability in downtime across 

implementations, such as systems described as “nearly 

instantaneous” versus those with delays of up to several 

minutes [7]. 

In parallel, emerging research has explored advanced 

VPN capabilities that push the boundaries of performance 

and security. For instance, a recent study demonstrated 

quantum-safe IPsec tunnels with 100 Gbps throughput 

using Quantum Key Distribution (QKD) over 46 km 

fiber, maintaining sustained high-speed and secure 

connectivity with sub-second key refresh rates [8]. 

Although such work primarily addresses encryption and 

throughput at scale, it underscores the importance of 

rigorous testing frameworks and performance 

benchmarking for both emerging and traditional VPN 

applications [9]. 

This study aims to fill the gap by offering: 

• A comparative analysis of failover times across 

four prominent firewall vendors Cisco, Fortinet, 

Palo Alto Networks, and Check Point under 

controlled, standardized conditions. 

• An evaluation of how key IPsec parameters (e.g., 

DPD settings, tunnel monitoring intervals, rekey 

timings) and vendor-specific monitoring features 

affect recovery latency. 

• Actionable configuration recommendations to 

optimize failover performance, grounded in 

empirical evidence. 

The contributions of this research are twofold. First, by 

benchmarking VPN failover times across vendors, it 

provides a performance baseline valuable to practitioners 

for making informed decisions. Second, by identifying 

which configuration parameters most effectively reduce 

failover latency, it offers practical guidance for network 

designers seeking to enhance resilience. Notably, this 

study highlights that optimal failover is not governed by 

hardware alone, but by fine-tuning protocol-level 

mechanisms and leveraging vendor-tailored features 

intelligently. 

In conclusion, this research empowers organizations to 

deploy highly available site-to-site VPNs with minimal 

downtime in the best firewall vendor for the best fail-over 

time. By systematically comparing leading firewall 

solutions and highlighting configuration best practices, it 

supports robust network design and strengthens the 

broader domain of network resilience and high 

availability [10]. 

 

II. RELATED WORK 

 

Previous research on IPsec optimization has explored 

various aspects of improving performance, efficiency, and 

reliability in VPNs. Researchers have studied the impact 

of different encryption and hashing algorithms on the 

overall performance of IPsec. Studies often compare some 

protocols such as AES, 3DES, and SHA-256 to determine 

their computational overhead and latency in secure 

communication. For Key Exchange Protocols, several 

works have analyzed the efficiency of IKE (Internet Key 

Exchange) phases, particularly IKEv1 versus IKEv2, in 

reducing latency during session establishment. 

Tan (2006), investigates the performance of BGP/MPLS 

VPN failover functionality, focusing on the impact of link 

or node failures on message delivery latency. The study 

aims to understand how various protection mechanisms 

affect the performance of VPN services. The findings are 

relevant for designing resilient networks that maintain 

performance during failures [11]. 

Fischer (2019) compares the performance of state-of-the-

art VPN solutions under stable versus unreliable network 

conditions. The study evaluates how different VPN 

protocols perform when network reliability varies, 

providing insights into their robustness and suitability for 

various environments. This comparison is crucial for 

selecting appropriate VPN solutions based on network 

stability [12]. 

Regarding VPN in cloud, in previous research presents a 

performance test of Azure site-to-site VPN latency. The 

tests simulate cross-region latency using Azure VPN 

Gateway and compare it with direct public IP connections. 

The findings offer insights into the performance 

implications of using VPNs in cloud environments[13], 

[14]. 

Ullah et al. (2020), conduct performance analyses of IPsec 

implementations over high-speed network links, 

providing enhancements to boost throughput and 

efficiency. The research identifies factors affecting 

performance and suggests optimizations for better 

utilization of high-speed links [15]. 

Despite extensive research on optimizing various aspects 

of IPsec, very little attention has been given to failover 

mechanisms in IPsec-based VPNs [16].  

 Specifically, there is a lack of studies examining the 

optimal failover time when a site-to-site IPsec VPN 

connection encounters disruption. This gap in the 



 

 

literature underscores the significance of our work, which 

aims to analyse failover performance by manipulating 

IPsec VPN variables in a Cisco FTD environment [17]. 

Furthermore, it is found that the data flow is increased by 

using IPsec type Authentication Header (AH) protocol. 

Additionally, this proposed technique can satisfy a 

significant reduction in the delay caused by encryption by 

at least 15%, along with increasing efficiency and the 

throughput on the Internet. Moreover, the proposed 

cryptography enables the development of special 

processors for encryption with Field Programmable Gate 

Array (FPGA) chips that can be available in the form of 

devices attached to networks [18]. 

The security and privacy of data that travels through 

cyberspace have become an essential concern for the 

individual users and the organizations[19]. Apart from 

this, the government of many countries has also imposed 

many censorship rules on the way their citizens should use 

the Internet [20]. All this has resulted in VPNs becoming 

very popular as it allows the users and organizations to 

secure and largely circumvent their Internet connection. In 

a previous study three types of most common VPNs and 

present a comparative study of their features, performance, 

security and a few other aspects. Their research will offer 

a clear understanding of the users and help them make 

their decision on choosing the correct VPN based on their 

need and priority regarding security, speed, and cost [21]. 

 

 

III. MODEL AND PRELIMINARIES 

A. Simulation Model 

In the experiment, we evaluated the failover time of site-

to-site VPN connections configured on 4 different 

firewall vendors devices using both IKEv1 and IKEv2 

protocols. The tests were conducted by manipulating key 

IPsec VPN variables, including rekey intervals and key 

negotiation times; to observe their impact on failover 

performance [22], Figure 1 shows the main topology. 

To simulate realistic network conditions, link delays and 

traffic generators were configured to emulate typical 

WAN behavior. Each node was configured with identical 

security policies to isolate the impact of the protocol used. 

The topology included failover triggers such as interface 

shutdowns to initiate VPN renegotiation. Results were 

logged and analyzed through Wireshark and syslog event 

timestamps to ensure measurement precision. Failover 

times were measured using network monitoring tools, and 

each test was repeated three times to ensure accuracy 

[23].  
The average failover time for each configuration was 
calculated and analysed to compare the performance of 

IKEv1 and IKEv2. This Research designs two topologies 
in isolated lab for the study scenario, including eight nodes 
distributed across three areas with two IP ranges. Fig 1  
provides a detailed illustration. The study will evaluate 
failover time by capturing packets and calculating the   
average after three trials for each category of VPN 
variables. The average failover time for each 
configuration was calculated and analysed to compare the 
performance of IKEv1 and IKEv2.  

B. Experimental Process Setup 

To analyse the optimal failover time in FortiGate, 

Cisco FTD, Checkpoint and Palo alto VPN site-to-site 

setup, we conducted a series of structured experiments. 

These experiments focused on manipulating IPsec VPN 

variables to assess their impact on failover performance.  

 

 
Fig.1: The main Topology for Test 

 

 

This section outlines the testing process in this 

research, structured into six key steps:  

1. Design four topologies (for four firewalls), 

Configure the IP connectivity based on the IP 

plan for public and private, set up static IP routing 

between HQ and Providers, Set up static IP 

routing between Branche and Providers. 

2. Configure crypto for IKEV1/V2 includes Create 

three common transform-sets configuration, 

Create four standard proposals configuration. 

3. Configure tunnelling using IPsec behavior and 

key-share mechanism, create an access-list to 

enable reachability between   IP public and 

Private, Set-up two SLA and Tracking 

Configuration on HQ to ensure redundancy 

between FTD-HQ and two carriers 

4. Adjust three transform-set variables three times, 

measuring and averaging failover time for re-

establishing connectivity between local and 

remote private segments. 

5. Adjust four proposal variables three times, 

measuring and averaging failover time for re-



 

 

establishing connectivity between local and 

remote private segments.  

6. Record monitoring results using Wireshark and 

linux TCPDUMP packet capture, including 

tunnel status, Phase 2 timing, Comparison the 

results and finally Illustrate the results with 

diagrams. 

C. Lab Scenario 

This study examines the modification and analysis of 

IKEv1 and IKEv2 parameters within a site-to-site VPN 

across four different firewalls [24]. IKEv1 establishes 

secure tunnels through a two-phase negotiation, but its 

multiple message exchanges can increase setup time. 

IKEv2, an enhanced version, simplifies negotiation, 

reduces exchanges, supports automatic rekeying, and 

strengthens resistance against security threats, making it 

more suitable for modern, mobile, and cloud 

environments. By adjusting parameters such as 

encryption algorithms, lifetimes, and rekey intervals, the 

research compares how each protocol influences VPN 

failover performance, latency, and connection stability, 

helping optimize configurations across vendors and 

scenarios [25]. 

D. Different states for IKEV1 and IKEV2 for phase 2 

 

IKEV1 Transform-Set: The Crypto configuration for 

the VPN tunnel in IKEV1 will be manipulated by 

changing the encryption parameters[17] shown in Table 1. 
Table 1 

Different Variables in IKEv1 and IKEV2 Configuration 

 

 IKEV1 IKEV2 

State 1 AES-SHA AES-GCM-256 

SHA512 

State 2 AES-192-SHA AES-256 

SHA256 

State 3 AES-256-SHA AES-GCM 

SHA384 

State 4  AES-192 SHA  

It is supposed that the phase 1 configuration and Policy 

Attribute for both versions of IKE are constant and should 

remain unchanged throughout. Table 2 identify them. 
Table 2 

The Constant Variables in Tests 

 

 IKEV1/2 

HASH 

Integrity 

AES 

SHA 

Authentication Preshared key 

DH 14 

Lifetyme 28800 

 

E. Packet Filtering Process 

After manipulating the parameters, the packet will be 

filtered to calculate the convergence time. Convergence 

time denotes the duration required for a network to regain 

stability following a topology change, such as the 

occurrence of a link failure or its recovery[20]. 

In Wireshark and Packet capture in Linux TCPDUMP, the 

ICMP packet will be filtered for both sides of the tunnel 

and identify the timestamp for each test step. The 

convergence time will be calculated by subtracting the 

first and last times. Wireshark allows me to assess the 

convergence time of network protocols by inspecting the 

timestamps and packet sequences within the captured data 

[26]. 

F. Calculation failover time in Wireshark and Tcpdump: 

The failover measurement process begins by confirming 

an active IPsec tunnel and sending continuous pings from 

local machine A to remote machine B, while Wireshark 

captures packet data for real-time analysis. A failover 

scenario is created by disabling the primary service 

provider connection, triggering SLA monitoring and 

rerouting traffic to the secondary provider. TCPDUMP 

logs are used to calculate failover duration as the interval 

between the last successful packet and the first response 

after rerouting. By adjusting IKEv1 Transform-set and 

IKEv2 Proposal parameters, the study evaluates 

cryptographic impacts, negotiation timing, and tunnel 

recovery performance under different configurations 

[27]. 

 

G. Equations 

To develop a formula, we can consider key variables 

that influence failover time in site-to-site VPNs, such as: 

𝑇𝑓: Failover time (the total time it takes for the 

VPN to re-establish after a failure) 

𝑇𝑟1, 𝑇𝑟2, 𝑇𝑟3: Recorded failover times during the 

three test runs 

N: The number of test runs (3 in this case) 

𝑇𝑎𝑣𝑔: Average failover time 

We could define the average failover time for the three 

tests as: 



 

 

𝑇𝑎𝑣𝑔 =
𝑇𝑟1+𝑇𝑟2+𝑇𝑟3

𝑁
 

Formula for Failover Time Comparison (IKEv1 vs 

IKEv2) 

𝛥𝑇 = 𝑇𝑎𝑣𝑔
𝐼𝑘𝐸𝑣1 − 𝑇𝑎𝑣𝑔

𝐼𝑘𝐸𝑣2 

𝑇𝑎𝑣𝑔
𝐼𝑘𝐸𝑣1 is the average failover time for IKEv1, 

𝑇𝑎𝑣𝑔
𝐼𝑘𝐸𝑣2 is the average failover time for IKEv2, 

and 𝛥𝑇 represents the difference in failover 

times between the two protocols [28]. 

H. Analysing the result by Wireshark 

Wireshark is the most common tool among 

network administrators and researchers to identify 

and resolve network problems, to examine network 

activities, to investigate security breaches, and to 

verify application behavior across the network [29]. 

This tool plays a crucial role in the research and is 

considered essential in the toolkit of every 

networking professional [30]. In this research, 

Wireshark was installed on Windows desktop on both 

Remote and Local sides. Each test captured the 

packets in Wireshark to check the state of IPsec 

tunnel reachability  

I. Verification By Packet capturing in TCPDUMP 

This project aims to verify the results using Linux 

Packet Capture tool. After each step, a separate 

capture is taken and analyzed to ensure the data's 

reliability and relevance. While it is unlikely that the 

results in Wireshark and Packet Capture will be 

identical, due to the influence of various parameters, 

they should exhibit the same overall pattern at each 

step. Figure 2 shows the sample TCPDUMP logs. 

 

 

Fig. 2: The sample of Analysing and Calculation the failover time By 

TCPdump 

IV. RESULTS 

This study examined the key findings obtained from 

multiple measurements, with each test repeated three 

times to ensure reliability. The results from these 

repetitions were averaged to present a representative 

outcome for each step of the experiment. 

A. Summary of the result 

Among the firewalls tested, FortiGate consistently 

demonstrated the fastest failover times on average across 

all test scenarios. Following FortiGate, Check Point 

firewalls exhibited the next best performance, while Palo 

Alto firewalls showed moderate failover efficiency, and 

Cisco firewalls recorded the slowest failover times in 

comparison. The evaluation was carried out under 

multiple configurations to ensure comprehensive results. 

Specifically, for IKEv1, the tests were conducted across 

three distinct states, examining how variations in 

parameters such as encryption algorithms, key lifetimes, 

and rekey intervals influenced failover behavior. For 

IKEv2, a more advanced protocol, the study considered 

four different states, including additional features like 

automatic rekeying and improved negotiation 

mechanisms, to observe how these optimizations affected 

tunnel recovery. By analyzing the performance across 

these variables and states, the study was able to identify 

not only the relative ranking of firewall vendors in terms 

of failover efficiency but also how protocol configuration 

choices directly impact the speed and reliability of VPN 

tunnel recovery. These insights provide valuable 

guidance for network engineers seeking to optimize site-

to-site VPN setups for critical business applications 

where minimizing downtime is essential. The 

experimental findings clearly show that IKEv2 provides 

superior performance compared to IKEv1 regarding 

redundancy timing and the efficiency of tunnel re-

establishment. In particular, IKEv2 achieved noticeably 

faster failover and reconnection durations, making it 

better suited for network environments where high 

availability and minimal downtime are essential. These 

results highlight that IKEv2 represents a more optimized 

and reliable solution for IPsec tunnel deployment, 

especially in dynamic networks or setups requiring robust 

high-availability performance. 

B. As previously discussed, the test prototype records 

three-time measurements for each step. Each step's 

time is calculated separately for each firewall. 

 

 

 



 

 

Table 3 

 Failover Time for IKEV1 Tunnel in Test Result by changing the 

encryption in Cisco FW 

Failover Time IKEV1 Cisco (second) 

 

First 

Second 

Third 

AES 

27 

26 

24 

AES-192 

31 

33 

34 

AES-256 

33 

36 

37 

 

Table 4 

 Failover Time for IKEV1 Tunnel in Test Result by changing the 

encryption in FortiGate FW 

Failover Time IKEV1 Fortigate (second) 

 

First 

Second 

Third 

AES 

16 

12 

11 

AES-192 

15 

17 

14 

AES-256 

14 

15 

14 

 

 

Table 5 

 Failover Time for IKEV1 Tunnel in Test Result by changing the 

encryption in Checkpoint 

Failover Time IKEV1 Checkpoint (second) 

 

First 

Second 

Third 

AES 

19 

17 

17 

AES-192 

18 

18 

16 

AES-256 

20 

19 

17 

 

Table 6 

 Failover Time for IKEV1 Tunnel in Test Result by changing the 

encryption in Cisco Palo Alto 

Failover Time IKEV1 Palo Alto (second) 

 

First 

Second 

Third 

AES 

27 

24 

22 

AES-192 

26 

23 

24 

AES-256 

25 

23 

21 

 

IKEV1 Test Result: AES produced the shortest 

failover time in the IKEv1 tests, with an average of 11 

seconds, based on three repeated test runs to ensure 

consistency and reliability of the results. Figure 3 shows 

this result by graphs. 

 

Fig. 3. Failover Time for IKEV1 Tunnel in the different 

configuration and different firewall  

 

 
Table 7 

 Failover Time for IKEV2 Tunnel in Test Result by changing the 

encryption in Cisco FW 

Failover Time IKEV2 Cisco (second) 

 

 

First 

Second 

Third 

AES-GCM-256- 

SHA512 

 

23 

23 

24 

 

 

AES-256 

SHA256 

 

23 

23 

24 

AES-GCM 

SHA384 

 

30 

33 

31 

AES-192  

SHA 

 

33 

31 

34 

 

 

 

 

 

Table 8 

 Failover Time for IKEV2 Tunnel in Test Result by changing the 

encryption in FortiGate FW 

Failover Time IKEV2 Fortigate (second) 

 

 

First 

Second 

Third 

AES-GCM-256- 

SHA512 

 

11 

13 

10 

 

 

AES-256 

SHA256 

 

12 

13 

12 

AES-GCM 

SHA384 

 

13 

12 

13 

AES-192  

SHA 

 

12 

13 

11 
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Table 9 

 Failover Time for IKEV2 Tunnel in Test Result by changing the 

encryption in Checkpoint 

 

Failover Time IKEV2 Checkpoint (second) 

 

 

First 

Second 

Third 

AES-GCM-256- 

SHA512 

 

23 

24 

21 

 

 

AES-256 

SHA256 

 

20 

19 

24 

AES-GCM 

SHA384 

 

14 

13 

15 

AES-192  

SHA 

 

14 

13 

15 

 

Table 10 

 Failover Time for IKEV2 Tunnel in Test Result by changing the 

encryption in Palo Alto 

Failover Time IKEV2 Palo (second) 

 

 

First 

Second 

Third 

AES-GCM-256- 

SHA512 

 

23 

24 

21 

 

 

AES-256 

SHA256 

 

20 

19 

24 

AES-GCM 

SHA384 

 

24 

23 

24 

AES-192  

SHA 

 

23 

23 

25 

 

 IKEV2 Test Result: Across the four different IKEv2 

configurations tested on the selected firewall vendors, 

FortiGate consistently achieved the best failover 

performance, followed by Check Point, while Palo Alto 

and Cisco trailed behind in similar patterns. This ranking 

was observed across all variations of cryptographic 

proposals evaluated, showing a clear distinction in how 

each vendor’s implementation of IKEv2 handles tunnel 

recovery. Interestingly, the same trend was also reflected 

in the IKEv1 test scenarios, where FortiGate again led in 

failover responsiveness, followed by Check Point, with 

Palo Alto and Cisco demonstrating comparatively slower 

recovery times. These results underline that vendor-

specific implementations and optimizations play a crucial 

role in determining overall VPN failover performance. 

The findings emphasize that organizations prioritizing 

fast reconnection and stable redundancy should carefully 

consider firewall vendor behavior in addition to protocol 

configuration when deploying site-to-site VPNs. 

 Figure {4 illustrates this comparative outcome across 

vendors. 

 

 

Fig. 4. Failover Time for IKEV2 Tunnel in the different 

configuration 

V. DISCUSSION 

In previous studies, research has largely focused on 

IPv4 and v6 tunneling, often concentrating on the analysis 

of various hashing and integrity mechanisms and 

sometimes limited to specific ports. The strength of the 

present study lies in its ability to provide a comprehensive 

comparative analysis across different environments and 

firewalls, evaluating them under a wide range of 

scenarios.  

However, certain parameters were held constant in our 

experiments, which may have influenced the results. For 

instance, the network protocols used across all scenarios 

were fixed, and intermediate devices such as routers and 

switches were not varied. In addition, the OS (Operating 

System) models for each firewall could impact the result 

and if we upgrade JHF or major update it would be change 

the results. This study shows the results are so close 

together in Top vendor firewalls and IKEV2 is a little 

better than IKEV1. Based on the previous research the 

hashing with less numbers are better than high number in 

the encryption and decryption process so have a better 

failover time. For example, SHA is quicker than 

SHA256[31][32]. 

VI. CONSLUSION AND RECOMANDATION  

In future research, a key focus could be on 

incorporating cloud-based firewalls into the 

benchmarking framework. This would involve evaluating 

and comparing firewalls from major cloud platforms such 

as Azure, AWS, and GCP. For example, cloud-native 

VPN solutions like Azure Native VPN, AWS VPN, and 

GCP VPN could be included in the analysis, allowing for 

a direct comparison of their performance and behaviour 

under similar conditions. 

0
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40
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IKEV2 Results

AES-256 SHA-512 AES-256 SHA-2562

AES-256 SHA-384 AES-192 SHA



 

 

Moreover, when focusing on different firewall vendors, 

comparisons could be conducted by scheduling tests so 

that systems are evaluated within a closely matched 

timeframe. This would help minimize the influence of 

system aging or environmental changes on the results, 

ensuring that observed differences reflect the firewall 

configurations themselves rather than external factors. 

Addressing these aspects will enable future studies to 

provide a more comprehensive and reliable understanding 

of both traditional and cloud-based firewall performance 

across diverse scenarios. [33].   
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