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Abstract

Multivariate time series have had many applications in areas from healthcare and

finance to meteorology and life sciences. Although deep neural networks (DNNs)

have shown excellent predictive performance for time series, they have been crit-

icised for being non-interpretable. Neural Additive Models, however, are known

to be fully-interpretable by construction, but may achieve far lower predictive

performance than DNNs when applied to time series. This work introduces Fo-

cusLearn, a fully-interpretable modular neural network capable of matching or

surpassing the predictive performance of DNNs trained on multivariate time se-

ries. The creation of FocusLearn takes inspiration from modular neural networks

and additive models, as well as several experiments aimed at improving the per-

formance of a stand-alone LSTM. In FocusLearn, a recurrent neural network

learns the temporal dependencies in the data, while a modified multi-headed at-

tention layer learns to weight selected features while also suppressing redundant

features. Modular neural networks are then trained in parallel and independently,

one for each selected feature. This modular approach allows the user to inspect

how features influence outcomes in the exact same way as with additive models.

Experimental results show that this new approach outperforms additive models

in both regression and classification of time series tasks, achieving predictive per-

formance that is comparable to state-of-the-art, non-interpretable deep networks

applied to time series, and sometimes outperforms them.
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Chapter 1

Introduction

1.1 Background and Motivation

The analysis of time series data holds significant importance across various prac-

tical domains, ranging from finance to healthcare. However, time series analysis

presents a multifaceted challenge due to the inherent complexity of temporal

data, characterised by dependencies, trends, and seasonality. The dynamic and

sequential nature of time series data requires advanced analytical techniques to

capture meaningful patterns. Artificial Intelligence (AI) models, particularly Re-

current Neural Networks (RNNs) and Transformers, have demonstrated remark-

able capabilities in addressing these challenges. Their inherent ability to capture

sequential dependencies and discern intricate temporal patterns positions them

as formidable tools in time series analysis. Despite their capabilities however,

the application of these models in sensitive domains needs a transparent un-

derstanding of the decision-making processes they employ. In contexts where

the consequences of model predictions are critical, end users require insight into

why specific decisions are made. This is the fundamental motivation behind the
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emergence of eXplainable Artificial Intelligence (XAI). XAI aims to provide in-

terpretability and transparency in the decision-making mechanisms of complex

models, so that users can understand and trust why these models made certain

decisions.

The imperative for transparent decision-making processes in AI models, par-

ticularly in sensitive domains, sets the foundation for the important connection

between AI and explainability, highlighting the need to provide clear explanations

to improve the reliability and acceptance of AI-based decision support systems.

However, the complexity in explaining RNNs or similar models utilised for

time series analysis arises primarily due to their sequential nature, where the

order of input elements is crucial for processing. This temporal aspect adds a layer

of intricacy to understanding the flow of information through the network over

time. Moreover, effectively training RNNs requires addressing challenges such as

the vanishing or exploding gradient problem, which can impede the capability of

the model to capture long-term dependencies within the data. Furthermore, RNN

architectures, such as Long Short-Term Memory (LSTM) and Gated Recurrent

Unit (GRU), incorporate intricate gating mechanisms to regulate information

flow. Grasping the intricacies of these mechanisms and their interactions further

compounds the challenge of explaining RNNs.

Most importantly, a notable gap exists in the current landscape of methods

tailored for explaining time series data. Some explanation methods are confined

to handling either regression or classification tasks, while others are restricted to

post-hoc interpretability (trying to explain the decision produced by a model)

which are often criticised for low fidelity [3], instability [50], and even inaccuracy

[88, 120], since they only approximate their underlying model.

1.2 Aims and Objectives

Motivated by the above, the main aim of this paper is to develop an interpretable

Deep Neural Network (DNN) time series model that is capable of both prediction

and explanation. To achieve this, the objectives of such model are:
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• capable of effectively predicting time series data for both regression and

classification tasks, and

• capable of providing explanations.

Given the complexity of such model, we will first experiment with existing

state-of-the-art time series prediction models, such as LSTM, and focus on im-

proving upon its prediction results. This initial phase aims to identify the critical

features and capabilities necessary for accurate time series prediction. Following

this, we will explore ante-hoc methods (interpretable models), such as Neural

Additive Model (NAM), to understand their inherent strengths and limitations.

By systematically evaluating these approaches, we aim to clarify the trade-offs

between interpretability, accuracy, and computational efficiency. The insights

gained from these investigations will be synthesised to inform the design and

development of this interpretable time series model. To this end, several sub-

objectives are defined as follows:

• experiment with time series DNN models that can predict better than a

stand-alone LSTM,

• design and develop an interpretable model for time series analysis that can–

– predict better than state-of-the-art interpretable models (NAM), and

– match the predictive performance of DNN time series models, and if

possible, outperform them.

• explanations provided by the developed interpretable time series model

should–

– not require post-hoc methods,

– be more than just feature importance, and

– be similar to the NAM-style explanation graphs, so these plots–

∗ correspond exactly to the developed interpretable time series model,

∗ are easy to interpret by non-expert users,

∗ can indicated a trend, and

∗ can be intervened upon to ask what-if questions.
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1.3 Hypotheses

On Time Series DNN Models: It is hypothesised that combining LSTM

with attention mechanisms will result in a time series model that outperforms

a stand-alone LSTM in terms of prediction performance measured by metrics

such as Accuracy for classification problems and Mean Absolute Percentage Error

(MAPE) for regression problems.

On Time Series DNN Models: It is hypothesised employing an LSTM to

first capture the data representations and temporal dependencies, followed by

an attention mechanism to learn from the hidden states may be more effective

than using an attention mechanism initially to process the inputs, followed by an

LSTM, in terms of prediction performance measured by metrics such as Accuracy

for classification problems and MAPE for regression problems.

On Interpretable Model Design: It is hypothesised that the proposed in-

terpretable time series model will achieve better prediction performance than

state-of-the-art interpretable models, such as NAM, as measured by metrics such

as Accuracy for classification problems and MAPE for regression problems. Fur-

thermore, it is hypothesised that the predictive performance of the proposed

interpretable model will match or exceed that of traditional DNN-based time se-

ries models, demonstrating the feasibility of combining interpretability with high

predictive accuracy.

It is also hypothesised that the proposed interpretable time series model can

outperform NAM, and possibly DNN time series model, because:

• the combination of attention mechanisms and LSTMs for feature learning,

• having an Modular Neural Network (MNN) to select the features and main-

tain interpretability,

• learned attention weights are leveraged further as learnable weights for each

neural network, and

• learning and inference paths are separated.
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1.4 Main Contribution

Our research endeavours to bridge the the gaps in the current landscape of time

series explanation methods by introducing an interpretable DNN designed explic-

itly for time series analysis, that does not require post-hoc explanation methods

and is flexible enough for handling both regression and classification tasks. This

interpretable DNN also aims to have a better predictive performance than current

state-of-the-art interpretable DNN, such as NAM [4], as well as match the pre-

dictive performance of DNN time series models, such as LSTM, and if possible,

outperform them.

To achieve this, we first experimented with techniques to improve the predic-

tive performance of a stand-alone LSTM. Drawing inspiration from transformer

architectures [11], we evaluated the benefits of incorporating an attention mech-

anism to allow the LSTM to selectively focus on the most relevant parts of the

input sequence. Combining an attention mechanism with LSTMs would not only

enhance the predictive performance of LSTMs by prioritising important infor-

mation but can also be used as a way to explain the LSTMs [32, 49, 122, 110].

Several approaches for combining the attention mechanism with LSTM were ex-

plored to determine the optimal configuration that would yield the best predictive

performance. These experiments aimed to assess how different ways of integrating

attention into the LSTM architecture could improve overall accuracy.

Furthermore, in pursuit of an interpretable time series DNN model, we ex-

plored the strategy of integrating post-hoc explanation methods as domain knowl-

edge to improve the predictive performance of NAM, which, while capable of

generating strong explanations, struggles to achieve high predictive performance

that is comparable with DNN models. Building on insights gained from these

experiments, we ultimately developed an interpretable model for time series that

balances predictive power with transparency.

This interpretable time series DNN model, as shown in Figure 1.1, also drew

inspiration from modular networks [19, 143] and additive models [4, 42].

Building upon the evidence suggesting the interpretability of linear directions
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Figure 1.1: High level representation of the proposed interpretable time series model.
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in activation space, particularly through linear combinations of neuron activa-

tions [17], our final approach involves having each neural network learn a linear

combination of selected features. This process is guided by the idea that linear

directions are interpretable, and we aim to decompose the complexity of DNNs

into fundamental units termed features. But different from [17], we emphasise

the relevance of modularity during the learning phase, highlighting its signif-

icance in steering the model away from convoluted structures that may hinder

interpretability or attempting to make sense of such a complex model post hoc.

Leveraging the additive model paradigm, we aggregate the contributions of in-

dividual neural networks by summing them, following the principles of NAMs [4].

The incorporation of modularity in our methodology at learning time enhances

interpretability, as it allows us to discern, analyse, and systematically learn the

contributions of each feature separately, thereby facilitating a more transparent

understanding of the DNN’s decision-making processes.

This innovative model not only excels in predicting both regression and clas-

sification outcomes but also places a strong emphasis on being interpretable by

design. By filling this void, our proposed approach not only contributes to the

advancement of XAI in the intricate realm of time series analysis, but can be

extended to other domains.

1.5 Publications

In reverse order.

• Qiqi Su, Christos Kloukinas, and Artur Garcez. “FocusLearn: Fully-Interpretable,

High-Performance Modular Neural Networks for Time Series”. In 2024

International Joint Conference on Neural Networks (IJCNN), Yokohama,

Japan, 2024, doi: : 10.1109/IJCNN60899.2024.10651481.

• Qiqi Su and Eleftheria Iliadou. “Predicting and explaining hearing aid

usage using encoder-decoder with attention mechanism and SHAP”. In

2022 16th International Conference on Signal-Image Technology & Internet-
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Based Systems (SITIS), Dijon, France, 2022, pp. 308-315, doi: 10.1109/

SITIS57111.2022.00053.

• Eleftheria Iliadou, Qiqi Su, Dimitrios Kikidis, Thanos Bibas, and Christos

Kloukinas. “Profiling hearing aid users through big data explainable artifi-

cial intelligence techniques”, Frontiers in Neurology 13 (2022): 933940, doi:

10.3389/fneur.2022.933940.

• Qiqi Su et al. “The SMART BEAR Project: An Overview of Its Infrastruc-

ture”. In: Maciaszek, L.A., Mulvenna, M.D., Ziefle, M. (eds) Information

and Communication Technologies for Ageing Well and e-Health. ICT4AWE

2022. Communications in Computer and Information Science, vol 1856.

Springer, Cham. doi: 10.1007/978-3-031-37496-8_21.

• Vadim Peretokin, Ioannis Basdekis, Ioannis Kouris, Jonatan Maggesi, Mario

Sicuranza, Qiqi Su, Alberto Acebes et al. “Overview of the SMART-BEAR

technical infrastructure”. In Proceedings of the 8th International Confer-

ence on Information and Communication Technologies for Ageing Well

and e-Health-ICT4AWE, pp. 117-125. SciTePress, 2022, doi: 10.5220/

0011082700003188.

In addition to the publications above, we have made the code of FocusLearn

freely available at https://github.com/qisuqi/FocusLearn/tree/main. The

earlier two publications are review papers produced as part of the broader research

project – SMART BEAR, that motivated the initial direction of the proposed

model, as well as the application of it to the Hearing Loss scenario explored later

in Chapter 5. While not the primary focus of this work, they form part of the

background context.

1.6 Thesis Outline

This thesis is structured into five chapters, each addressing distinct aspects of

the research. Chapter 1 provides an introduction to the study, outlining the

background, research aims, and the structure of the thesis. Chapter 2 re-
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views the existing literature on time series prediction models and eXplainable

AI (XAI) techniques, identifying key gaps and motivating the need for the pro-

posed research. Chapter 3 details the methods employed, including the design

and implementation of various predictive models, the integration of post-hoc and

ante-hoc explanation methods, and an interpretable time series model. Chapter

4 presents the results, discussing the architectures of the developed models, their

performance in prediction, and the outcomes of the explanation techniques, along

with a comparative analysis. Finally, Chapter 5 concludes the thesis by sum-

marising the key findings, contributions to the field, limitations, and suggestions

for future research.
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Chapter 2

Related Work

“If we knew what it was we were doing, it would not be called re-

search, would it?”

- Albert Einstein

In this section, we present a comprehensive review of the related literature in two

main areas of this research: time series forecasting and classification models and

time series eXplainable Artificial Intelligence (XAI) methods. The discussion for

time series forecasting and classification models spans from traditional statistical

techniques to machine learning (ML) algorithms and deep neural network (DNN)

methods. We delve into the foundational principles, strengths, and limitations

of each approach. Additionally, we categorised XAI methods that are applicable

to time series techniques into post-hoc and ante-hoc, discussing the advantages

and disadvantages inherent in these XAI techniques and shedding light on their

utility in enhancing model interpretability and transparency.
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2.1 Time Series Forecasting and Classification

Time series forecasting can be generalised as a process for predicting future values

by extracting useful information from historical values and patterns. Thus, it

can be treated as a standard regression problem but with time-varying features,

such as the values of the features change over time, either continuously or at

discrete intervals. The goal of solving a time series forecasting problem is to

find a function f(x), where x = y1, y2, ..., yn, so that ˆyn+1 = f(x) is as close to the

ground truth yn+1 as possible. In terms of time series classification, the task shifts

from predicting future values to assigning labels to sequences or subsequences by

extracting useful information from its observed values and patterns.

Many different approaches have been proposed over the years to solve time

series forecasting problems, with some of the earliest techniques dating back to the

1940s. These approaches can be grouped into three general categories: classical

statistical, ML, and DNN methods. These time series forecasting models for each

of the method are discussed as follows.

2.1.1 Statistical Methods for Time Series

One of the most commonly used statistical methods for analysing multivariate

time series is Vector Auto Regression (VAR). VAR is an extension of the AR

process, which focused only on univariate time series. In the AR process, the

future values are linear combinations of the past values. To extend AR to the

multivariate case, each variable is a linear combinations of the past values of itself

and the past values of all other variables in the data. This way, the interactions

and dependencies between several variables can be captured by the VAR, hence

improving the understanding of the dynamic behaviour of the time series [35]. Be-

sides being a well-known tool in the economics domain, VAR has been applied to

regression tasks such as forecast COVID-19 cases and deaths [114] and electronic

medical diary data [152], and classification tasks such as classifying multichannel

signal [55] and cardiac arrhythmia classification [48].
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Hidden Markov Model (HMM) [12] is another commonly used statistical model

for time series forecasting and classification that derives from the theory of Markov

chain. An HMM is formally defined to be a doubly stochastic process with a

hidden underlying stochastic process that can only be observed through another

stochastic process that produce the sequence of observed symbols [111]. HMM is

one of the earliest techniques for analysing time-dependent data sequences. It was

first applied in the area of speech processing [111] and has found success in many

other practical domains such as stock trading [104], alignment of bio-sequences

[56], and road collision prediction [154].

2.1.2 ML Methods for Time Series

Support Vector Machine (SVM) [36] and Random Forest (RF) [16] are two widely

used ML models in time series forecasting. Originally developed to solve classi-

fication problems, SVM has been extended to solve regression and time series

forecasting problems, such as crude oil price forecasting [158], stock forecasting

[80], traffic flow [59], heartbeat classification [72]. The fundamental idea behind

a SVM is that the model maps the input vectors with some non-linear mapping

functions chosen a priori into some high dimensional feature space, and then con-

structs a linear decision boundary with special properties. Specifically, it max-

imises the margin, which is the distance between the decision boundary and the

closest data points (known as support vectors) to ensure the high generalisation

ability of the model [36].

RF is a combination of decision trees, with all trees having the same distribu-

tion in the forest and each tree depends on the value of an independently sampled

random vector. Similar to SVM, RF can also be used for both classification and

regression problems. In regression problems, the final output of a RF is the mean

of the outputs of each tree. In classification problems, the outcome of a RF is

the class that receives the most votes or has the highest probability. Diamond

price prediction [129] and exchange rate [115] are some domains in which RF is

used for time series forecasting, and breast lesions classification [141] and crop

classification [138] for time series classification.
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eXtreme Gradient Boosting (XGBoost) [27] is another decision tree ensemble

algorithm, similar to RF, and it is based on the stochastic gradient boosting algo-

rithm. The inherent stochastic boosting algorithm in XGBoost allows it to handle

and capture the complex non-linear relationships between features and the target

variable. Due to the fact that XGBoost employs decision trees as base learners,

it is also capable of handling missing data without any pre-processing of the data

[27]. During the tree construction process, XGBoost can assign missing values to

the most appropriate splitting based on the information gain criterion, effectively

utilising missing data without requiring imputation or removal techniques. The

decision tree structure of XGBoost also allows it to be flexible in solving several

different ML problems, including time series forecasting and classification. Tree-

based models can handle both regression and classification problems, allowing

XGBoost to adapt to different ML problems by simply changing the loss func-

tions. Furthermore, the decision tree structure of XGBoost can natively handle

missing data during training by automatically learns the best split to take when

encountering missing data. Some time series problems using XGBoost include

stock market forecasting [149], Covid-19 transmission [45], Parkinson’s disease

classification [2], and driving risk assessment [131].

The main advantage of SVM over RF is that it tends to have a better gener-

alisation and avoids overfitting, due to the fact that it implements the structural

risk minimisation principle (SRM) [80]. SRM focuses on minimising an upper

bound on the generalisation error rather than solely minimising the training er-

ror. While SRM is a concept that can be applied in various ML models, SVM

explicitly integrates SRM into its framework by maximising the margin between

classes and optimising its complexity to balance bias and variance. However, as

XGBoost employs learning rate shrinkage and tree pruning regularisation tech-

niques, it has been shown that XGBoost can improve generalisation performance

and avoid overfitting even further.
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2.1.3 DNN Methods for Time Series

DNN time series models overcome the challenge of linear statistical models [166]

and outperform statistical models with predicting non-linear data [136], since no

assumptions are made by the DNN models about the statistical distribution of the

underlying time series [74]. There is also no restriction on the uses for regression

or classification problems.

2.1.3.1 RNNs

Recurrent Neural Network (RNN) [43] are very popular for analysing multivariate

time series problems due to their ability to remember past inputs and use them

to inform future decisions. Many variants have been proposed over the years, like

Long Short-Term Memory (LSTM) [58], Bidirectional LSTM (BLSTM) [123], and

Gated Recurrent Unit (GRU) [31]. LSTM and GRU were introduced to overcome

the gradient vanishing problem faced by an RNN [13], and in turn have shown

to be useful for learning long-term dependencies [34]. Since LSTM has a more

complex architecture than GRU, training a GRU requires fewer computational

resources. On the other hand, LSTMs have shown to be more capable than GRU

in handling large amount of data and have more parameters that can be adjusted

to optimise their performance, making them a popular choice for analysing multi-

variate time series problems across a variety of real-life applications [61, 63, 121,

136].

2.1.3.1.1 LSTM

In the hidden layer of an LSTM network, there are some special units called

memory cells that are recurrently connected, as well as their corresponding gate

units, namely input gate, forget gate, and output gate [58], as shown in Figure 2.1.

The input gate is responsible for preventing the memory stored in a memory

cell from perturbations by irrelevant inputs. Similarly, the output gate is there

so other units are protected from perturbations by currently irrelevant stored

memory. To optimise the performance of the LSTM, information that is no
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Figure 2.1: An illustration of the LSTM network.

longer required by the LSTM is removed in the mechanism of the forget gate.

At each timestep t, the cell takes an input vector, xt, and produces an output

vector, ht, which also refers to the hidden state of the LSTM. Firstly, the cell

needs to determine whether the information from the previous timestep, t − 1,

should be kept or not with the forget gate, ft. The forget gate takes the input

vector at current timestep, at, and the hidden state from the previous timestep,

ht−1, and produces an output between 0 and 1 where 0 represents “completely

forget this information” and 1 represents “completely keep this information”.

Then the importance of the new information is quantified with the input gate,

it. Then, a new vector named st is created which decides if the new information

should be stored in the cell state or not. This is done by applying a hyperbolic

tangent function, tanh, to the input vector at current timestep, at, and the hidden

state from the previous timestep, ht−1. The value of new information is then

transformed to a value between -1 and 1, where -1 means the new information is

subtracted from the cell state and 1 means the new information is added to the

cell state. The current cell state, ct, is finally updated by taking the previous cell

state, ct−1, the forget gate, ft, the input gate, it, and st into consideration. Then,

the output gate, ot, determines what information from the cell state is going to

be the output. Finally, the hidden state, ht, at timestep t is updated with the

current cell state, ct, and the output gate, ot.
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2.1.3.1.2 Attention-based LSTM

In order to further enhance the performance of LSTMs, many researchers have

proposed a variety of methods. In particular, the combination of LSTMs and at-

tention mechanisms has become increasingly popular, as it is often able to provide

better results, especially for sequence problems [89]. With an Encoder-Decoder

architecture, Bahdanau et al. [11] first introduced the attention mechanism in a

Neural Machine Translation task. The use of attention mechanisms in conjunc-

tion with encoder-decoders or LSTMs can prevent the model from putting too

much weight on certain input features, as well as enable the model to obtain

correlations between input and target features [155]. The attention-based LSTM

architecture, initially tailored for NLP tasks, has emerged as a powerful tool and

found extensive application in the realm of time series analysis [29, 86, 168]. This

extension underscores the adaptability and versatility of attention-based LSTMs,

demonstrating their effectiveness beyond their original linguistic context.

The architecture of attention-based LSTM models is largely consistent across

various studies [29, 86, 168], with the structure involving the use of an attention

mechanism to identify which features or time steps should receive more weights,

followed by an LSTM to learn the corresponding attention weights and make

predictions. This general framework allows for effective sequence modelling by

dynamically weighing input elements based on their relevance. Where these mod-

els differ is in the specific type of attention mechanism employed. For instance, a

standard attention mechanism was employed in the work of Cheng et al. [29], Liu

et al. [86] proposed to adopt an evolutionary attention mechanism to discover the

pattern for importance-based attention sampling during temporal relationship

mining, while Zhang et al. [168] introduced an attention mechanism based on

a deterministic attention framework, offering an alternative to the conventional

stochastic (attention mechanism where the process of selecting which parts of the

input data to focus on is probabilistic) or soft attention mechanisms.
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2.1.3.1.3 Encoder-decoder

The Encoder-decoder system has been a popular tool for a range of task including

those with a temporal element such as machine translation [30], text summarisa-

tion [83], and image captioning [145]. In the context of time series forecasting, the

encoder processes historical time series and compresses them into a fixed-length

context vector, capturing the important patterns and dependencies in the data.

The decoder then uses the context vectors to generate and forecast future values,

step by step. Most of the encoder-decoder systems used for time series forecasting

are RNN-based [41, 82, 164], so that RNN variants such as LSTM, BLSTM, and

GRU can still be used to learn the temporal information in the data.

2.1.3.1.4 Transformer

Transformers architecture [144] is based on the encoder-decoder architecture,

where both encoder and decoder consist of multiple layers of self-attention and

position-wise feed-forward networks. The self-attention mechanisms allow the

model to weigh the importance of different parts of the input sequence (for the

encoder) and the output sequence (for the decoder). The self-attention mech-

anism also allows the transformer to be highly parallelisable as multiple parts

of the input sequence can be processed at the same time, as well as capable of

handling long-term dependencies in the data. However, transformers are com-

putationally expensive due to their size and complexity. Also, despite having a

self-attention mechanism that can handle long-term dependencies, transformers

do not inherently capture the temporal information in the data [162].

2.1.3.1.5 Attention-based Encoder-decoder

To overcome these limitations of transformers, integrating an attention mecha-

nism into an RNN-based encoder-decoder system has gained traction [41, 146,

160, 171]. Using attention mechanisms with encoder-decoder systems in time

series analysis allows the model to focus on parts of the input sequence that are

most relevant in predicting future values. Also, the attention mechanism allows
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long-term dependencies and subtle patterns in the data to be captured when

combining with an encoder-decoder system, making this combination useful in

capturing irregular patterns, trends, and seasonal variations in real-world time

series data. Different attention mechanisms have been proposed to integrate into

an encoder-decoder system, the two most popular ones are global attention [160]

and self-attention [146, 171].

Similar to attention-based LSTMs, the architecture of attention-based encoder-

decoder models remains largely consistent across different studies [146, 160, 171],

typically integrating an attention mechanism between the encoder and decoder.

This architecture enables the decoder to selectively focus on relevant parts of the

encoded input sequence when generating output predictions. For instance, Du

et al. [41] proposed a temporal attention mechanism to be incorporated between

a BLSTM encoder and an LSTM decoder, allowing for a time-sensitive focus on

the encoded information. In contrast, Yuan et al. [160] utilised a global atten-

tion mechanism between an LSTM-based encoder and decoder, which provides

a broader perspective across all input time steps. Meanwhile, Violos et al. [146]

and Zhou et al. [171] implemented a more complex architecture featuring two

self-attention mechanisms within both the LSTM-based encoder and decoder,

enhancing the model’s ability to capture intricate dependencies. These variations

illustrate the flexibility of the encoder-attention-decoder framework in adapting

to different forecasting needs.

2.1.3.2 Attention Mechanisms

2.1.3.2.1 Self-attention

Self-attention [144] aims to relate different positions of an input sequence in order

to compute the representations of the same sequence and weigh the importance

of different parts of the input sequence when making a prediction. To do this, the

query vector, Q, which is a vector of specific element(s) in the input sequence, is

compared with all other elements (the key vector, K) in the input sequence. For

eachK, its corresponding value vector, V , contains information used to weigh the

importance of difference parts in the input sequence. Self-attention, by default,
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does not include positional information and treats all sub-sequences as identical

individuals and loses the temporal order information [130]. Therefore, position

encodings are often dependent on models such as transformers to provide some

sense of the feature order. Since self-attention attends to all parts of the input

sequence, it is able to capture dependencies between representations regardless of

their distance in the sequence.

Given an input, X = (x1, x2, ..., xn), the self-attention transforms X into three

vectors, Query (Q), Key (K), and Value (V ), using linear projections such that:

Q = xwQ, K = xwK , V = xwV (2.1)

where wQ, wK , and wV are learnable weights during the training process. The

compatibility score is then calculated by taking the dot product of Q and K and

scaled by the V vectors. Finally, softmax is applied to the attention outputs to

normalise the compatibility scores across all K vectors as in Equation (2.2).

Attention(Q,K,V ) = softmax(
QKT

√
dk
)V (2.2)

Huang et al. [62] designed a time series forecasting network, named DSANet,

which showed that self-attention can be effective at capturing dependencies be-

tween multiple time series. Informer [171] is a network for long-sequence time

series forecasting and it has shown that self-attention can efficiently handle ex-

treme long input sequence.

2.1.3.2.2 Global attention

The difference between global attention and self-attention is that global attention

allows elements in a sequence to be compared with other elements in a different,

external sequence, rather than within the same sequence as in self-attention.

The idea of global attention was introduced by Luong et al. [95] in a machine

translation task with an encoder-decoder system. Global attention is similar to
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the first ever attention mechanism (soft attention) proposed by Bahdanau et al.

[11], such that all hidden states in the encoder are considered and the context

vectors are computed as a weighted average over all hidden states in the input

sequences given the compatibility score as the weight. The key difference between

global and soft attention is that global attention also takes all hidden states in

the decoder into consideration, whereas soft attention only considers the previous

hidden states in a uni-directional decoder. Since global attention considers all

hidden states in both the encoder and the decoder, it allows models to access

information from beyond the immediate sequence, enhancing their capacity to

deal with tasks such as summarisation [153] and machine translation [26].

In time series domain, Yuan et al. [160] adopted a global attention with

an encoder-decoder architecture for a real-time disturbance detection problem.

They concluded that the high prediction accuracy of their proposed model can

be attributed to the introduction of the global attention, as it allows the pro-

posed model to extract the most relevant historical information at each prediction

timestep [160].

2.1.3.2.3 Multi-head attention

Vaswani et al. [144] also introduced the idea of a Multi-head Attention mechanism

that is capable of jointly focusing on parts of the input sentences with attention

from different representation sub-spaces. In multi-head attention, each attention

head is a self-attention that attends to an input sub-sequence as a way to re-

duce the computational complexity and Q, K, V can be linearly projected with

different projections to dq and dv dimensions, respectively. By having several

self-attention as attention head in multi-head attention, each attention can focus

on different parts of the input sequence simultaneously and gives the model richer

representations by capturing different attention patterns.

Muformer [163], a long sequence time series forecasting model uses a multi-

head attention to prune abundant information and enhances the model expression

due to the fact that a multi-head attention can capture more characteristic infor-

mation than a single head attention mechanism. In the work of [159], it was also
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found that a multi-head attention can enhance the prediction ability because it

can learn the long-term relationship of data at different levels of detail.

2.2 Explainable AI

ML models and DNNs are increasingly used for a variety of tasks, including nat-

ural language processing and computer vision. However, there is now widespread

recognition that users demand more from DNNs than just effective predictive

performance in real life domains. They also need to be interpretable/explainable,

especially in high-impact domains, such as healthcare. As a result, the devel-

opment of explainable AI (XAI) is gaining traction, and many sectors rely on

XAI systems for explainable and interpretable ML models. XAI is an umbrella

term for any research that is trying to explain black-box models and seeks to

make DNNs more transparent and understandable to humans, which can provide

greater trust in AI decisions. XAI methods provide an explanation of why a cer-

tain decision was reached by a model, which can help decision-makers make more

informed decisions and identify potential biases in the models.

XAI techniques can be categorised into ante-hoc and post-hoc ones. Ante-hoc

interpretability can be achieved by creating self-explanatory interpretable models

[40] such that interpretability is already built-in since the creation of the model

[18]. A post-hoc method on the other hand aims for DNN model explanation,

thus retaining the possibility of high prediction accuracy. In a post-hoc method,

interpretability is created after the model creation [18] and can be further divided

into two categories: model-agnostic and model-specific. Model-agnostic methods

can be applied to a variety of models, whereas model-specific methods can only

be applied to one type of model.

In the context of Explainable AI (XAI), the terms understanding, interpreting,

and explaining are often used interchangeably [39]. However, there is a growing

consensus in the literature that interpretability and explainability, while closely

related, have distinct meanings. Some works do not explicitly differentiate be-

tween them [96], whereas others emphasise a fundamental distinction. According
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Table 2.1: An overview of XAI methods on time series.

Model
Approach Methodology Scope Time-series Learning Task Ante-hoc / Data Type Explanation Explanation

Specific? Post-hoc Type Outcome

N-Beats [108]
Interpretable Decomposition Global Yes Regression Ante-hoc Univariate Decomposition into Forecast

Models trend and seasonality graph

ERNN [32]
Interpretable Attention Local Yes Classification Ante-hoc Multivariate Feature importance Feature

Models Mechanism analysis importance

RNN-LSTM
[49]

Interpretable Attention Global Yes Classification Ante-hoc Multivariate Feature importance Feature
Models Mechanism Regression weights importance

SAX-VSM [124]
Interpretable SAX Global Classification Ante-hoc Multivariate Time-series Class

Models pattern importance decision

Neuro-fuzzy
[109]

Interpretable Fuzzy Global Yes Regression Ante-hoc Multivariate Rule-based Linguistic
Models Logic representation rules

FCM [148]
Interpretable Fuzzy Global Yes Regression Ante-hoc Multivariate Graph-based causal Feature

Models Logic relationships interactions

NAM [4]
Interpretable Feature Global No Classification Ante-hoc Univariate Direct interpretation NAM-styled

Models Attribution Regression Multivariate via shape function graph

SPAM [42]
Interpretable Additive Global No Regression Ante-hoc Univariate Decomposition of Higher-order

Models Classification Multivariate polynomials feature interaction

NATM [71]
Interpretable Additive Global Yes Regression Ante-hoc Univariate Feature contribution Feature

Models Classification Multivariate map importance

HNAM [47]
Interpretable Additive Global Yes Regression Ante-hoc Univariate Hybrid Partial feature

Models Classification Multivariate explanations interaction

PAA [46]
Interpretable Shapelets Global Yes Classification Ante-hoc Multivariate Time-series Class

Models shaplets decision

FCN-CAM
[150]

Explanation Backpropagation- Local Yes Classification Post-hoc Multivariate Feature importance Feature
Generation based contribution importance

DeepLIFT [132]
Explanation Backpropagation- Local No Classification Post-hoc Multivariate Feature importance Feature
Generation based Global contribution importance

ConvTimeNet
[73]

Explanation Perturbation- Local Yes Classification Post-hoc Multivariate Convolution-based Feature
Generation based relevance maps importance

CoMTE [9]
Explanation Perturbation- Local Yes Classification Post-hoc Multivariate Counterfactual Feature-relevance
Generation based map

LIME [116]
Surrogate Feature Local No Classification Post-hoc Univariate Local surrogate- Feature

Model Fitting Attribution Regression Multivariate based importance

Kernel SHAP
[94]

Surrogate Feature Local No Classification Post-hoc Univariate Additive feature Feature
Model Fitting Attribution Regression Multivariate attribution Importance

AFS [53]
Explanation Attention Local No Classification Post-hoc Univariate Feature -
Generation Mechanism Global Regression Multivariate selection

MFS [21]
Explanation Attention Local Yes Classification Post-hoc Univariate Feature -
Generation Mechanism Global Regression Multivariate selection

to Rudin, “interpretable ML focuses on designing models that are inherently

transparent, whereas explainable ML provides post-hoc explanations for black-

box models, which are either too complex for human comprehension or proprietary

in nature” [120]. Despite such definitions, there is little agreement on a universal

distinction, as the interpretation of these terms is often application-specific.

In this work, we adopt a practical perspective aligned with our specific do-

main. We categorise interpretable models as ante-hoc and explainable models

as post-hoc, following Rudin’s framework. Interpretability, in our case, means

that the model itself provides inherently understandable outputs – specifically,

through NAM-styled explanation graphs. These graphs visualise the learned re-

lationships between input features and predictions, allowing direct human inter-

pretation without the need for external explainers. In contrast, explainability is

achieved through surrogacy, where additional post-hoc techniques, such as feature

attribution (e.g., SHAP, LIME) or counterfactual reasoning, are used to analyse

model behaviour after training.
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While these distinctions apply broadly to machine learning, explaining time-

series models presents unique challenges. Time-series data are inherently se-

quential, often contain temporal dependencies, and may exhibit non-stationarity,

which complicates interpretability. Unlike tabular or image data, where individual

features or pixels are typically independent, time-series explanations must account

for temporal relationships and dynamic patterns. Several design choices influence

the explainability of time-series models. One critical decision is whether to use

global explanations, which provide insights into the overall model behaviour, or

local explanations, which focus on individual predictions. Another consideration

is the choice of explanation method: feature attribution techniques (e.g., SHAP,

LIME) highlight important input values, while sequence-based methods, such as

attention mechanisms in deep learning models, inherently provide interpretability

by assigning weights to different time steps.

A summary of key XAI methods applicable to time-series models is provided

in Table 2.1.

2.2.1 Post-hoc XAI Methods

Due to the possibility of post-hoc methods of retaining the high accuracy of

a DNN, such methods such as Local Interpretable Model-agnostic Explanation

(LIME) [116] and SHapley Additive exPlanation (SHAP) [94] may be useful

to overcome the accuracy-interpretability trade-off challenges of ante-hoc ap-

proaches. However, these methods suffer from low fidelity [3], instability [50], and

even inaccuracy [88, 120], since they only approximate their underlying model.

2.2.1.1 Feature Attribution Methods

LIME [116] was originally designed for classification problems in the domains of

computer vision and Natural Language Processing that explains individual model

predictions by approximating the model locally around the prediction. SHapley

Additive exPlanations (SHAP) [94] is another example of the Feature Attribu-

tion method that utilises Shapley values [127] from game theory and assigns each
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feature an importance value for a given prediction to explain the outcome of a

model. Lundberg et al., [94] also proposed different versions of SHAP, where Ker-

nel SHAP (Linear LIME + Shapley Values) is the model-agnostic approximation

and Linear SHAP, Max SHAP, Low-order SHAP, and Deep SHAP (Deep LIFT +

Shapley Values) are the model-specific approximations. Since LIME and Kernel

SHAP are model-agnostic XAI methods, they have both been applied to time

series, where LIME was employed in time series health-risk classification [68] and

Kernel SHAP has been used to explain financial time series classification [100].

2.2.1.1.1 SHAP

SHAP [94] assigns importance to each feature according to the Shapley values

from Game Theory and aims to explain the predictions by computing the con-

tribution of each feature to the model predictions. Mathematically, the SHAP

explanations can be written as follows:

g(z′) = ϕ0 +
M

∑
i=1

ϕiz
′
i (2.3)

where g is the explanation model of the prediction model, z′ ∈ 0,1M where z′

is the binarised feature and M is the number of binarised input features, ϕ0 is the

model output without binarised inputs, and ϕi ∈ R are the Shapley values [94].

SHAP is a local XAI method meaning that the method is designed to explain only

the model prediction on a single data instance. However, it is also possible to

obtain a global explanation with SHAP through aggregation, by calculating the

mean absolute SHAP values for each feature across the data set. Therefore, the

relative impact of all features over the entire data set and the global importance

of each feature can be determined.

SHAP also satisfies three important properties: Local Accuracy, Missingness,

and Consistency [94]. Local accuracy requires consistency between the outputs

of the explanation model and the prediction model. Missingness requires features

missing in the original input to have no impact on the output. Lastly, consistency

ensures that the impact of a feature does not decrease as it increases or remains
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the same. Local accuracy is particularly important for providing explanations,

as it ensures that the explanation model is less susceptible to adversarial attacks

[69].

However, SHAP is often criticised for long computation time, especially for

complex underlying model or high-dimensional feature space. This is because as

number of features grows, the possible combinations of features grows exponen-

tially. It was found that the computational complexity would become intractable

for more than ten features [1]. Due to this, Lundberg et al. [94] proposed Kernel

SHAP that uses LIME to approximate the underlying model to speed up compu-

tation time. However, one major limitation of Kernel SHAP is that it assumes

linearity and feature independence [1]. But, feature independence rarely happens

in real-life data. By assuming feature independence, SHAP suffers from inclusion

of predictions based on unrealistic data when features are correlated [98], as well

as producing misleading explanations with highly correlated features [101]. It was

later then found that SHAP does not just produce misleading explanations with

highly correlated features, it can do so with all features, and there is a surprising

flexibility in choosing the influence of each features [97]. The experiments con-

ducted by Marques-Silva and Huang [97] show that it is easy to attain misleading

explanations from SHAP, and found that the predictions for data points in the

feature space that are unrelated with the given instance can have a critical impact

on the relative order of feature importance.

2.2.1.1.2 LIME

Given an instance, the decision of the black box model is approximated by LIME

linearly in a local neighbourhood of the instance [116] . The explanation produced

by LIME is obtained by,

ξ(x) = argmin
g∈G

L(f, g, πx) +Ω(g), (2.4)
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where g ∈ G is defined to be an explanation as a model and G is a group of po-

tentially interpretable models, Ω(g) is the complexity measure of the explanation

g ∈ G, x ∈ Rd is the original representation of an instance to be explained, f(x)

is the probability that x belongs to a certain class in a classification problem,

πx(z) is a proximity measure between an instance z to x, and finally L(f, g, πx)

is the fidelity measure of how unfaithful g is in the locality defined by πx when

approximating f [116].

As a model-agnostic method, LIME minimises L(f, g, πx) without making

assumptions about f(x). This means that LIME can be used to explain any

underlying model. Therefore, L(f, g, πx) is approximated, weighted by πx, by

sampling instances around the binary vector of x, x′ ∈ {0,1}d, instead of x in

order to learn the local behaviour of f as inputs vary. The families of different

potentially G include decision trees, linear models, and rule-based models. Thus,

the complexity measure Ω(g) could be the depth of the tree for decision trees or

the number of non-zero weights for linear models [116].

Simply put, LIME functions by perturbing or tweaking a few instances of

the original input data and observing the corresponding changes in the model

predictions. Subsequently, a simple and interpretable surrogate model is trained

on these perturbed instances to approximate the behaviour of the original model

in the local vicinity of the instance of interest. The predictions of this surrogate

model then serve as explanations for the specific decision made by the complex

model.

While LIME serves as a valuable tool for unveiling the decision rationale

behind individual predictions, it inherently lacks the capacity to provide global

explanations comparable to methods like SHAP. This limitation arises from the

focus of LIME on providing insights at a local level, rendering it less effective in

capturing the overall behaviour of a complex model across the entire data set.

One of the challenges associated with LIME is the necessity to define a meaningful

neighbourhood around the instance of interest for sampling perturbed data. The

difficulty in precisely delineating this neighbourhood often results in subjective

choices, introducing potential bias into the explanations generated [133], hence

compromising the trust and transparency issues. Additionally, the explanations
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provided by LIME may exhibit instability, as demonstrated by [6], who illustrated

significant variations in explanations for closely located instances. Such variability

undermines the reliability of the interpretability of LIME.

2.2.1.2 Backpropagation-based Saliency Methods

Saliency methods are used to highlight the importance or relevance of input fea-

tures to predictions made by a model [67]. One of the Backpropagation-based

Saliency methods uses Class Activation Mapping to highlight the sub-sequences in

the input time series data that have the greatest influence on the output classifica-

tion prediction of the model. Wang et al. [150] applied this method in their exper-

iments with Convolutional Neural Network (CNN) on over 80 data sets from the

UCR time series classification data set repository 1. Another Backpropagation-

based Saliency method is Deep Learning Important FeaTures (DeepLIFT) [132],

which assigns contribution scores to each neuron according to the difference be-

tween its activation and a “reference activation”. Lundberg et al. [94] adapted

DeepLIFT into SHAP, named Deep SHAP, to take advantage of the compositional

nature of DNN models to improve computational performance. Ismail et al. [67]

later compared the performance of Deep SHAP with several other saliency-based

methods using RNN, Temporal Convolutional Network, and Transformers in a

multivariate time series classification problem. Their results have shown that

saliency-based methods with DNN architecture generally fail to identify feature

importance over time reliably and accurately in time series data; if a feature is

assigned to high saliency in a given time step, then almost all other features tend

to have high saliency in that time step regardless of their actual values [67].

2.2.1.3 Perturbation-based Methods

The main concept behind a Perturbation-based method is to remove, mask, or

alter input features and compute their contribution to the prediction by running a

forward pass on the newly transformed inputs and measuring the difference with

the original input [117]. ConvTimeNet [73] uses several CNN blocks to learn the

1https://www.cs.ucr.edu/~eamonn/time_series_data_2018/
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time series, then occludes a sub-sequence of the time series by using the occlusion

sensitivity method to observe the changes in the outcome for the predicted classes.

Another Perturbation-based method is counterfactual: “why event P hap-

pened instead of event Q”. Counterfactual methods delve into causal inquiries by

exploring scenarios where altering certain features of the input data would lead

to different model predictions. In the context of interpretable machine learn-

ing, counterfactual explanations identify the smallest changes to feature values

necessary to transform a prediction to a predefined output. For instance, in a

credit card application scenario, if Mr. A, a 30-year-old individual with a £30k

annual income, receives a rejection, the generated counterfactual explanations

could indicate that an annual income of £35k might have led to an acceptance.

White and Garcez [151] proposed Counterfactual Local Explanations viA

Regression (CLEAR), a method to explain the predictions of any classifiers.

CLEAR is built on top of two explanatory methods: boundary counterfactual (b-

counterfactual) and LIME, where b-counterfactual states “the minimum changes

needed for an observation to flip its classification”. Counterfactual Multivariate

Time Series Explanation (CoMTE) proposed by Ates et al. [9] aims to provide

a counterfactual-based explanation specifically for multivariate time series classi-

fication problems by finding a minimal number of time series substitutions that

will flip the prediction. In theory, Perturbation-based methods can be applied to

both classification and regression tasks, as long as it is possible to compute the

distance values between the different outputs of the model [117].

2.2.1.4 Attention Mechanism Methods

Attention Mechanism methods can be used to explain a RNN by assigning corre-

sponding values to the importance of the different sub-sequence of the time series

according to the model. Choi et al. [32] proposed an Explainable Recurrent Neu-

ral Network (ERNN) for classifying genotypes. ERNN is an ensemble model that

combines a CNN and an LSTM, where CNN acts as the feature extractor and

LSTM learns the temporal dependencies. Next, the LSTM is used to produce a

hidden state at each time step and the attention weights, or the importance, are
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assigned to each hidden state by running a Feed-forward Neural Network (FNN)

attention function [32]. Finally, another FNN is stacked on top of the ensemble

model to make the classification by using the weighted sum of the hidden states,

output of weights of the attention function, and a context vector as inputs.

Ge et al. [49] proposed an RNN-LSTM-based architecture for ICU mortal-

ity classification, interpreting feature importance directly from learned weights.

Schockaert et al. [122] extended this approach to multivariate time series forecast-

ing in the iron-making domain, introducing a dynamic temporal attention mech-

anism applied to LSTM hidden states. The attention weights were derived from

dot products of LSTM outputs, enabling local temporal interpretability through

context vectors. Pantiskas et al. [110] focused on regression tasks by combining a

temporal convolutional network (TCN) with attention, using attention maps to

visualise the model’s focus on input series. However, these models are typically

designed and evaluated for either classification [32, 49] or regression tasks [110],

but not both.

While it is true that neural networks can technically support both classifi-

cation and regression tasks by altering the output layer and loss function, in

practice, many existing interpretable time series models are tightly coupled to

a single task type. Their design and evaluation pipelines are specialised – for

example, classification-focused models often rely on discrete label interpretation

mechanisms, whereas regression models use continuous forecasting structures.

2.2.2 Ante-hoc XAI Methods

2.2.2.1 Shaplets Methods

Shaplets is a XAI method that explains the models through representative exam-

ples and is specific to the time series problems. Shaplets, which are time series

sub-sequences that are maximally representative of a class, were first introduced

by Ye et al. [156] to address the limitations that were present in the time series

classification problems, such as the ability to gain insight into the time series data

beyond classification accuracy and overcoming the time and space complexity in
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nearest neighbour algorithms. One limitation here is that finding the optimal

shaplets in the raw time series space using brute force can result in a long compu-

tation time. To address this, Fang et al. [46] proposed an interpretable time series

classification framework that searches the shaplet candidates from the Piecewise

Aggregate Approximation (PAA) word space in order to reduce the computation

costs.

2.2.2.2 SAX – Symbolic Aggregate approXimation Methods

PAA is an example of the structure-based time series classification approach,

where the classification model is built on top of the approximate representation

of the raw time series. This approximate representation is created by dividing

the time series into segments and summarising each segment with a single value,

reducing the complexity of the raw data while maintaining important patterns

for classification. Another example is Symbolic Aggregate approXimation (SAX)

that transforms raw time series input into strings. In fact, SAX converts the time

series into a PAA representation first, and then translates the representation into

strings [117]. Senin and Malinchik [124] proposed to use SAX and Vector Space

Model (VSM) for a faster, more precise, and interpretable time series classifi-

cation framework. In their framework, SAX-VSM, real-valued time series are

transformed into combined collections of SAX words. Then a VSM based on

term frequency-inverse document frequency, tf ∗ idf , weighting scheme is used

to translate the collections into class-characteristic weight vectors based on the

observed frequency of a term in a class. Finally, these weight vectors are used in

classification by using Cosine similarity.

2.2.2.3 Fuzzy Logic Methods

Fuzzy Logic is an approach that is based on “degrees of truths” rather than just

“True” or “False” as in the Boolean logic, using values between 0 and 1. Pavia

and Dourado [109] developed a neuro-fuzzy system that combines the advantages

of neural networks in terms of their learning capabilities with the transparency of

fuzzy systems [161] in univariate time series forecasting. In particular, the neuro-
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fuzzy system is based on the methodology of linguistically interpretable fuzzy

models [109], so that each of the membership functions can be assigned with a

linguistic label after training. Therefore, a set of linguistic rules can be used to

describe the model obtained under the analysis. Wang et al. [150] proposed a

novel extension of the Fuzzy Cognitive Map (FCM) named Deep FCM (DFCM)

to perform multivariate time series forecasting. The DFCM system leverages the

advantage of DNNs in prediction and FCM in interpretation.

2.2.2.4 Interpretable Additive Models

A recent interest in adding interpretability to Generalised Additive Models (GAM)

[57] has demonstrated that they are capable of learning both time series predic-

tion and classification problems. GAM variants, such as Neural Additive Model

(NAM) [4], GA2M [92], Neural Interaction Transparency [140], and Neural Basis

Model [113], are computationally efficient and can handle large data sets.

2.2.2.4.1 NAM and its Extensions

NAMs [4] extend GAMs by leveraging neural networks to learn flexible, feature-

wise shape functions while maintaining interpretability. Unlike traditional deep

learning models, where features interact in complex ways, NAMs enforce feature-

wise independence by assigning a separate neural network to each input feature.

These individual networks are trained jointly using backpropagation, enabling the

model to learn arbitrarily complex, non-linear relationships in a structured and

interpretable manner.

Formally, given an input vector x = (x1, x2, . . . , xn) with n features, NAM

models the prediction function as in Equation (2.5), where each fi(xi) is a neural

network responsible for learning the contribution of a single feature xi to the over-

all prediction. Since the outputs of these feature-wise subnetworks are combined

via a simple summation (without learnable weights), the impact of each feature

on the final prediction is independent of other features or any scaling factors.
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f(x) =
n

∑
i

fi(xi) (2.5)

The impact of a feature on prediction can then be interpreted and visualised

by plotting its corresponding shape function fi(xi), providing an exact depiction

of how NAM arrived at a prediction. NAM is also capable of learning non-linear

relationships in the data, making it an attractive choice for many real-world

applications. Unfortunately, the predictive performance of these models does not

match that of more popular, non-interpretable time series models; for this reason,

they cannot simply be regarded as a substitute for non-interpretable models [42].

The Scalable Polynomial Additive Model (SPAM) approach [42] builds on

NAM by providing higher-order interactions between features and is intended to

replace non-interpretable models for large scale data due to its high performance.

The main difference between SPAM and NAM is that the intelligibility of SPAM

arises from using tensor rank decomposition of polynomials, so higher-order fea-

ture interactions can be learned to provide an inherently interpretable model.

However, the explanations provided by SPAM cannot be readily visualised in the

same manner as NAM and, as such, they are harder to interpret than NAM.

Jo et al. [71] introduced Neural Additive Time-series Models (NATM), which

is a modification of the NAM tailored specifically for time series data. NATM

extends the NAM framework by incorporating multi-task learning, enabling the

simultaneous prediction of multiple outputs in a multivariate time series context

[71]. The importance of each feature in NATM is captured through a contribu-

tion map, providing insights into the model’s decision-making process. Addition-

ally, two parameter-sharing methods were introduced to reduce computational

complexity, thereby enhancing the efficiency of NATM. Hierarchical Neural Ad-

ditive Model (HNAM) [47] is another adaptation of NAM for time series, with

a primary focus on capturing covariate interactions to better understand feature

interdependence. HNAM employs a more intricate architecture, featuring several

components designed to learn and model these complex interactions, including

covariates embedding and projection, a multilayer perceptron (MLP) for non-

linear processing, a temporal convolution layer to extract local features across
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adjacent timesteps, and an attention block that contains level and coefficient net-

works. Each feature is processed in an individual level and coefficient network,

as inspired by NAM.

Instead of modifying the architecture of NAM, many researchers have been

exploring the idea of combining NAM with other methods. Utkin et al. [142] pro-

posed SurvNam in the domain of survival analysis by combining survival model

explanations [77, 78, 142] and NAM, as well as making modifications to the archi-

tecture of NAM. In SurvNAM, the loss function used to train NAM is changed to

an expected loss function, which takes into account a function of the peculiarity

of the output of the black-box survival model (i.e., the peculiarity of the Cox

extension model), as well as the fact that it takes the form of a convex loss func-

tion [142]. Furthermore, to avoid overfitting the sub-networks when computing

the shape functions, either the Lasso method or the L1-norm is used for regu-

larisation. With SurvNAM, both local and global explanations can be obtained.

Another modification was proposed by Kim et al. [75] named Higher Order Neural

Additive Model (HONAM) aims to model the arbitrary orders of feature interac-

tions as NAM cannot capture the co-relationship between features. The results

have shown that by using their novel Feature Crossing for High Interpretability,

HONAM has a higher or comparable prediction performance compared to MLP

and XGBoost but still provides high quality interpretations.

2.2.2.5 Feature Selection with Attention Mechanism

Temporal Fusion Transformer (TFT) [87] was introduced recently for a multi-

horizon forecasting task with added interpretability by visualising the persis-

tent temporal pattern with attention mechanism. Another example is the Inter-

pretable Temporal Attention Network (ITANet) [170] for COVID-19 forecasting

and inferring the importance of government interventions. However, TFT faces

a limitation that it needs a large amount of data to achieve a good predictive

performance [165]; whereas ITANet is only able to provide feature importance as

an explanation.

Feature selection has been demonstrated to be an effective approach for prepar-
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ing high-dimensional data when performing a variety of machine learning tasks

[53]. Several different architectures that incorporate an attention mechanism into

DNNs for feature selection have been proposed recently, such as Attention-based

Feature Selection (AFS) [53], Multiattention-based Feature Selection (MFS) [21],

and TabNet [8]. Attention mechanism can learn the temporal relationship in the

data, especially when used in conjunction with RNNs, better than traditional

feature selection methods — wrapper feature selection methods tend to suffer

from high computation complexity, while filter methods evaluate feature weights

using only generic characteristics of the data [21, 53]. In AFS, several attention

mechanisms are utilised in an “attention module” to select features directly from

the input, then a “learning module” where different DNNs can be used to learn

the selected inputs. MFS share a similar architecture with AFS, the main differ-

ence between the two is that two different attention mechanisms are employed in

the “attention module” where one is learning the variable attention and the other

one is learning the temporal attention in the inputs. However, in both AFS and

MFS, interpretability only exists in the “attention module” and not the “learn-

ing module” where the actual learning takes place. TabNet is an interpretable

sequential multi-step processing network and introduced a sequential attention

mechanism for feature selection. Although TabNet achieved state-of-the-art re-

sults compared to non-interpretable DNN models, the explanations provided only

considers feature attributions, and not the exact depiction of feature contribution

as in NAM.

2.3 Modular Neural Networks

The idea of modularity has been researched as early as the 1980s and adopted in

neural information processing in the late 1990s. It was recognised then [19] that

traditional ANNs are “black-box” in nature, while Modular Neural Networks

(MNNs) are more interpretable and explainable. An MNN follows the divide-

and-conquer principle [143] and is inspired by the important biological fact that

neurons in human brains are sparsely connected in a clustered and hierarchical

fashion, rather than completely connected [19]. Instead of a monolithic network,
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an MNN consists of multiple smaller NN modules, each responsible for learning a

distinct part of the problem. The outputs of these modules are then combined to

generate the final prediction for the entire network. In this way, using an MNN

allows complex learning problems to be simplified [143], as well as to mimic

“human thinking” to resolve these large-scaled complex problems [19].

Formally, given an input vector x = (x1, x2, . . . , xn), the predictive function of

an MNN can be defined as in Equation (2.6), where fi(xi) represents the output

of the ith module processing a subset of the input features and g is a composition

function that aggregates the module outputs into a final prediction.

f(x) = g(f1(x1), f2(x2), . . . , fn(xn)) (2.6)

MNNs are different to an ensemble approach, where a set of neural networks

are combined, each of which is designed as a general function approximator [128].

In MNNs on the other hand, the problem is decomposed so that it is dealt with by

several modular components with each modular component performing a different

task [128]. Sharkey [128] also listed several reasons to why an MNN should be

used. First, a modular system can achieve results which would not be possible

with a single neural network since the capability of each module can be exploited.

For example, Catfolis and Meert [22] combined a RNN and a feedforward network

in order to incorporate temporal information with a more static approach. A

modular system also offers flexibility to its designs, where a wide range of different

techniques can be adopted in each of the module. For example, Kirsch et al. [76]

proposed a training algorithm that can flexibly choose neural modules based

on the data to be processed. Finally, with a modular approach, computational

complexity can be reduced, hence make an MNN scalable and extensible to the

large-scale MNN implementation [25, 128], and most importantly, making the

overall system easier to understand [60, 128].

The relationship between modules in an MNN can be categorised into three

ways: successive, supervisory, and cooperative [128]. In a successive relationship,

the global task is decomposed into successive tasks where each task is carried out

by a module [128], so that an MNN undergoes multiple stages of learning in a se-
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quential way [25]. In the work of Bourlard and Morgan [15], a speech recognition

model is designed where an ANN is used to compute the emission probabilities

required in Hidden Markov Models. Modules in an MNN can also be in a su-

pervisory relationship to each other [128]. For example in McCormack [99], one

module is trained to select the parameters of a second module by observing the

effect of various parameter values on the performance of the second module. A

cooperative relationship is the opposite of the successive relationship, with the

modules not implicated in sequential processing [128]. In a cooperative relation-

ship, input could be processed with a number of modules, and then either the

output of one module selected or the output of several modules are combined in

some manner. All modules are trained jointly so all parameters of different NNs

are updated simultaneously by minimising a loss function defined at the global

level [25].

Due to the fact that an MNN is more interpretable than traditional ANNs and

the overall system is easier to understand [19, 60, 128], many interpretable MNNs

have been developed in recent years. MultiModN [137] is a multi-modal, multi-

task, interpretable MNN for a number of predictive tasks. MultiModN uses task-

agnostic encoders to produce an evolving latent representation to be queried by

any number of combination of multi-task, model-agnostic decoder modules after

each input [137]. MultiModN can also offer both local and global explanations by

presenting individual modality contributions and cumulative contributions with

a heatmap. Another interpretable MNN example is the Modular Clinical Deci-

sion Support Networks (MoDN) [139]. Similar to MultiModN, MoDN also adopts

an architecture encoder and decoder, where the encoder updates the vector rep-

resentation of the input data with the value of newly collected feature, while a

diagnosis decoder extracts predictions from the vector representation at any stage

of the consultation [139]. The diagnostic trajectories can be visualised to see how

the predictions evolves.
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2.4 Trade-off Between Predictive Accuracy and

Interpretability

A fundamental challenge in XAI is the trade-off between interpretability and

predictive accuracy. In many cases, models designed for high interpretability, such

as additive models, inherently sacrifice predictive performance. Conversely, DNNs

achieve state-of-the-art accuracy but require post-hoc explainability methods to

justify their predictions. This trade-off presents a crucial gap in the development

of XAI for time-series models.

In this work, we define interpretability as the model’s ability to provide NAM-

styled explanation graphs, which directly reveal the relationships between input

features and outputs. NAMs and other additive models, such as GAMs, fall into

this category. These models offer full transparency but struggle to capture com-

plex interactions and dependencies in time-series data, leading to lower predictive

accuracy.

On the other hand, deep learning models, including DNNs and RNNs, excel at

capturing intricate patterns in sequential data. However, their inherent opacity

requires the use of surrogate post-hoc explainability techniques such as SHAP,

LIME, and attention mechanisms. While these methods help in understanding

model predictions, they introduce an additional layer of uncertainty since expla-

nations are derived rather than being an inherent property of the model.

Several strategies have been proposed to bridge this gap between interpretabil-

ity and accuracy. Self-explaining Neural Networks: Models such as Self-

Explaining Neural Networks (SENN) [5] and Explainable Boosting Machines

(EBMs) [93] aim to balance interpretability and accuracy by enforcing struc-

tured, human-readable decision processes. Regularisation Techniques: Cer-

tain methods introduce constraints, such as sparsity penalties [119] or monotonic-

ity constraints [105], to make black-box models more transparent. Casual and

Counterfactual Explanations: Instead of feature attribution, causal inference

and counterfactual reasoning generate explanations that align more closely with

human intuition [37, 102, 147, 151].
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However, none of these existing approaches provide NAM-styled explanation

graphs, which are central to our definition of interpretability. As a result, rather

than relying on post-hoc or regularisation techniques, we focus on modifying addi-

tive models, especially NAM, to improve their predictive power while maintaining

their inherent interpretability. By enhancing the predictive accuracy of NAM, we

aim to close the gap between interpretability and accuracy without sacrificing the

transparency offered by NAM-styled representations.

2.5 Gaps in the Current Literature

As shown in Table 2.1, while various model-agnostic XAI methods exist, such

as LIME, SHAP, and ConvTimeNet, they are often not designed for time series

forecasting. Although the work by Wang et al. [150] has been evaluated on three

different DL models – Multilayer Perceptrons (MLP), Fully Convolutional Net-

works (FNN), and Residual Networks (FCN) – it has not yet been explored on

RNN or LSTM. Similarly, many XAI methods proposed to explain the predictions

made by AI models commonly employed for time series forecasting, such as LSTM

[38, 84, 103], tend to omit the temporal dimension. Moreover, there is currently

a limited amount of XAI methods specifically targeting regression problems, and

even fewer methods that have been adapted for time series forecasting analysis.

Even though some of the XAI methods for time series, such as perturbation-based

saliency methods, can be used for both classification and forecasting tasks, they

have not yet been tailored explicitly to the challenges of forecasting, particularly

in capturing time-dependent explanations.

Despite the ability of NAM to produce explanation graphs that precisely de-

scribe the reasoning behind its decisions, it has not been extensively applied to the

time series domain. Furthermore, to the best of our knowledge, NAM remains the

only XAI method capable of producing NAM-styled explanation graphs, making

it uniquely suited for interpretable forecasting. Although Jo et al. [71] introduced

NATM as a modification of NAM for time series problems, their approach was

limited to generating feature importance through contribution maps rather than

utilising the full explanatory potential of NAM. Similarly, while Feddersen et al.
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[47] proposed HNAM, which draws inspiration from NAM, their method does

not process each feature through an individual neural network, thereby failing to

produce the structured explanation graphs that NAM is designed for.

These limitations reveal a significant gap in the current literature: while NAM

presents a promising framework for explainability, there has been little effort

to adapt or extend it for time series forecasting. Existing adaptations, such as

NATM and HNAM, either simplify the explainability aspect or do not fully exploit

NAM’s potential to generate detailed, interpretable representations of feature

contribution. This gap underscores the need for further research to refine NAM-

based methods for time series forecasting, ensuring both enhanced predictive

performance and temporally-aware explanatory insights. By addressing this gap,

our work aims to extend the explanatory power of NAM to the time series domain

while preserving its interpretability and improving its effectiveness in forecasting

applications.

2.6 Summary

This chapter provided an overview of the related literature in two main areas

that inspired this research: time series forecasting and classification models and

time series eXplainable Artificial Intelligence (XAI) methods. The discussion

for time series forecasting and classification models spans traditional statistical

techniques, Machine Learning (ML) algorithms, and Deep Neural Network (DNN)

methods. Despite the high predictive performance of DNNs models in time series

forecasting, they are unfortunately non-interpretable. We have also explored the

landscape of XAI methods that can be used to explain time series data, examined

the strengths and limitations of each approach, categorising them into post-hoc

and ante-hoc techniques, as well discussing the advantages and disadvantages

inherent in these XAI techniques and shedding light on their utility in enhancing

model interpretability and transparency.
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Chapter 3

Methods

“If you can’t convince them, confuse them.”

- Harry S. Truman

Our research journey commenced with a deliberate focus on univariate time se-

ries analysis, aiming to establish a foundational understanding through simpli-

fied analyses. Subsequently, we transitioned to exploring multivariate time series

analysis, recognising its broader applicability in real-world scenarios.

Through our exploration of univariate analysis, it became evident that Deep

Neural Network (DNN) models outperformed traditional statistical methods, such

as Hidden Markov Model (HMM) [112] (see Appendix A.1 for details), thus moti-

vating our continued investigation into DNN-based approaches. Specifically, the

Long Short-Term Memory (LSTM) [58] model emerged as a promising candidate,

showcasing superior performance in univariate settings, prompting us to extend

its application to multivariate time series. Building on this, we aim to experiment

with enhanced LSTM-based architectures – such as LSTM combined with atten-

tion mechanisms – with the goal of improving predictive performance over the

55



Qiqi Su PhD Thesis - October 2025

standard stand-alone LSTM model. This work investigates whether such LSTM-

based configurations can offer measurable advantages in handling multivariate

time series prediction tasks.

Previous research has demonstrated that integrating attention mechanisms

into LSTMs and encoder-decoder architectures can significantly enhance their

predictive performance [29, 41, 86, 146, 160, 168, 171]. To further investi-

gate whether attention mechanisms can improve the predictive accuracy of a

stand-alone LSTM when applied to multivariate time series data, we will experi-

ment with two attention-based approaches: attention-based LSTM (AttnLSTM)

and attention-based encoder-decoder (AttnED). The key difference between these

models with the existing work in time series domain is that AttnLSTM employs

a self-attention to selectively focus on parts of the inputs to allow LSTM to

prioritise relevant information, while AttnED incorporates self-attention between

LSTM-based encoder and decoder, allowing the model to better capture long-term

dependencies and subtle patterns across sequences. By comparing these distinct

configurations, we aim to identify which architecture yields the best predictive

performance.

We also delved into state-of-the-art post-hoc eXplainable AI (XAI) methods

during the initial phases of this research, such as SHapley Additive exPlana-

tion (SHAP) [94] and Local Interpretable Model-agnostic Explanations (LIME)

[116], recognising their potential to explain complex, non-interpretable models.

Although the potentially high predictive performance of a DNN can be retained

using post-hoc methods, explanations from post-hoc methods are often criticised

for being not faithful to the underlying model because they can only approximate

the underlying prediction model [3, 50, 88, 120]. On the other hand, ante-hoc

methods are interpretable-by-design, meaning that their explanations would be

more faithful than post-hoc methods. However, their predictive performance are

often less than desirable, such as N-Beats [108] (see Appendix A.2 for details)

and Neural Additive Models (NAM) [4] that were investigated during the initial

phases.

Insights gained from experiments on AttnLSTM and AttnED have then led to

the creation of FocusLearn. FocusLearn is an interpretable DNN model inspired
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by NAM that does not require a post-hoc method but can still outperform inter-

pretable DNNs, such as NAM itself, in terms of predictive performance, whilst

matching the predictive performance of non-interpretable models, such as LSTM.

The predictive performance of AttnLSTM, AttnED, and FocusLearn will be

compared with benchmark models (see section 3.1.4) on four time series data sets

(see section 3.1.2). The selection of these data sets is based on their ability to cap-

ture key challenges in time-series analysis, including varying number of features

and number of instances. This ensures a diverse and representative benchmark

for evaluating model effectiveness. Using a small but diverse set allows for deeper

analysis, including extensive hyper-parameter tuning and ablation studies, which

would be less feasible with a larger data set pool given available computational

resources.

While additional data sets could provide further insights, the experimental

scope was constrained by available computational resources. The hardware used

for this study1 supports moderate workloads but presents limitations when scaling

to larger data sets or computationally intensive models, particularly deep learning

architectures with large parameter spaces. Additionally, cloud-based computing

was not utilised due to budget constraints. Despite these considerations, the se-

lected data sets offer a representative evaluation of the models within the available

computational framework.

3.1 Experimental Setup

In this section, we discuss the essential components required for setting up the

experiments. Firstly, we discuss the prediction evaluation metrics employed to

assess the effectiveness and performance of the proposed models, ensuring a com-

prehensive and objective analysis of experimental outcomes. Next, we address

the selection and characteristics of different data sets. Subsequently, we discuss

the pre-processing techniques employed to enhance the quality and usability of

the data. Moreover, we examine benchmark models utilised as reference points

1AMD Ryzen 5 3600X 6-Core Processor, 16GB RAM, and GeForce RTX 3060 GPU (12GB
VRAM).
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for comparison, demonstrating their significance in gauging the performance of

all models. Lastly, the training procedure is discussed, describing aspects such as

optimisation algorithms and hyperparameter tuning to facilitate reproducibility

and reliability.

3.1.1 Evaluation Metrics

To test the generalisability of all models, three standard error estimators are

used to evaluate the prediction on unseen test sets for regression tasks: Sym-

metric Mean Absolute Percentage Error (sMAPE), Mean Absolute Scaled Error

(MASE), and Weighted Absolute Percentage Error (WAPE).

sMAPE =
100

N

N

∑
i=1

∣yi − ỹi∣
∣yi∣+∣ỹi∣

2

, (3.1)

WAPE =
∑

N
i=1 ∣yi − ỹi∣

∑
N
i=1 ∣yi∣

× 100, (3.2)

MASE =
1
N ∑

N
i=1 ∣yi − ỹi∣

1
N−1 ∑

N
i=2 ∣yi − yi−1∣

, (3.3)

In Equations (3.1) - (3.3), yi is the true value, ỹi is the predicted value, and

N is the number of data points.

sMAPE is a scale-independent metric that measures the relative error between

predicted and actual values. It is robust to scale variations and provides an inter-

pretable percentage-based measure of forecasting accuracy, making it useful for

comparing data sets with different value ranges. WAPE is useful when dealing

with data sets that have highly imbalanced target distributions. By weighting ab-

solute errors by their corresponding true values, WAPE ensures that predictions

for high-value targets do not disproportionately dominate the error calculation.

MASE accounts for autocorrelation in time-series data by normalising the abso-

lute error against a näıve benchmark (such as a simple moving average). This

makes it particularly useful for evaluating performance relative to a baseline and

ensures that errors are comparable across data sets.
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Each of these metrics addresses different aspects of predictive performance.

While sMAPE provides an intuitive, percentage-based error measure, MASE en-

sures that performance is assessed relative to a baseline, and WAPE accounts for

value imbalances in the data set. Together, they offer a more complete picture of

regression model performance.

Accuracy, F1 Score, and Area Under Curve (AUC) are used for classification

tasks. F1 score is the harmonic mean of precision and recall. Each of the metrics

is calculated as follows, where TP/TN and FP/FN are the positive/negative false

positive/negative, respectively:

Accuracy =
TP + TN

TP + FP + TN + FN
(3.4)

Precision =
TP

TP + FP
(3.5)

Recall =
TP

TP + FN
(3.6)

F1 Score = 2 ∗
Precision ∗Recall

Precision +Recall
(3.7)

AUC measures the area under the receiver operating characteristic (ROC)

curve, which is a graphical representation of how well the model performed and

shows the relationship between True Positive Rate and False Positive Rate.

Accuracy is a straightforward metric that measures the proportion of correctly

classified instances. However, it can be misleading in imbalanced data sets. The

F1 Score is the harmonic mean of precision and recall, making it useful when

class distributions are imbalanced. It ensures that both false positives and false

negatives are accounted for, preventing misleading results due to class imbalance.

AUC evaluates the trade-off between true positive and false positive rates across

different classification thresholds. It is particularly useful for assessing model

discrimination ability in cases where class probabilities are important.

By using these three metrics, classification performance is evaluated from

different perspectives: Accuracy provides a broad correctness measure, F1 Score

accounts for class imbalance, and AUC quantifies the model’s ability to distinguish

between classes across varying thresholds.
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As predicted values are short-term time series in the regression tasks, a visual

estimation metric is also used by plotting true future time series against predicted

time series, to determine how well models predict the ups-and-down pattern in

future values in addition to error estimators. Finally, the computation time of

the models is also taken into account as an evaluation metric for both regression

and classification tasks.

3.1.2 Data

Two regression and two classification data sets are considered. These data sets

are chosen for a diverse set of real-world data sets, in terms of number of fea-

tures, number of instances, and applied domains, to increase our confidence in

the generalisability of our findings.

3.1.2.1 Air Data Set

In the Beijing Multi-Site Air-Quality (Air) data set [167], 7 years of meteorological

data along with 4 years of PM2.5 data of Beijing, China at 36 monitoring sites

were collected. PM2.5 refers to the fine particulate matter (PM) concentration

in the air with aerodynamic diameter of less than 2.5µm. Particulate matter

includes all airborne particles that are not gases, consisting of various chemical

compounds, some of which are toxic. Due to their small size, these particles can

enter the bloodstream and reach vital organs like the heart and brain, posing

significant health risks, particularly to vulnerable groups such as children, the

elderly, and those with respiratory issues2. The task with this data set is to

predict future PM2.5 values.

3.1.2.2 Energy Data Set

Appliances energy consumption (Energy) [20] is a regression data set that con-

tains temperature and humidity data in various rooms of a low energy building,

2https://www.gov.uk/government/statistics/air-quality-statistics/

concentrations-of-particulate-matter-pm10-and-pm25
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along with weather data from a nearby airport weather station (Chievres Air-

port, Belgium), to predict energy consumption of the appliances in Watts hour

(Wh). A ZigBee wireless sensor network was used to monitor the temperature

and humidity conditions of the house at a frequency of around 3.3 minutes, and

these data were then averaged for 10 minutes periods. The weather data from

Chievres Airport (Temperature outside, Pressure, Humidity outside, Wind speed,

Visibility, and Dew point) were downloaded from a public data set from Reliable

Prognosis 3. The actual energy data from the appliances were also logged every

10 minutes with m-bus energy meters.

3.1.2.3 EEG Data Set

In the EEG Eye State (EEG) data set [107], continuous electroencephalogram

(EEG) measurement are collected from the Emotive EEG Neuroheadset. EEG is

a test that measures electrical activity in the brain. In the EEG test, small, metal

disc named electrodes are attached to the scalp, and they can detect the electrical

impulses of brain cells communications. The duration of the EEG measurement is

119 seconds, and eye state (e.g., whether the eyes are closed or open) are detected

by a camera during EEG measurement and added to the data set manually later,

where 1 indicates eye-closed and 0 indicates eye-open. The task is a binary one

to classify eye state based on the EEG measurement.

3.1.2.4 Weather Data Set

Another binary classification data set is the Rain in Australia (Weather) data

set4, which contains 10 years of daily weather observations drawn from a number

of weather stations in Australia. Features include location, minimum/maximum

temperature, amount of rainfall, and wind gust. The task is to predict whether

or not it will rain tomorrow.

3Energy: rp5.ru
4Weather: http://www.bom.gov.au/climate/data/ and http://www.bom.gov.au/climate/

dwo/
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3.1.2.5 Summary

Table 3.1 summarises the data sets selected for this study. The selection was

guided by several key factors to ensure that the data sets were suitable for evaluat-

ing the proposed model’s feature selection capability and predictive performance.

An important requirement was that the data sets contain a sufficient number

of features to allow for meaningful feature selection, a core aspect of the model

design. However, to maintain computational feasibility given available hardware

constraints, data sets with extremely high dimensionality (100+ features) were

not included, as such large-scale time-series data sets are also not widely available.

Additionally, the data sets selected span a range of instance counts to enable a

reliable assessment of model scalability and generalisation.

Air and Energy are regression data sets but differ in structure and complex-

ity. Air involves environmental sensing data collected across multiple geographic

sites, where features include meteorological variables and air pollution indicators

with moderate levels of noise and a relatively smooth seasonal trend (see Ap-

pendix D.2.1). In contrast, Energy consists of high-frequency indoor sensor data

that captures dynamic fluctuations in energy usage, reflecting a more complex

temporal pattern due to its higher variance and clearer seasonality. This con-

trast enables testing model robustness across both smoother and more volatile

regression targets (see Appendix D.1.1).

The classification data sets, EEG and Weather, differ in terms of data scale

and class imbalance. EEG is a small and noisy data set where the goal is to

detect eye state from electrical brain activity. It is relatively balanced (class ratio

of 1:0.82), allowing for straightforward binary classification evaluation. Whereas

Weather is a large-scale data set with over 137,000 samples and is significantly

imbalanced (class ratio of 1:0.26), providing a contrasting challenge where preci-

sion, recall, and class imbalance handling become crucial. These differences help

test how well models generalise across tasks of varying difficulty and structure.

Missing data is also present in two data sets (0.98% in Air, 9.83% in Weather),

making them suitable for evaluating the model’s resilience to incomplete infor-

mation. This is particularly important in time series data, where missing values
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Table 3.1: Descriptions of the four selected time series data sets.

Name Air Energy EEG Weather

Source [167] [20] [107] http://www.bom.gov.au/climate/data/
Instances 420,768 19,735 14,892 137,910
Features 16 29 14 21

Class Distribution - - 1: 0.82 1: 0.26
Feature Type Mixed Continuous Continuous Mixed

% Missing Data 0.98% 0% 0% 9.83%
Single or Multiple Single Single Single

Multiple Sequences sequence sequence sequence sequence

can disrupt the temporal continuity and introduce bias or signal distortion if not

handled appropriately. Effective time series models must be able to infer patterns

even when observations are sporadically absent, either due to sensor failure, trans-

mission issues, or recording constraints. By testing on data sets with real-world

missingness, the evaluation provides insight into how robust the model is under

conditions of partial observability – an essential quality for practical deployment.

The concept of complexity in this context refers not only to feature dimen-

sionality and instance count but also to signal quality, temporal variability, and

class imbalance. EEG, for example, is complex due to its noisy, while Weather

is complex due to its large scale and imbalanced distribution. Energy is complex

because of its strong seasonality and multiple correlated features. Together, these

data sets ensure that the evaluation is not biased towards a single data profile.

Beyond statistical characteristics, selected data sets come from diverse real-

world application domains, ensuring that the findings of this study have practical

applicability beyond a single domain. This diversity enhances the robustness of

model evaluation and supports the generalisability of the performance metrics.

Furthermore, the data sets provide a meaningful test bed for assessing the pro-

posed model’s ability to select relevant features, given that time-series data often

involve complex relationships between variables. While additional data sets could

further reinforce these findings, the selected data sets strike a balance between

computational feasibility and empirical validation, allowing for a thorough in-

vestigation of the model’s strengths and limitations. Future work will explore

higher-dimensional data sets to extend the findings of this study.
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3.1.3 Pre-processing the Data

3.1.3.1 Handling Missing Data

Handling missing data is an important pre-processing step to be taken for all

data sets, in particular since the percentage of missing data in domains such as

medical data can be as high as 98% [23]. Therefore, it would not be feasible to

simply delete the rows that contain missing data. Aside from missing variable

values in two of the data sets, there are also missing timestamp values resulting

in gaps in the time series. As all data sets used in this study are longitudinal, i.e.,

Air, Energy, EEG, and Weather, such that same variable is repeatedly measured

at different times, the Trajectory Mean imputation method is suitable here [169],

where the mean of the observed values along the time trajectory, or the trend, of

its values over time is imputed. Trajectory Mean imputation method is suitable

for longitudinal data because it leverages the temporal nature of the data by

capturing the underlying trend in this repeated-measures data, thus allowing for

more accurate estimation of missing values because data points are not treated

as independent observations [169].

Mathematically, the trajectory mean imputation for the missing value, xi(t),

can be expressed as equation 3.8.

x̂i(t) =
1

ni

ni

∑
k=1

xi(tk) (3.8)

In Equation (3.8) x̂i(t) is the imputed value for variable i at time t, ni is

the number of available neighbouring values used for imputation, and xi(tk) rep-

resents the available neighbouring values of variable i at different time points

tk.

3.1.3.2 Encoding Categorical Variables

Categorical variables where the categories have a meaningful order are trans-

formed with ordinal encoding and nominal variables are transformed with one-hot
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encoding, to appropriately represent the nature of the data. Ordinal encoding

was applied to variables with a clear, ordered relationship among categories, such

as “month” in the Air data set (e.g., “January” - “December”). This method

preserves the inherent order of these categories by assigning them integer values,

allowing models to interpret the numerical relationships correctly. On the other

hand, one-hot encoding was utilised for nominal variables, which lack any nat-

ural ordering among categories, such as “Rain Today” in the Weather data set

(e.g., “yes” and “no”). This technique creates binary columns for each category,

indicating their presence or absence, thus preventing models from mistakenly

assuming an ordinal relationship. By employing these encoding strategies, the

transformed data accurately reflects the underlying structure of the categorical

variables, enhancing the learning ability of all experimented models.

3.1.3.3 Standardisation

Continuous variables are scaled with standardisation to ensure the range of data

lies between a smaller range for the model to learn better for all data sets. DNN

models generally do not have the constraint of expecting features to have a cer-

tain distribution, so transforming the distribution is not necessary but it does

allow the algorithms to converge faster and minimise the weight of any variable

with extreme values. Standardisation is particularly important for training LSTM

models, since standardisation on the data centres the noise from trend reverse sig-

nals [125] and prevents activation functions to saturate. The data is standardised

by:

xscaled =
x − µ

s
(3.9)

where µ is the mean and s is the standard deviation of the data.
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3.1.3.4 Outliers

Outliers are defined as data points that deviate significantly from the main data

distribution [79]. Identifying them can be challenging, but statistical methods

help in detection. This study employs the standard deviation method after data

standardisation and normalisation, as it is most effective for normally distributed

data [65]. Outliers are detected using z-scores, where any data point exceeding

three standard deviations from the mean is classified as an outlier—a common

threshold in practice.

3.1.3.5 Resampling Classification Data

As discussed in section 3.1.2, the Weather data set used in this study is severely

imbalanced (class distribution 1:0.26), meaning that the number of instances in

one class (i.e., rained next day) significantly outweighs those in the other class

(i.e., did not rain next day). This imbalance can cause the model to favour the

majority class during training, as it is exposed to far more examples of that class.

To address this issue, the Weather data set was resampled using the Synthetic

Minority Over-sampling Technique (SMOTE) [24] to achieve a balanced class dis-

tribution. SMOTE works by generating synthetic samples for the minority class

by interpolating between existing minority class instances. This method helps

in avoiding overfitting, which can occur with simple duplication of samples, and

allows the model to learn a more generalisable decision boundary. By balancing

the classes, SMOTE can improve the model performance on the minority class,

leading to a more robust and fairer classifier.

3.1.4 Benchmark Models

For bench-marking, the prediction results of AttnLSTM, AttnED, and FocusLearn

are compared against selected baselines, including state-of-the-art interpretable

models and commonly used strong-performing methods for multivariate time

series tasks. These models are selected for their relevance in interpretability,

widespread adoption, or performance reputation.
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• Neural Additive Model (NAM) [4]. Chosen because FocusLearn extends

this architecture; serves as a natural baseline for assessing improvements in

predictive performance as well as to maintain interpretability.

• Scalable Polynomial Additive Model (SPAM) [42]. SPAM is selected as

a more recent interpretable model that improves on NAM by including feature

interactions, providing a benchmark for predictive performance. It is worth to

note here that only feature importance and not feature curves can be provided

by SPAM as explanations.

• Long Short-Term Memory (LSTM) [58]. Serves as a widely used deep

learning baseline for time series, allowing us to evaluate whether FocusLearn

can match or surpass standard DNN performance. LSTM is not interpretable.

• Extreme Gradient Boosted Trees (XGBoost). This is another popular

standard approach5 – it is generally accepted that, although a single tree can

be interpretable, interpretability degrades rapidly as the number of trees grows.

Both NAM and SPAM compare themselves with XGBoost and therefore we do

too.

Detailed descriptions of the benchmark models are provided in the following

chapter. XGBoost by default can handle missing data, and these missing data

do not need to be imputed where other models do. However, to ensure a fair

comparison between XGBoost and and other models, we also evaluate a version

of XGBoost (XGBoost-imputed) where missing data are imputed in the same

manner as the other models using the techniques as mentioned in section 3.1.3.1.

3.1.5 Training Procedures

For all data sets, 80% of the data is used as the training set, 20% of the training set

is used as the validation set, and 20% of the data is reserved as the unseen testing

set. To ensure a fair comparison, all models are hyper-tuned. Hyper-parameters

are hyper-tuned using Ray-tune6 with the validation set. More specifically, we use

5XGBoost: https://xgboost.readthedocs.io/en/stable/
6Ray-tune https://www.ray.io/
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Table 3.2: Hyper-parameters to be tuned for all models with their settings.

Hyper-parameters Search Space Type Search Range/Values

NAM

Learning Rate Log uniform [1e−5, 1.0]
Dropout Rate Log uniform [0.01, 1.0]

Batch Size Integer 32, 64, 128, 256, 512

Hidden Sizes List of integers [64, 32], [128, 64], [256, 128], [512, 216]

SPAM
Learning Rate Log uniform [1e−5, 1.0]
Dropout Rate Log uniform [0.01, 1.0]

Batch Size Integer 32, 64, 128, 256, 512

LSTM

Learning Rate Log uniform [1e−5, 1.0]
Dropout Rate Log uniform [0.01, 1.0]

Batch Size Integer 32, 64, 128, 256, 512

Activation Categorical ReLu, Sigmoid, Tanh

Number of hidden unit Integer 32, 64, 128, 256, 512

XGBoost

Number of estimators Integer 1, 2, 4, 8, 10, 20, 50
100, 200, 250, 500, 1,000

Max Depths Integer 2, 5, 10, 20, 25, 50
100, 200, 500, 1,000, 2,000

Subsample Log uniform [0.0, 1.0]

Learning Rate Log uniform [1e−5, 1.0]

AttnLSTM

Learning Rate Log uniform [1e−5, 1.0]
Dropout Rate Log uniform [0.01, 1.0]

Batch Size Integer 32, 64, 128, 256, 512

Activation Categorical ReLu, Sigmoid, Tanh

Number of hidden unit Integer 32, 64, 128, 216, 512

AttnED

Learning Rate Log uniform [1e−5, 1.0]
Dropout Rate Log uniform [0.01, 1.0]

Dropout rate in the encoder LSTM Log uniform [1e−5, 1.0]
Dropout rate in the decoder LSTM Log uniform [1e−5, 1.0]

Batch Size Integer 32, 64, 128, 256, 512

Activation Categorical ReLu, Sigmoid, Tanh

Number of hidden unit Integer 32, 64, 128, 216, 512

FocusLearn

Learning Rate Log uniform [1e−5, 1.0]
Dropout rate in the RNN Log uniform [0.01, 1.0]

Dropout rate in the MNN Log uniform [0.01, 1.0]

Dropout rate in the final output Log uniform [0.01, 1.0]

Batch Size Integer 32, 64, 128, 256, 512

Number of hidden unit in the RNN Integer 32, 64, 128, 256, 512

Number of hidden units in the MNN List of integers [64, 32], [128, 64], [256, 128], [512, 216]

Log-uniform distributions were used to sample values over several orders of
magnitude, which is more appropriate for scale-sensitive hyper-parameters such

as learning rate and dropout rate.
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the Asynchronous Successive Halving Algorithm scheduler [85] for better paral-

lelism, with the Optuna 7 search algorithm. All models are trained with the Adam

optimisation technique, and 200 epochs with early call-back to avoid over-fitting.

Hyper-tuned parameters for each model are listed in Table 3.2.

3.1.6 Reproducibility Strategy

Reproducibility is a fundamental principle of scientific research and is essential for

ensuring the credibility and utility of machine learning experiments. In this study,

a reproducibility strategy is implemented to enable independent verification of the

findings and to facilitate future extensions of the work.

The reproducibility strategy adopted here follows the recommendations on

how to create reproducible AI [54] by UK Reproducible Network 8, in terms of

data, source code, methods, and experiments. These recommendations empha-

sise the importance of transparency, accessibility, and methodological rigour in

empirical machine learning studies.

3.1.6.1 Data Access and Pre-processing Protocols

The data sets used in this study are publicly available and fully cited in the rel-

evant sections. Pre-processing pipelines, including imputation of missing values,

standardisation of feature distributions, outlier detection and removal, and class

balancing through resampling, are implemented in reproducible scripts shared in

the repository. These steps are described in detail in section 3.1.3, ensuring full

transparency in data preparation.

3.1.6.2 Code Design and Organisation

Besides of having an open repository for the source code on GitHub, the code-

base developed for this study is also structured to promote clarity, reusability, and

7Optuna search algorithm https://optuna.org/
8UK Reproducible Network: https://www.ukrn.org/artificial-intelligence/
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ease of maintenance. All key components – such as data pre-processing, model ar-

chitecture definitions, training routines, evaluation procedures, and visualisation

- are implemented using modular Python scripts organised into well-separated

files and folders. Each module encapsulates a specific functionality, making the

codebase easy to navigate and extend.

Functions and classes were used extensively to abstract and isolate key pro-

cedures. For example, each model architecture is defined as a class, allowing

consistent initialisation and training logic across different experiments. Data

loaders, training loops, and evaluation routines are also implemented as reusable

functions or class methods to avoid code duplication and improve readability.

Descriptive docstrings and inline comments are included to facilitate under-

standing and replication by other researchers. The code is developed with read-

ability and transparency in mind, following standard Python practices and nam-

ing conventions.

To further support reproducibility, all relevant parameters (e.g., learning rates,

batch sizes, epochs) are defined at the top of each script or within the main

execution functions. This design choice ensures that experiments can be re-run

with minimal manual intervention or configuration.

3.1.6.3 Training and Evaluation Procedure

To maintain consistency and fairness in model comparison, all baseline and pro-

posed models are trained using identical protocols. Each model is evaluated over

five independent runs, with different random initialisations using the same opti-

mal hyper-parameters identified through hyper-parameters tuning. Performance

metrics reported in this study represent the mean and standard deviation across

these trials.

The same training and test splits are maintained across models to ensure con-

sistency in evaluation. In addition, all training logs, including hyper-parameter

settings and system utilisation metrics, are retained to support auditability.
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3.2 How can the prediction results of an LSTM

be improved for multivariate time series prob-

lems?

LSTM models are well-suited for sequential data and have demonstrated signifi-

cant success in various predictive tasks due to their ability to capture long-term

dependencies and temporal dynamics [61, 63, 121, 136]. Sequential data refers to

those data where the order of the element matters, such that the position of each

data point within the sequence is important and are typically indexed by time

or position to reflect temporal or logical progression. A common example is the

time series data. Multivariate time series, in particular, present greater complex-

ity than univariate time series due to the intricate dependencies and interactions

among multiple variables over time. Consequently, an LSTM-based model needs

to be more sophisticated to effectively manage these complexities.

3.2.1 How does the performance of an attention-based LSTM

compare to a stand-alone LSTM in multivariate time

series forecasting?

We want to explore combining LSTM with an attention mechanism (AttnL-

STM), taking inspiration from other work [29, 86, 168]. Different to these works,

we will be using a self-attention mechanism [144] as self-attention can selectively

focus on parts of the inputs, and this selective focus allows LSTM to prioritise

relevant information and potentially enhance predictive accuracy [70]. By inte-

grating the self-attention into the LSTM, we aim to improve the ability of LSTM

to capture important temporal patterns and dependencies within multivariate

time series data. Therefore, it is anticipated that AttnLSTM will deliver better

predictive performance than a stand-alone LSTM due to its ability in handling

complex multivariate time series data.
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Self-attention was introduced as a core mechanism in the Transformer ar-

chitecture [11], and there are many reasons to why we are not exploring trans-

formers themselves directly. Although transformers have demonstrated strong

performance across various domains, including time series analysis, they are not

the focus of this study due to their computational complexity and resource de-

mands. Unlike LSTMs, which process inputs sequentially, transformers rely on

self-attention mechanisms that compute dependencies across all time steps simul-

taneously. This results in quadratic time and memory complexity with respect to

sequence length, making training significantly more computationally expensive.

Additionally, transformers require larger data sets to generalise effectively and of-

ten involve extensive hyperparameter tuning, further increasing their complexity.

Furthermore, from our initial research, it was found that complicated models are

more difficult to explain. Additionally, simple feature importance XAI methods,

such as SHAP and LIME, might be even more prone to being unfaithful to the

model in such complex scenarios [133], as these methods often fail to capture the

intricate relationships and temporal dependencies within the data. Therefore, to

maintain a balance between predictive and explanation performance, we opted

for an LSTM-based approach combined with an attention mechanism, which pro-

vides a more manageable level of complexity while still enhancing the predictive

performance.

3.2.2 Can an attention-based encoder-decoder predict bet-

ter than an attention-based LSTM?

The most important reason transformers are not investigated in this work is their

tendency to struggle with capturing temporal dependencies in long sequences

[162]. Unlike RNNs, which process data sequentially and inherently retain or-

dering through recurrence, transformers rely on self-attention mechanisms that

require explicit positional encodings to represent sequence order. This lack of

an inductive bias toward temporal structure can make transformers less effec-

tive at modelling long-range dependencies, especially in cases where important

information is distributed across distant time steps. Additionally, transformers

store attention scores for every pair of time steps, thus creating a memory bot-
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tleneck and limiting the ability of transformers in handling very long sequences.

On the other hand, RNNs have gating mechanisms that can help them retain

long-range dependencies. Moreover, transformers operate within a fixed input

window, meaning that once the context length is exceeded, earlier information

is discarded, whereas RNNs can in principle maintain a persistent memory state

through recurrence and gating mechanisms, making them better suited for tasks

that require learning from arbitrarily long contexts. Existing literature suggests

that integrating an attention mechanism into an RNN-based encoder-decoder ar-

chitecture can address this limitation by combining the strengths of sequential

modeling with attention-driven flexibility [41, 146, 160, 171]. The attention mech-

anism enables the model to capture long-term dependencies and subtle patterns

more effectively, particularly when combined with an encoder-decoder system.

This combination has been shown to be useful for identifying irregular patterns,

trends, and seasonal variations in real-world time series data.

Taking inspiration from these works [41, 146, 160, 171], we will explore the ca-

pabilities of an attention-based encoder-decoder architecture (AttnED).

Unlike these studies, we utilise LSTMs in both the encoder and decoder, leverag-

ing their strengths in handling sequential data, with self-attention incorporated

between the encoder and decoder. This addition of self-attention enhances the

LSTM’s ability to focus on relevant parts of the input sequence. By integrating

attention into the encoder-decoder framework, we aim to further improve the

predictive performance of LSTMs, particularly in capturing complex temporal

dependencies and interactions within multivariate time series data. AttnED is

expected to outperform both LSTM and AttnLSTM while requiring fewer com-

putational resources than transformers.
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3.3 Can an interpretable DNNs be designed for

multivariate time series problems by leverag-

ing feature selection and MNN?

Choosing between post-hoc and ante-hoc methods in any domain can be a difficult

task. Post-hoc methods can only approximate their underlying model, which

makes explanations less faithful. On the other hand, ante-hoc approaches are

often criticised for their lack of flexibility and usability, as well as their trade-

off between accuracy and interpretability [116]. NAM [4] is a fully interpretable

ante-hoc DNN that can produce visualisations that are the exact depiction of how

NAM arrived at a prediction. These visualisations are easy to interpret, making

it an attractive choice for many real-world applications. However, from our initial

phases of the research, it was found that the predictive performance of NAM is

less than desirable, often performing worse than traditional statistical methods,

such as an HMM.

Therefore, is it possible to design an interpretable DNNs, that offers the

same level explanation of NAM, but can outperform NAM in terms for pre-

dictive performance, as well as matching the predictive performance of those

non-interpretable models? We have named this approach as FocusLearn. The

architecture of FocusLearn is inspired by Modular Neural Networks, specifically

with having each individual neural network attend to a single feature. The out-

puts of these individual neural networks are then linearly combined together, as

in additive models such as NAM. In additive models, including NAM, the family

of neural networks are summed directly to produce the final prediction and this

linear combination does not involve learned weights to ensure the contribution of

each feature to the final prediction remains independent of any scaling factors.

It is found through our experiments with NAM , that learning DNNs in the

linear space tends to result in a poor predictive performance. This is also the

reason why it is proposed in SPAM to learn the higher-order feature interaction

by using a tensor rank decomposition of polynomials. Therefore, we are leveraging

insights gained from the AttnLSTM and AttnED experiments as inspiration for
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FocusLearn by introducing an RNN to learn the temporal dependencies in the

data and an attention mechanism to drive for feature selection, as learning only

the most salient features has been shown to be a useful method of improving

interpretability and allocating learning capacity more effectively [21, 53].

Through this synthesis of modular architecture, linear computation,

and attention-driven feature selection, FocusLearn endeavours to set a new

standard for interpretable DNNs with improved predictive capabilities, whilst

maintaining interpretability on the same level with NAM. The entirety of the

inference path of FocusLearn is interpretable since the computation for prediction

is simply a series of linear combinations of interpretable networks. Predictive

performance is improved, not by making the inference step nonlinear, but from a

better selection of features using attention to learn the modular networks during

training and to ignore features that have no contribution to the model.

3.4 Ablation Experiments of FocusLearn

FocusLearn consists of several components (discussed in detail in section 4.1.3),

each of which may play a crucial role in the overall performance of FocusLearn. To

evaluate the contribution of each component, we will conduct a series of ablation

experiments. These experiments will involve removing or modifying individual

components of FocusLearn, allowing us to compare the performance of the full

FocusLearn against various ablated versions. The results will be evaluated using

the evaluation metrics as introduced in section 3.1.1, ensuring that the contri-

bution of each component is quantitatively assessed. This process will help to

demonstrate the importance of each component and also identify potential limi-

tations and areas for improvement in the architecture of FocusLearn.

3.5 Summary

This chapter has presented the full methodological pipeline adopted in this re-

search, including model evaluation, data selection, pre-processing, benchmarking,
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and the motivation and development of the proposed model – FocusLearn.

We began by outlining the evaluation metrics used for assessing model per-

formance. Metrics were chosen to suit both regression and classification tasks

– such as SMAPE, WAPE, and MASE for regression, and Accuracy, F1 score,

and AUC for classification. Each metric was selected for its specific strengths

and was discussed in the context of what aspect of performance it measures. To-

gether, they provide a comprehensive picture of model behaviour under various

evaluation criteria.

Next, we described the data sets used in the analysis, emphasising their di-

versity across domains, scales, complexity, and class distribution. The comple-

mentarity of these data sets allows for a robust evaluation across a range of

prediction challenges. While the selected data sets are sufficient to validate the

model’s effectiveness under different conditions, limitations in data set scale and

dimensionality were acknowledged. Larger or more complex data sets will be

explored in future work to further extend the scope of this study.

We then discussed the key pre-processing techniques applied, including strate-

gies for handling missing data, encoding categorical features, standardisation,

outlier removal, and class imbalance mitigation via resampling. These steps were

necessary to ensure data quality and consistency before model training and eval-

uation.

Following this, we introduced the benchmark models against which our pro-

posed method was compared. These included both traditional and state-of-the-art

models commonly used for interpretable and predictive time series modelling. We

also detailed the training procedures and measures taken to ensure reproducibil-

ity, including consistent random seed usage and repeated trials with fixed optimal

hyperparameters.

We then described the experimental exploration that led to the development

of FocusLearn. This began with testing whether augmenting LSTM with atten-

tion mechanisms could enhance predictive performance on multivariate time series

tasks. We further examined whether an attention-based encoder-decoder archi-
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tecture could outperform attention-augmented LSTM models. Insights gained

from these experiments informed the development of FocusLearn, a model that

integrates interpretability, modular neural networks, and feature selection.

Finally, we presented ablation experiments designed to assess the contribution

of each component within FocusLearn. These experiments isolate the role of

attention, feature selection, and modularity, providing insight into which aspects

of the model architecture most significantly influence performance.
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Chapter 4

Results

This section presents the new Neural Network architectures developed and the

outcomes and findings derived from a comprehensive analysis of the conducted

experiments. The results show that FocusLearn1 outperformed interpretable

models, Neural Additive Model (NAM) and Scalable Polynomial Additive Model

(SPAM), on all data sets. Sometimes FocusLearn even outperformed non-interpretable

models, LSTM, attention-based LSTM (AttnLSTM), attention-based encoder-

decoder (AttnED), and non-interpretable XGBoost. We discuss the prediction

results of AttnLSTM, AttnED, and FocusLearn in comparison with the bench-

mark models on time series data first, then we discuss the series of ablation

experiments conducted on FocusLearn.

1GitHub Repository: https://github.com/qisuqi/FocusLearn/tree/main
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4.1 Architecture Designs

4.1.1 AttnLSTM - Attention-based LSTM

The integration of self-attention and LSTM enables the model to selectively focus

on specific parts of the input sequence, a process that mirrors the human biolog-

ical system’s efficient information processing strategy. In essence, the attention

mechanism in the AttnLSTM model functions akin to human cognitive processes,

where information is not processed all at once, but instead attention is directed

to distinct and relevant portions of data [106]. Following many existing literature

[29, 86, 168], the workflow of the AttnLSTM involves the initial processing of in-

puts through the attention mechanism before the LSTM as shown in Figure 4.1.

Different to these literature, the specific attention mechanism used in AttnLSTM

is self-attention [144].

Figure 4.1: AttnLSTM Architecture.

The reason why self-attention is chosen over other attention mechanisms is be-

cause a variable in the multivariate time series not only depends on its past values,

but also on other variables at the same time step. Self-attention mechanisms are

better capable at capturing complex temporal dependencies, both short-term and

long-term, as shown in the Transformer model. Most importantly, self-attention
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provides some interpretability into which parts of the input sequence are most

relevant for predicting future values at each time step.

This architecture of AttnLSTM as shown in Figure 4.1 allows the attention

mechanism to play a significant role in shaping the initial representations of the in-

put sequence. AttnLSTM takes inputs as a sequence of time-ordered feature vec-

tors of length T , x = x1, x2, . . . , xT , where each xt is the observations at timestep t

for N features. The first stage of the AttnLSTM is to apply self-attention mecha-

nism across the entire sequence to learn weighted dependencies between timesteps.

For each timestep, t, AttnLSTM computes a contextual representation x̃t as a

weighted sum of all input vectors:

x̃t =
T

∑
s=1

αt,sxs (4.1)

where αt,s is the attention weight that measures the influence of input xs on

the representation at time t. The resulting sequence of attention-enhanced rep-

resentations is denoted: x̃ = x̃1, x̃2, . . . , x̃T . Subsequently, the LSTM layer learns

the attention weighted sequence, x̃, refining the ability of the model to selectively

attend to relevant temporal dependencies within the data. Consequently enhanc-

ing the capability of the model to handle long-term dependencies effectively. The

outputs of the LSTM – the final hidden state, hT , is passed to a fully-connected

layer to map the learned representation to the prediction target.

The use of attention mechanisms in conjunction with LSTMs serves the dual

purpose of preventing the model from assigning disproportionate weight to spe-

cific input features, while facilitating the establishment of meaningful correlations

between input and target features [155].

4.1.2 AttnED - Attention-based Encoder-Decoder

In AttnED2, LSTMs are used in both the encoder and the decoder, with a self-

attention in between the encoder and the decoder, as shown in Figure 4.2. This

2Using AttnED with SHAP for predicting and explaining HAid usage has been submitted
as a paper and accepted at the AI4H workshop of SITIS2022 [135].
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Figure 4.2: AttnED Architecture.
The encoder uses an LSTM to encode the input sequences into a vector with fixed

dimensionality, while the decoder uses another LSTM to decode the target sequences from the
fixed vectors.

architecture is largely similar to Yuan et al. [160] (i.e., stand-alone LSTMs are

used in both the encoder and the decoder with an attention mechanism in between

the encoder and the decoder). However, it differs in the specific implementation

of the attention mechanism, where Yuan et al. employed a global attention but

a self-attention is employed in this work. As mentioned in section 4.1.1, self-

attention is chosen in this work because they are better capable at capturing

complex temporal dependencies, both short-term and long-term.

AttnED also takes inputs as a sequence of time-ordered feature vectors of

length T , x = x1, x2, . . . , xT , where each xt is the observations at timestep t for N

features. The Encoder-LSTM in AttnED is used to learn the time dependencies

in the input multivariate time series data and returns the hidden state vectors,
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i.e., Henc = henc
1 , henc

2 , . . . , henc
T , where each henc

t represents the encoding of the

input at time t. A self-attention mechanism is then applied to the hidden state

vectors of the Encoder-LSTM, Henc, to learn how each feature of the multivariate

time series depends on other features:

c =
T

∑
t=1

αt,sh
enc
t (4.2)

where c is the context vector that captures a weighted combination of the

encoder states. A Decoder-LSTM then generates forecasting values using learned

context vector, c, as the inputs and produces a sequence of hidden states, Hdec =

h1dec, h2dec, . . . , hT dec. Following the Decoder-LSTM, a dense layer is used to

fully connect the hidden states to learn complex relationships among the features

extracted from previous layers, followed by another fully-connected layer that

generates the final predictions.

This means that the difference between AttnED and AttnLSTM is that rather

than obtaining attention weights directly from the input sequences as in AttnL-

STM, the attention weights are obtained from the hidden state vectors of the en-

coder LSTM in AttnED. Applying the attention mechanism to the hidden states

rather than directly to the inputs could offer several key advantages, particularly

in sequence-based tasks. One primary reason is that hidden states encapsulate

a richer representation of the input data [134], as they are derived from inter-

mediate layers of a neural network that have already processed and transformed

the raw inputs. This should allow the attention mechanism to focus on more

abstract and meaningful features, rather than the potentially noisy and less in-

formative raw inputs. Furthermore, using hidden states should enable the model

to attend to different aspects of the input sequence dynamically, based on the

context provided by previous and subsequent elements in the sequence [11, 155].

This dynamic contextualisation should enhance the ability of AttnED to capture

long-range dependencies in the data [11]. By contrast, applying attention directly

to the inputs as in AttnLSTM was not exploit these contextual relationships as

effectively, potentially limiting the performance of the model. Therefore, atten-

tion mechanisms applied to hidden states provide a more robust and contextually
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aware means of selectively emphasising relevant information, hopefully leading to

more accurate outputs.

4.1.3 FocusLearn - An Interpretable DNN for Multivariate

Time Series Problems

In this section, we introduce a novel interpretable model named FocusLearn3 for

time series analysis. FocusLearn seeks to outperform NAM in terms of predictive

ability, and match the predictive performance of DNNs, while retaining the com-

mendable interpretability of NAM, in order to offer a transparent understanding

of the model’s decision process, particularly regarding the specific impact of each

feature, contributing to increased interpretability and accountability.

Figure 4.3: FocusLearn Architecture.

FocusLearn consists of two main paths (training and inference) with five main components: a

1○ Recurrent Neural Network (RNN) (see section 4.1.3.1), an 2○ Attention-based Fea-

ture Selection (AFS) (see section 4.1.3.2), and a group of 4○ interpretable Modular

Neural Networks (MNNs) that learns top n input features selected by the AFS (see sec-

tion 4.1.3.3). The 5○ Attention-based Node Bootstrapping (ANB) in each module’s first

layer is weighted by the AFS ’s attention weights (see section 4.1.3.3.1). The outputs of

MNNs are then summed together and serve as predictions. All components are required

for training, and to maintain the interpretability of FocusLearn, only components in the

inference path box are used during the inference step (see section 4.1.3.7).

3FocusLearn has been accepted at the IJCNN 2024 conference, doi: 10.1109/IJCNN60899.

2024.10651481
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4.1.3.1 Recurrent Neural Network

Inputs are first processed by the RNN component, shown in 1○ in Figure 4.3,

which learns the time-dependencies in the input data. RNNs are a key model for

time series analysis due to their ability to capture the non-linearity of time series

data and model complex patterns. Their recurrent connections allow RNNs to

retain information from previous time steps, enabling the model to recognise and

learn meaningful temporal dependencies in sequential data.

The RNN component of FocusLearn, by default an LSTM network, can be

easily replaced by alternative architectures like GRU or BLSTM for enhanced

flexibility (see ablation experiments in section 4.3.3). Raw inputs, xt, are pro-

cessed by the LSTM through a series of gating mechanisms as shown in Equa-

tions (4.3)[58], where xt is the raw input sub-sequence at current timestep t, and

it, ft, and ot are the input, forget, and output gates, respectively. wa and wh are

the weights and b is the bias.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ft = σ(waxt +whht−1 + b)

it = σ(waxt +whht−1 + b)

st = tanh(waxt +whht−1 + b)

ct = ft⊙ ct−1 + it⊙ st

ot = σ(wxxt +whht−1 + b)

ht = tanh(ct)⊙ot

(4.3)

To address challenges related to vanishing or exploding gradients and the

instability of hidden representations resulting from the dynamic nature of state

updates in the RNN, layer normalisation is applied to the RNN outputs. Layer

normalisation [10] operates by independently normalising the activations of each

neuron across the RNN outputs by re-centering and re-scaling the activation

values to achieve zero mean and unit variance for each neuron.

In practice, the layer normalisation statistics are computed over all the hidden

units in the same layer as in Equations (4.4) and (4.5).
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µt
=

1

H

H

∑
i=1

ati (4.4)

σt
=

¿
Á
ÁÀ 1

H

H

∑
i=1
(ati − µ

t)2 (4.5)

where µ and σ are the normalisation terms, H is the number of hidden units in

a layer, and at is the vector representation of the summed inputs in the recurrent

layer. The at is computed from the current input xt and the previous hidden

state ht−1 as in Equation (4.6), where wh and wx are the weights for ht−1 and xt,

respectively.

at = whht−1 +wxxt (4.6)

Batch normalisation [66] and layer normalisation [10] are two methods for

preventing the problem of vanishing or exploding gradients and unstable hidden

representations due to the highly dynamic nature of state updates in an RNN.

In batch normalisation, summed inputs to each hidden unit are normalised over

all training layers. However, this may become problematic with RNNs because

the statistics of the entire batch may not be representative of the unique char-

acteristics of each time step. This can lead to sub-optimal normalisation, espe-

cially in scenarios where the sequence lengths vary. Layer normalisation made

improvements upon this by only computing the normalisation statistics over all

the hidden units in the same layer and only depends on the summed inputs to a

layer at the current time step. Therefore, by maintaining a stable distribution of

activation values, layer normalisation facilitates the effective propagation of gra-

dients through the network during training, as well as at stabilising the hidden

state dynamics in RNNs [10].
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4.1.3.2 Attention-based Feature Selection

The Attention-based Feature Selection (AFS) component of FocusLearn is in-

spired by the Multi-head attention [144]. In the original version of the Multi-

head attention, each attention head attends to an input sub-sequence as a way

to reduce the computational complexity and Q, K, V can be linearly projected

with different projections to dq and dv dimensions, respectively.

However, as we wish to use the Multi-head attention mechanism in FocusLearn

as a feature selection tool, we cannot have each head attend to an input sub-

sequence. This is because using the attention weights of the multi-head attention

would not be indicative of importance of a particular feature, given that different

weights assigned to different parts of the input data are used in each head [87].

Therefore, instead of making each head attend to a sub-sequence of the input, the

multi-head attention is modified here so each attention head computes the atten-

tion weight of each input feature independently. The details of the modifications

are discussed in the following section.

4.1.3.2.1 Applying Attention-based Feature Selection in FocusLearn

Given the number of input features, N , and the number of hidden states of the

RNN component, s, the dimension of the final states calculated from the RNN

component, H, is N × s. Each hidden state, Hi, where i ∈ 1,⋯,N , corresponds

to each input feature, xi. N number of attention heads is then applied to each

Hi as shown in Figure 4.4. Mathematically, for each feature i, the attention head

computes the attention head output, AHi, as shown in Equation (4.7), where

WQ
i ∈ R

dq×dv , WK
i ∈ Rdk×dv , and W V

i ∈ Rdq×dv are the projections of attention

head-specific weights for Qi, Ki, Vi, respectively, and Qi, Ki, Vi are the query,

key, and value matrices derived from Hi of xi.

AHi = Attention(QiW
Q
i ,KiW

K
i ,ViW

V
i ) (4.7)

MultiHead(Q,K,V ) = [AH1,AH2, ...,AHN ]WAH (4.8)
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Figure 4.4: Applying AFS in FocusLearn.

AFS is component 2○ in Figure 4.3. Each attention head focuses on each hidden state of

every feature. The attention weights generated by all attention heads across all

timesteps are then averaged to determine the overall attention weight for each feature.

In Equation (4.8), WAH ∈ R(AH ⋅dv)×dq is the attention weight that linearly

combines concatenated outputs from all attention heads. However, as previously

mentioned, WAH would not be indicative of importance of a particular feature.

Therefore, we are utilising the attention head outputs, AH, to compute the atten-

tion weights instead. To do this, we first specify that the embedding dimension

of the attention mechanism to be the number of input features, N , to ensure

each AHi has the same dimensionality as the inputs, i.e., (L,B,N), where L is

the sequence length, and B is the batch size. The sequence length refers to the

number of timesteps for the RNN to compute which is the number of observations

in the input.

Next, an adaptive feature-wise pooling operation is employed to compute the

overall attention weight, wi, for each feature. This is done by averaging the at-

tention heads output at timestep t, AH t
i , over the L (sequence length) dimension

and calculated as shown in Equation (4.9). This strategy allows AFS to capture

complex dependencies and interactions among features, as well as identifies the

relative importance of each feature, allowing FocusLearn to effectively focus on

the most salient aspects of the data for subsequent processing stages.
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wi =
1

L

L

∑
t=1

AHt
i (4.9)

An adaptive feature-wise pooling operation was chosen because the adaptive

nature allows flexibility in handling inputs with different dimensions, and only

the output length needs to be pre-defined, which is one here.

The output of the AFS component is obtained by applying the softmax func-

tion to the computed average attention weights, wi, for normalisation as shown in

Equation (4.10). F is feature position-aware, meaning that each Fi corresponds

to each input feature xi as shown in Figure 4.4. This therefore means that Fi al-

lows us to select the top n features directly from the original input at component

3○ Select Features in Figure 4.3 on page 72, which is described in detail in the

following section.

Fi = softmax(wi) (4.10)

4.1.3.2.2 Selecting Top n Features

As discussed in the previous section, F is feature position-aware so that each

Fi corresponds to a specific input feature xi. To identify and select the top n

features from the original input, we follow a systematic approach as follows:

Extract Indices: We begin by extracting the indices of the top n features

that exhibit the largest F values. For instance, if the largest F values correspond

to features at indices [1, 4, 6], we select these indices for further processing.

Create a Mask: Next, a binary mask is created based on these indices. This

mask indicates which features should be retained and which should be ignored.

For example, if our input features are indexed from 0 to 10, the mask would

be: [0, 1, 0, 0, 1, 0, 1, 0, 0, 0, 0], where 1s correspond to the selected features

(indices 1, 4, and 6) and 0s indicate features that are to be excluded for further

consideration.
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Figure 4.5: Selecting top n features.

Showing an example where F2 and Fn have the smallest values, meaning that
feature x2 and xn are to be masked out. Modular Neural Networks (MNNs) are

then only constructed for feature x1 and xn−1.

Select Features Using the Mask: Finally, we apply the mask to the origi-

nal input, effectively filtering out the less important features. By multiplying the

original input by the mask, we retain only the selected features. For example, if

the original input consists of 10 features, applying the mask results in retaining

features 1, 4, and 6 while setting the values of all other features to zero.

This masking operation ensures that only the top n features influence the

model’s predictions and gradient calculations, effectively filtering the feature

space. This process effectively filters the feature space, allowing FocusLearn to

concentrate on the most relevant attributes.

Given n selected features, n Modular Neural Networks (MNNs) are then con-

structed as illustrated in Figure 4.5. The details of MNNs are discussed in the

following section. In FocusLearn, the parameter n can either be pre-defined based

on prior knowledge or tuned as a hyper-parameter to optimise model performance.

This flexibility in setting n enables a tailored approach, accommodating various

data sets and modelling requirements. To ensure that gradients are propagated

adequately through the MNNs (discussed in section 4.1.3.3), F is sent through a

Rectified Linear Unit (ReLU) and a fully-connected layer so that the loss of the

RNN-AFS components can be calculated (discussed in section 4.1.3.6).
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4.1.3.3 Modular Neural Networks of FocusLearn

Figure 4.6: The MNNs component of FocusLearn.

MNN is component 4○ in Figure 4.3. Each module in MNNs learns each selected input

feature independently with ANB (component 5○ in Figure 4.3) acts as a bridge

between the AFS and the MNN component.

Each module in the MNNs component 4○ of FocusLearn consists of a single

selected input feature trained independently by a collection of linear computation

and ReLU activations as shown in Figure 4.6. Training each selected input feature

independently ensures the impact of each feature on the prediction is independent

of other features. Thus, this component methodologically belongs to the GAM

family, following Equation (4.11), where y is the target variable, β is the intercept,

g is the link function, x = x1, x2, ..., xn is the input (or the selected input in the

case of FocusLearn), and each fi is a univariate shape function with E(fi) = 0.

g(E(y)) = β + f1(x1) + f2(x2) +⋯fn(xn) (4.11)

The MNNs component renders FocusLearn interpretable because each univari-

ate shape function is parameterised by a neural network through a series of linear

transformations, as done with NAM. This means that the weights and biases of

the neural network are served as the parameters that define the behaviour of the

univariate shape function. Each neural network, through its layers and neurons,

maps inputs to outputs, and the values of these parameters are learned during

training to approximate the desired shape function.
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Adding ReLU ( 7○, 8○, and 9○ in Figure 4.6) into this series of linear trans-

formations also introduces non-linearity [126] to FocusLearn, particularly with a

feature’s current value and its past value. The ability to capture non-linearity

is paramount in time series analysis, where the temporal dependencies and dy-

namic patterns inherent in the data necessitate the ability of FocusLearn, par-

ticularly the MNNs component, to learn complex representations. The inherent

non-linearity introduced by ReLU empowers FocusLearn to discern and leverage

intricate structures in the input-output mapping, leading to improved predictive

performance and a more comprehensive understanding of the underlying temporal

dynamics.

4.1.3.3.1 Attention-based Node Bootstrapping

The main difference between the MNNs component of FocusLearn and NAM is

that each feature is initially weighted using the attention weights F in FocusLearn,

which will be shown to improve predictive performance considerably. To achieve

this, we introduce Attention-based Node Bootstrapping (ANB) to each module

(see Figure 4.3 5○) to learn the weights based on the inputs factored by the at-

tention weights and shifted by a bias. For each module, Xavier Initialisation

[51] initialises the biases (to zeros) and weights at each layer. The previously-

computed attention weights for the selected features, F , are then multiplied by

the initialised weights, Winit, as in Equation (4.12). Finally, the ReLU activation

function is applied to each ANB for each scalar input x shifted by a bias, b, as

shown in Equation (4.13). ANB is applied in the first layer of each module (Linear

1 in Figure 4.3 4○), so each Fi can be used directly. These individual networks are

then trained jointly with the RNN and AFS components using back-propagation,

to ensure the MNNs components are learned rather than discovered by chance.

Wmodi =Winiti ∗ Fi (4.12)

ANB(x) = ReLU((x − b) ∗Wmod) (4.13)
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ReLU was chosen for two reasons. Firstly, due to its aptitude for capturing

non-linear and intricate relationships within the data. Secondly, due to its efficacy

in mitigating the vanishing gradient problem [51, 52], a pervasive issue in deep

learning optimisation. By allowing positive gradients to pass unimpeded during

backpropagation for positive input values, ReLU helps prevent the exponential

decay of gradients encountered in traditional activation functions, thereby facil-

itating more effective weight updates and ultimately enhancing the convergence

of the model.

4.1.3.4 Explanation Visualisations of FocusLearn

As with NAM, the interpretability of FocusLearn comes from visualising the shape

functions for each modular network. Since each selected feature is learned inde-

pendently, the shape functions show the exact contribution of a module (i.e.,

feature) to a prediction, and the relationship between fi(xi) and xi can be plot-

ted to visualise and describes exactly how FocusLearn computes a prediction.

Figure 4.7: An example of the graphs learned by FocusLearn for Weather.
Predicting whether it will rain tomorrow (classification) on the Weather data set. These plots

show two features selected by AFS– Humidity at 3pm and Wind direction at 3pm, where
selected features with normalised and original values are on the x-axis, and contribution

towards the prediction are on the y-axis.

An example of the visualisation is shown in Figure 4.7, with the full explana-

tion visualisations of FocusLearn provided in Appendix B. In the visualisations,

each shape function for each feature is plotted with its corresponding normalised

data density, as in NAM. Feature values are on the x-axis, and feature contri-

butions are on the y-axis. The shape functions are presented using a blue line,
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allowing us to see the contribution of each feature varies with different feature

values. The normalised data density are presented in the form of red bars, where

a darker red denotes a higher data density. This allows us to see if the model had

an adequate amount of data to learn the appropriate shape functions.

Taking Figure 4.7 as an example, the shape function plot for Humidity at

3pm shows that humidity from 60 to 99% at 3pm today will likely lead to rain

tomorrow. The start of the upward trend of the contribution of humidity occurs

in a region of high data density. The plot for Wind Direction at 3pm shows

higher chances of rain tomorrow when there is a northerly wind today, compared

with lower chances of rain tomorrow when the wind direction changes to a more

southerly wind today.

4.1.3.5 Learning Rate Scheduler

Since FocusLearn strongly resembles the Transformer architecture, we are em-

ploying the Cosine Annealing learning rate warm-up scheduler [91] to further

accelerate convergence, stabilise the training, and improve generalisation for the

Adam optimisation algorithms [90]. Unlike traditional approaches of setting the

learning rate as a constant or in a decreasing order, the learning rate warm-up

technique progressively increases the learning rate from zero to the specified value

in the initial training iterations. This strategy proves particularly beneficial for

adaptive optimisation algorithms like Adam, which leverage bias correction fac-

tors. The warm-up mitigates potential issues associated with higher variance in

the first training iterations, ensuring a smoother optimisation trajectory. Addi-

tionally, the application of layer normalization techniques in the RNN component,

while essential for stabilising activations, can sometimes lead to very high gradi-

ents during the initial iterations. The combination of these techniques contributes

to a more stable and efficient training process for FocusLearn.
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Figure 4.8: Zoomed in view of two paths of FocusLearn.

4.1.3.6 Loss Functions

To ensure the network gradients are flowing through all components of FocusLearn

and improve FocusLearn’s convergence during training, the RNN 1○-AFS 2○ and

MNNs components are trained jointly, with each one aiming to minimise the

Mean Squared Error Loss for regression tasks and Binary Cross-Entropy with

Logits Loss for classification tasks as in Equation (4.14), where y is the target

value, ỹi is the predicted value, and N is the number of data points.

Loss =

⎧⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
N ∑(yi − ỹi)

2 for regression

− 1
N ∑

N
i=1(yi ∗ log(ỹi) + (1 − yi) ∗ log(1 − ỹi)) for classification

(4.14)

As Figure 4.8 shows, there are two paths for the inputs to traverse: training

and inference. In the training box (left), there are a ReLU and a fully-connected

layers implemented after the AFS component. The ReLU and the Fully-connected

layers are added to ensure the gradients are back-propagating back to the inputs

and the RNN 1○-AFS 2○ components are learned during the training phase. The
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loss of the produced Attention Outputs are summed together with the loss of the

Modules Outputs as the final loss for FocusLearn to minimise, as in equation 4.15.

LossFocusLearn = LossRNN-AFS + Lossmod (4.15)

4.1.3.7 Dual-Paths of FocusLearn

All components of FocusLearn are required in the training phase, but only the

inference path (right) is required at inference time. To ensure the explainability

of FocusLearn, the inference path includes by construction only the MNN com-

ponent. This means that at inference time components linked by dashed arrows

in the training only box of Figure 4.8 are omitted. Therefore, the RNN 1○-AFS

2○ components exclusively handle feature selection during training. Then once

the top n features are selected, FocusLearn becomes as explainable as NAM, as

it no longer relies on the excluded components for inference.

4.2 Prediction Results On Time Series Data

In this study, XGBoost is considered interpretable when the number of trees

remains below 50. When the tuned model exceeds this threshold, it is treated

as a black-box model due to the cumulative complexity of multiple interacting

trees, which makes it infeasible to extract meaningful, human-understandable

rules or feature effects. The consequence of this is twofold. First, comparisons

against such high-tree-count XGBoost models serve as a benchmark for predictive

performance against a strong but non-interpretable baseline. Second – and more

critically – if the proposed interpretable model (FocusLearn) is able to match or

outperform this complex version of XGBoost, it provides evidence that strong

prediction performance does not have to come at the expense of interpretability.

This reinforces the practical value of the proposed model in settings where both

accuracy and transparency are essential.
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Table 4.1: Test set average results comparison of FocusLearn with other methods

on four data sets for time series regression and classification.

Means and standard deviations are reported from 5 independent training and evaluation runs,
each with different random initialisations using the same optimal hyper-parameters (see

Appendix C.1) for each task. For regression tasks, lower results are better (↓). For
classification tasks, higher results are better (↑). Regression results are ranked by the SMAPE

and classification results are ranked by Accuracy.

Regression ↓

SMAPE WAPE MASE Training Time Training Time %

Air

AttnED 0.2547∗ 0.1578∗∗ 1.1918∗ 14,619.98 1,220.26
FocusLearn 0.2640∗∗ 0.1637∗∗ 0.1654∗∗ 1,198.10 100.00
XGBoost-No Impute(50) 0.2704∗∗ 0.1706∗∗ 0.1706∗∗ 20.92 1.75
AttnLSTM 0.2852∗∗ 0.1887∗∗ 1.4250∗ 4,260.25 355.58
XGBoost-Impute(50) 0.2969∗∗ 0.1965∗∗ 1.4841∗∗ 20.92 1.75
LSTM 0.2935∗ 0.1772∗∗ 0.1774∗∗ 1,289.57 107.63
NAM 0.5221∗ 0.4206∗ 0.4166∗ 3,598.02 300.31
SPAM 0.5231+ 0.2778+ 0.2765+ 1,571.26 131.15

Energy

AttnLSTM 0.3530∗ 0.4421∗ 1.4065+ 96.45 155.97
FocusLearn 0.3704∗ 0.4557∗ 0.5503∗ 119.64 193.47
AttnED 0.4630∗ 0.70∗ 2.2266∗ 290.10 469.11
SPAM 0.4853∗ 0.5486 0.6557 70.20 113.52
XGBoost-No Impute(10) 0.7633∗∗ 1.0533∗∗ 3.3509∗∗ 0.06 0.10
NAM 1.3801+ 1.4320+ 1.7856+ 157.11 254.06
LSTM 1.5022∗∗ 0.8922∗∗ 2.8511∗∗ 61.84 100.00

Classification ↑

Accuracy F1 AUC Training Time Training Time %

EEG

FocusLearn 0.8203∗ 0.8131∗ 0.8203∗ 24.28 100.00
AttnED 0.7047+ 0.0890+ 0.5240+ 195.65 805.81
XGBoost-No Impute(5) 0.6959∗∗ 0.6169∗ 0.6824∗∗ 0.02 0.08
NAM 0.5430∗∗ 0.0115∗∗ 0.5020∗∗ 136.56 562.44
SPAM 0.5000∗ 0.0159∗ 0.5002∗ 115.61 476.15
LSTM 0.5000∗∗ 0.2667+ 0.5∗∗ 53.53 220.47
AttnLSTM 0.3906+ 0.1149+ 0.4795∗ 89.90 370.26

Weather

AttnLSTM 0.8624∗∗ 0.5494∗ 0.7022∗ 1,770.23 266.42
AttnED 0.8614∗∗ 0.5394∗ 0.6961∗ 4,452.03 670.02
FocusLearn 0.8518∗∗ 0.7857∗ 0.8008∗∗ 1,192.00 179.39
XGBoost-No Impute(5) 0.8473∗ 0.5508∗ 0.7009∗ 0.23 0.03
XGBoost-Impute(5) 0.8468∗ 0.5583∗ 0.7046∗∗ 0.21 0.03
LSTM 0.8419∗∗ 0.4592∗ 0.6509∗∗ 664.46 100.00
SPAM 0.8369∗∗ 0.4305+ 0.6444∗ 1,231.40 185.32
NAM 0.8169∗∗ 0.2442+ 0.5687∗ 1,552.91 233.71

Interpretable model. Non-interpretable model.
∗∗: Variance across experiments is < 0.01.
∗: Variance across experiments is < 0.05.
+: Variance across experiments is > 0.05.

Note: The number in parentheses after XGBoost’s name is the optimal number of trees for it;
XGBoost is deemed as non-interpretable if the number of trees exceeds 50. Data are

pre-processed differently for XGBoost. More specifically, XGBoost supports missing values by
default, whereas missing values are imputed for training with other models. Therefore, to
ensure a fair comparison with other models, missing values are imputed for training with

XGBoost-Impute if there are missing values.
Since XGBoost requires significantly less training time than neural network models, it is

consistently the fastest; therefore, training time percentage are also reported which is relative
to the fastest neural network model.
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4.2.1 AttnLSTM usually predicts better than an LSTM

Hypothesis: It is hypothesised that combining LSTM with attention mecha-

nisms will result in a time series model that outperforms a stand-alone LSTM in

terms of prediction performance measured by metrics such as Accuracy for clas-

sification problems and Mean Absolute Percentage Error (MAPE) for regression

problems.

Table 4.1 shows that AttnLSTM significantly outperformed LSTM in the En-

ergy and Weather data sets across all evaluation metrics. In particular, AttnL-

STM achieved best Symmetric Mean Absolute Percentage Error (SMAPE) and

Weighted Absolute Percentage Error (WAPE) in the Energy data set, and the

best accuracy in the Weather data set. On the other hand, LSTM is the worst

performer in the Energy data set in terms of SMAPE, where AttnLSTM out-

performed LSTM in SMAPE by 76.5%, 50.4% in WAPE, and 50.7% in MASE.

LSTM is also one of the bottom performing model in the Weather data set, with

AttnLSTM outperformed LSTM in accuracy by 2.4%, 16.4% in F1 score, and

7.3% in AUC.

In the Air data set, the difference in SMAPE and WAPE between AttnLSTM

and LSTM is minimal, with AttnLSTM achieved a better SMAPE than LSTM (by

2.8%), and LSTM achieved a better WAPE than AttnLSTM (by 6.1%). However,

LSTM achieved a far better MASE than AttnLSTM by 87.55%. Examining the

prediction visualisations in Figure 4.9, predicted values of LSTM also seem to

align better with the true values than those of AttnLSTM.

Table 4.1 shows that AttnLSTM not only achieved a much worse performance

than LSTM in the EEG data set, it is also the worst performer amongst all models.

It is worth to note that LSTM only achieved 50% accuracy and AUC, suggesting

that LSTM is performing at a level of random choice, which is typically considered

very poor performance, especially for a binary classification task. An accuracy

of 50% suggests that LSTM is correct half of the time, and this is equivalent to

random guessing in a binary classification scenario. An AUC of 50% suggests that

LSTM has no discrimination capacity between two classes. With a lower accuracy,
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F1, and AUC score, it shows that AttnLSTM performs even below random choice.

This means that AttnLSTM is consistently making incorrect predictions with the

EEG data set, which is worse than guessing randomly.

Overall it can be said that AttnLSTM can achieve a better predictive perfor-

mance than LSTM, but in specific contexts. Notably, AttnLSTM emerged as the

best performer in the larger binary classification task (Weather has 137,910 in-

stances), suggesting its ability to leverage the attention mechanism effectively

when substantial data is available. However, AttnLSTM struggled with the

smaller binary classification task (EEG has 14,892 instances), where its perfor-

mance was less consistent. This could be due to the fact that attention mechanism

needs more data, with more diverse information, to learn the complex patterns

in the data. Also, as attention mechanism selectively focus on the most relevant

parts of the input sequence, attention mechanism would become more benefi-

cial when there is a lot of information to sift through. Furthermore, the EEG

data set contains highly correlated input variables (correlation matrix shown in

Appendix D.3.1), making it challenging for AttnLSTM to extract meaningful pat-

terns, leading to its poor performance. The Weather data set, being large and

relatively structured, allowed AttnLSTM to leverage its attention mechanism ef-

fectively, achieving the highest accuracy among all models.

In regression tasks, AttnLSTM also showed a stronger capability overall; al-

though LSTM outperformed AttnLSTM in the Air data set in terms of MASE,

the difference was minimal in terms of SMAPE and WAPE. This indicates that

AttnLSTM may possess better generalisation and robustness in handling diverse

data scenarios, particularly in larger or more complex data sets. Furthermore,

the Energy data set exhibits strong seasonality, as indicated by its time series

decomposition plot (Appendix D.1.1), where the seasonal component shows pro-

nounced fluctuations with frequent ups and downs. This variability may have

allowed AttnLSTM ’s attention mechanism to effectively capture important pat-

terns by selectively focusing on relevant past time steps, leading to significant

performance improvements. In contrast, the seasonal pattern in the Air data

set (Appendix D.2.1) is much smoother, with more gradual variations over time.

This relative smoothness may have reduced the advantage of the attention mech-
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anism, resulting in AttnLSTM performing less effectively in Air compared to its

performance in Energy.

The findings indicate that AttnLSTM is generally a superior model in predic-

tive performance, especially in large data sets, supporting the hypothesis. How-

ever, its effectiveness is strongly influenced by data characteristics. In data sets

with limited data points and smoother seasonal patterns, LSTM may still be more

reliable.

4.2.2 AttnED sometimes predicts better than AttnLSTM

Hypothesis: It is hypothesised employing an LSTM to first capture the data

representations and temporal dependencies, followed by an attention mechanism

to learn from the hidden states may be more effective than using an attention

mechanism initially to process the inputs, followed by an LSTM, in terms of

prediction performance measured by metrics such as Accuracy for classification

problems and Mean Absolute Percentage Error (MAPE) for regression problems.

The experimental results presented in Table 4.1 indicate that AttnED out-

performed AttnLSTM in both the Air and EEG data sets across all evaluated

metrics. In particular, AttnED achieved the best results in SMAPE and WAPE

metrics for the Air data set, demonstrating its effectiveness in handling large

regression data sets. Furthermore, in the EEG data set, a smaller classification

data set, AttnED continued to deliver a better performance than AttnLSTM,

with AttnLSTM being the worst performer in the EEG data set, suggesting that

the architecture of AttnED is well-suited for various types of data.

Although AttnLSTM outperformed AttnED in the Weather data set, the ob-

served differences in performance metrics were minimal, where the difference in

Accuracy was only 0.12%, with F1 and AUC metrics showing differences of 1.8%

and 0.87%, respectively. Table 4.1 shows that AttnLSTM also outperformed At-

tnED in the Energy data set, however, the prediction visualisations in Figure 4.10

shows that AttnLSTM’s predicted time series appears quite flat and fails to cap-

ture the peaks, whereas AttnED, despite overestimating the peaks, demonstrates

a better ability to reflect the overall upward and downward patterns of the data.
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(a) AttnED

(b) FocusLearn

(c) XGBoost-No Impute

(d) AttnLSTM

Figure 4.9: Prediction Visualisations for the Air Data Set.
X-axis represents predicted timesteps and y-axis represents feature values. True future time
series are in orange and predicted time series are in blue. Data are pre-processed differently

for XGBoost. More specifically, XGBoost supports missing values by default, whereas missing
values are imputed for training with other models. Therefore, to ensure a fair comparison with

other models, missing values are imputed for training with XGBoost-Impute if there are
missing values.
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(e) XGBoost-Impute

(f) LSTM

(g) NAM

(h) SPAM

Figure 4.9: Prediction Visualisations for the Air Data Set (cont.).
X-axis represents predicted timesteps and y-axis represents feature values. True future time
series are in orange and predicted time series are in blue. Data are pre-processed differently

for XGBoost. More specifically, XGBoost supports missing values by default, whereas missing
values are imputed for training with other models. Therefore, to ensure a fair comparison with

other models, missing values are imputed for training with XGBoost-Impute if there are
missing values.
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(a) AttnLSTM

(b) FocusLearn

(c) AttnED

(d) SPAM

Figure 4.10: Prediction Visualisations for the Energy Data Set.
X-axis represents predicted timesteps and y-axis represents feature values. True future time

series are in orange and predicted time series are in blue.
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(e) XGBoost-No Impute

(f) NAM

(g) LSTM

Figure 4.10: Prediction Visualisations for the Energy Data Set (cont.).
X-axis represents predicted timesteps and y-axis represents feature values. True future time

series are in orange and predicted time series are in blue.
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Despite the fact that AttnED consistently ranking among the top three per-

formers across all data sets in terms of SMAPE (for regression tasks) and Accu-

racy (for classification tasks), AttnED’s predictive performance on other metrics

is less impressive. The EEG data set, being noisy and with highly correlated

input variables, presented challenges for both AttnLSTM and AttnED. In partic-

ular, AttnED achieved an F1 score of just 0.0890, placing it among the lowest-

performing models in terms of F1 score. In the context of a binary classification

task, such a low F1 score suggests that AttnED struggled to distinguish between

the classes and was essentially making random guesses. Similarly, AttnLSTM also

exhibits inconsistent performance. For instance, AttnLSTM is the best performer

in the Energy data set (small regression task) and the Weather data set (large

classification task), it faced challenges in the EEG data set (small classification

tasks), where it was the lowest performer among the models evaluated in terms

of Accuracy and AUC.

The experimental results suggest that employing an LSTM to first capture

the data representations and temporal dependencies, followed by an attention

mechanism to learn from the hidden states, as in AttnED, may be more effective

than using an attention mechanism initially to process the inputs, followed by an

LSTM, as in AttnLSTM. This configuration of AttnED appears more advanta-

geous, as demonstrated by its prediction results compared to that of AttnLSTM,

because the LSTM is inherently well-suited for modelling sequential data and

capturing long-term dependencies, which are important for tasks involving time

series. By first allowing the LSTM to learn these dependencies, the attention

mechanism can then focus more effectively on the most relevant hidden states,

refining the understanding of the model of key information in the input sequence.

In contrast, applying attention to the inputs before the LSTM may limit the abil-

ity of the model to fully exploit temporal patterns, as the attention mechanism

might not prioritise the most important temporal relationships before the LSTM

has processed the sequence.
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4.2.3 FocusLearn can predict better than

interpretable models

Hypothesis: It is hypothesised that the proposed interpretable time series model

will achieve better prediction performance than state-of-the-art interpretable mod-

els, such as NAM, as measured by metrics such as Accuracy for classification

problems and Mean Absolute Percentage Error (MAPE) for regression problems.

Table 4.1 indicates that the predictive performance of FocusLearn substan-

tially and consistently exceeds that of both interpretable models, NAM and

SPAM, across all evaluation metrics in both regression and classification tasks.

Notably, NAM and SPAM often rank among the worst-performing models, partic-

ularly in the Air and Weather data sets. As shown in Figure 4.9 and Figure 4.10,

FocusLearn captures patterns and trends in the Air and Energy data sets more

effectively, with predicted values closely aligning to ground truth, whereas NAM

and SPAM fail to learn meaningful patterns, resulting in almost flat-line pre-

dictions. This suggests that NAM and SPAM may struggle with capturing the

complex temporal dependencies present in these data sets, which FocusLearn

handles more effectively.

XGBoost is deemed as an interpretable model when its optimal number of

trees remains below 50. Table 4.1 shows that XGBoost meets this criterion for

the Energy, EEG, and Weather data sets, where the optimal number of trees is

10, 5, and 5, respectively. Despite its interpretability in these cases, FocusLearn

consistently outperforms XGBoost across all data sets and evaluation metrics,

with the performance gap being especially clear in the Energy and EEG data

sets. Specifically, FocusLearn improves the SMAPE score by 51%, the WAPE

score by 56%, and the MASE score by 85% compared to interpretable XGBoost

in the Energy data set. The inability of XGBoost to capture the fluctuations

in the Energy data set, as evidenced in Figure 4.10, suggests that tree-based

models may struggle with non-stationary time series that exhibit rapid short-

term variations. Similarly, in the EEG data set, FocusLearn achieves the best

overall performance, even surpassing DNN time series models, highlighting its

effectiveness in learning from noisy sequential data.
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Although XGBoost achieves results close to FocusLearn in the Weather data

set, particularly in accuracy (FocusLearn: 0.8518, XGBoost-No Impute: 0.8473,

and XGBoost-Impute: 0.8468), FocusLearn significantly outperforms XGBoost

in F1 and AUC scores. FocusLearn improves the F1 score by 30% compared to

XGBoost-No Impute and by 29% compared to XGBoost-Impute, while achieving

a 12% improvement in AUC for both variants. Given that the Weather data

set was resampled to address class imbalance (original class distribution: 1:0.26),

the superior performance of FocusLearn in AUC suggests that it is better at

distinguishing between classes under imbalanced conditions.

There are two variants of XGBoost (XGBoost-No Impute and XGBoost-

Impute) evaluated here because XGBoost supports missing values by default,

whereas missing values are imputed for training with other models. Therefore,

missing values are imputed for training with XGBoost-Impute, if there are miss-

ing values, to ensure a fair comparison with other models. In the Weather data

set, results show that the difference in predictive performance between XGBoost-

Impute and XGBoost-No Impute is also minimal, suggesting that XGBoost’s

built-in missing value handling is robust for this data set.

Beyond predictive accuracy, FocusLearn also demonstrates faster computa-

tional efficiency because it excludes the RNN-AFS components during inference

and uses a reduced set of features. It consistently achieves faster computation

times than NAM across all data sets and is faster than SPAM in the Air, EEG,

and Weather data sets, making it the fastest neural network for the Air and

EEG data sets. In the Energy data set, FocusLearn is 24% faster than NAM,

though SPAM remains the fastest by 41%. Similarly, in the Weather data set, Fo-

cusLearn outperforms NAM by 23% and SPAM by 3.2%. These results indicate

that FocusLearn not only improves predictive performance over NAM, SPAM, and

XGBoost but also achieves faster inference times, making it a practical choice for

real-time applications.

The performance differences across data sets can be attributed to their unique

characteristics. The Energy data set exhibits strong seasonality, as indicated by

a clear daily pattern in its time series decomposition plots (Appendix D.1.1), and

high variance, evidenced by large fluctuations in observed values (Appendix D.1.2).
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Tree-based models like XGBoost may struggle with such data due to their lim-

ited ability to capture long-term dependencies. The EEG data set is characterised

by noisy sequential data, where the presence of redundant or irrelevant features

makes feature selection crucial, as shown by the correlation matrix shown in Ap-

pendix D.3.1, which can obscure meaningful patterns. The Weather data set

presents challenges due to class imbalance and missing data, where FocusLearn ’s

advantage in learning class distributions and handling missing values effectively

results in higher F1 and AUC scores. The poor performance of NAM and SPAM

across data sets suggests that these models may be less capable of learning com-

plex, non-linear relationships in sequential data.

In summary, FocusLearn consistently outperforms interpretable models (NAM,

SPAM, and interpretable XGBoost) across all data sets, both in predictive ac-

curacy and computational efficiency, further confirming the proposed hypothesis.

The analysis suggests that FocusLearn is particularly well-suited for data sets with

high variance, strong temporal dependencies, and imbalanced class distributions,

where traditional tree-based models and simpler interpretable neural networks

may struggle. In particular, combining the attention mechanism with LSTMs for

feature selection, as hypothesised, has proven beneficial for the EEG data set,

where FocusLearn achieved the best performance. These findings emphasise the

need for further research into bridging interpretability and performance in time

series forecasting models.

4.2.4 FocusLearn can match the performance of

non-interpretable models

Hypothesis: It is hypothesised that the proposed interpretable time series model

will match or achieve better prediction performance than traditional DNN-based

time series models, such as LSTM, as measured by metrics such as Accuracy for

classification problems and Mean Absolute Percentage Error (MAPE) for regres-

sion problems.

The results presented in Table 4.1 demonstrate that FocusLearn outperforms

non-interpretable models (LSTM, AttnLSTM, AttnED, and non-interpretable
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XGBoost) across all evaluation metrics in the EEG data set, and attains compa-

rable performance in the Air, Energy, and Weather data sets, with FocusLearn

ranks second in terms of SMAPE in the Air and Energy data sets and ranks third

in terms of Accuracy in the Weather data set.

In the regression tasks involving Air and Energy data sets, FocusLearn ob-

tained the best performance in terms of MASE compared to all models, while also

demonstrating the second-best performance in SMAPE and MAPE. Importantly,

the difference in the performance between FocusLearn and the top-performing

model (AttnED for Air and AttnLSTM for Energy) in terms of SMAPE and

MAPE metrics is negligible, with only a 3.5% difference in SMAPE and a 3.6%

difference in WAPE compared to AttnED in the Air data set, and a 4.6% dif-

ference in SMAPE and a 3.0% difference in MAPE compared to AttnLSTM in

the Energy data set. The prediction visualisations for the Energy data set in

Figure 4.10 show that AttnLSTM tends to underestimate the peaks in the future

time series, whereas AttnED consistently overestimates these peaks. FocusLearn,

however, can strike a balance between the two sometimes, demonstrating that

FocusLearn can sometimes capture the variations without significant over- or un-

derestimation. Furthermore, it is shown that FocusLearn can handle both time

series with strong seasonality, as in Energy, and with smoother seasonality, as in

Air.

In classification tasks with EEG and Weather, FocusLearn achieved the best

performance across all evaluation metrics in EEG, demonstrating that FocusLearn

can handle high-dimensional and inherently noisy data where LSTM, AttnLSTM,

and AttnED struggled. In the Weather data set, FocusLearn ranked third in

terms of Accuracy, closely following AttnLSTM and AttnED, but FocusLearn

achieved the best F1 and AUC scores compared to all models by a large margin.

More specifically, FocusLearn yields an increase of 30% in F1 and an increase of

12% in AUC compared to AttnLSTM, and FocusLearn yields an increase of 31%

in F1 and an increase of 13% in AUC compared to AttnED. The difference in

terms of Accuracy between AttnLSTM (the best performer for the Weather data

set) and FocusLearn is also minimal with only a 1.2% difference between the two.
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Finally, FocusLearn also often has a faster computation time compared to

the non-interpretable models, with FocusLearn being the fastest neural network

model in the Air and EEG data sets. Although LSTM is the fastest neural

network in both Energy and Weather data sets, it is also the worst performing

model in the Energy data sets and achieved less than 50% F1 score in the Weather

data set. While FocusLearn is 48% slower than LSTM in the Energy data set

and 44% slower than LSTM in the Weather data set. Compared to all models,

FocusLearn ranks as the third fasted neural network in the Energy data set and

ranks as the second fasted neural network in the Weather data set.

Overall, FocusLearn can match the prediction results of non-interpretable

DNN models, and can also outperform them on all metrics sometimes (i.e.,

EEG). FocusLearn also can have a faster computation time compared to non-

interpretable DNN models (i.e., AttnLSTM and AttnED).

4.2.5 Summary

Overall, prediction results presented in Table 4.1 along with prediction visualisa-

tions for the regression data sets (Air and Energy) in Figure 4.9 and Figure 4.10

show that FocusLearn consistently ranks among the top three performers across

all data sets and metrics, and can capture the up-and-down pattern in the future

time series. In contrast, the performance of other DNN models, such as LSTM,

AttnLSTM, and AttnED, fluctuates significantly across data sets, underscoring

FocusLearn’s reliable performance. This consistency is particularly noteworthy

given that FocusLearn is an interpretable model, challenging the common notion

that interpretable models may sacrifice predictive accuracy. The poor predictive

performance of other interpretable models, such as NAM and SPAM, is evident in

this study, as they consistently rank among the worst performers across all data

sets and metrics. For regression tasks, FocusLearn’s predictions are also much

more closely aligned with the true values than NAM and SPAM, as demonstrated

in Figure 4.9 and Figure 4.10, further confirming its superior predictive power.

Finally, in the case of the EEG data set, FocusLearn not only outperforms

all other models (both interpretable and non-interpretable) across every metric,
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but these models, particularly DNN models, perform exceptionally poorly. For

example, AttnED achieved an F1 score as low as 0.0890, LSTM achieved an AUC

of just 0.5, and AttnLSTM achieved an accuracy as low as 0.3906. These results

emphasise the strong performance of FocusLearn, especially when other models

struggle. Additionally, FocusLearn is either the fastest DNN model or close to it,

with only XGBoost outperforming it in terms of training time.

4.3 Ablation Experiments on FocusLearn

In this section, we will discuss a series of ablation experiments conducted on Fo-

cusLearn to further evaluate its performance. These experiments are designed to

demonstrate the effectiveness of various novel ideas introduced in the develop-

ment of FocusLearn – Attention-based Feature Selection (AFS), Attention-based

Node Bootstrapping (ANB), Dual-Paths, as well as the choice of different RNNs

and the choice of n (number of features to select). By systematically testing these

innovations under different conditions, we aim to provide a deeper understanding

of their impact on the overall accuracy, robustness, and generalisation capabilities

of FocusLearn. The results obtained from these experiments will offer valuable

insights into the strengths and potential limitations of the proposed methods,

thereby contributing to a more comprehensive assessment of FocusLearn’s ability

as a high performance interpretable time series model.

4.3.1 How effective is Attention-based Feature Selection in

improving the predictive performance of FocusLearn?

The Attention-based Feature Selection (AFS) component (see component 2○ in

Figure 4.3 on page 72) drives the feature selection in FocusLearn, as learning

only the most salient features has been shown to be a useful method of improving

interpretability and allocating learning capacity more effectively [21, 53]. There-

fore, to validate the effectiveness of the proposed AFS, the effect of FocusLearn

with and without feature selection is examined.
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Table 4.2: Test set average results comparison of the AFS component of FocusLearn

on four data sets for time series regression and classification.

Two experiments are compared for each data set – using AFS for feature selection and
without any feature selection where all available features are used. For regression tasks, lower
results are better (↓). For classification tasks, higher results are better (↑). n represents the

number of features.
Regression ↓

SMAPE WAPE MASE Training Time

Air
FocusLearn - n = 10 0.2640 0.1637 0.1654 1,198.10
FocusLearn - n = 16 0.2754 0.1721 0.1723 2,750.10

Energy
FocusLearn - n = 10 0.3704 0.4557 0.5503 119.64
FocusLearn - n = 29 0.5994 0.6729 0.7925 97.39

Classification ↑

Accuracy F1 AUC Training Time

EEG
FocusLearn - n = 10 0.8203 0.8131 0.8203 24.28
FocusLearn - n = 14 0.7853 0.75 0.7852 91.36

Weather
FocusLearn - n = 10 0.8518 0.7857 0.8008 1,192.00
FocusLearn - n = 21 0.8442 0.4726 0.6567 899.42

The performance of n = 10 (reported in the result section 4.2) and using all

available features in the inputs (no feature selection) are compared for each data

set (Air, EEG, Energy, and Weather) using the evaluation metrics as in sec-

tion 3.1.1 (e.g., SMAPE, MASE, and WAPE for regression tasks, and Accuracy,

F1, and AUC for classification tasks, as well as the training time). The Air data

set has 16 features, Energy has 29 features, EEG has 14 features, and Weather

has 21 features. Optimal hyper-parameters for all data sets selected during hyper-

tuning are used for this experiments, and trained for 100 epochs with the Adam

optimiser and early call-backs to avoid over-fitting.

Table 4.2 shows that the application of feature selection using AFS in our

study led to a significant enhancement in the prediction performance, with the

n = 10 experiments consistently outperforming n = all available features in all

evaluation metrics for both regression and classification tasks. This marked im-

provement underscores the effectiveness of AFS, which efficiently reduced the

feature space, eliminated irrelevant attributes, and emphasised the most impor-

tant variables. By focusing FocusLearn’s learning process on the most informative

features, AFS is able to enhance the predictive performance of FocusLearn. These

findings validate the utility of feature selection in refining machine learning mod-

els and highlight its potential to improve outcomes in similar research contexts.
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4.3.2 How effective is Attention-based Node Bootstrapping

in improving the predictive performance of FocusLearn?

In FocusLearn, each feature is initially weighted using the attention weights in the

Modular Neural Networks (MNNs) component (see component 4○ in Figure 4.3).

This is done by applying Attention-based Node Bootstrapping (ANB) to each

module (see component 5○ in Figure 4.3) to learn the weights based on the inputs

factored by the attention weights obtained from the AFS component. To test

how effective ANB is in improving the predictive performance of FocusLearn,

prediction results of FocusLearn with and without ANB are compared using all

data sets. As the MNNs component is inspired by NAM, we are also comparing

the predictive performance of FocusLearn with ANB and FocusLearn with exp-

centred hidden unit (ExU), as in NAM [4]. Optimal hyper-parameters for all data

sets selected during hyper-tuning are used for this experiments, and trained for

100 epochs with the Adam optimiser and early call-backs to avoid over-fitting.

While ExU was proposed [4] to overcome the limitation of that standard neural

networks in NAM, it failed to model the fluctuations in 1-dimensional prediction

arrays. Using ExU, the weights are learnt in the logarithmic space with inputs

shifted by a bias. Given a scalar input, x, each hidden unit using an active

function, f , computes the output, h(x), as shown in Equation (4.16), where w

and b are the weight and bias parameters.

h(x) = f(ew ∗ (x − b)) (4.16)

Table 4.3 shows that FocusLearn with ANB achieved the substantially better

prediction results (i.e., lowest of the regression evaluation metrics and highest of

the classification evaluation metrics) compared to all experiments for all data sets.

Also, FocusLearn with ExU tends to perform the worst, with the only exception

in the Energy data set. One reason why FocusLearn with ExU performed worse

could be attributed to the inadequacy of the ExU in capturing the intricacies of

jagginess and fluctuations within the 1-dimensional prediction array, despite the

fact that it was designed to do so. Conversely, ANB demonstrates a better ca-
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Table 4.3: Test set average results comparison of the ANB component of FocusLearn

on four data sets for time series regression and classification.

Three experiments are compared for each data set – using ANB in FocusLearn, without using
ANB in FocusLearn, and using ExU as proposed in [4] in FocusLearn. For regression tasks,

lower results are better (↓). For classification tasks, higher results are better (↑).
Regression ↓

SMAPE MASE WAPE Training Time

Air
FocusLearn - With ANB 0.2640 0.1637 0.1654 1,198.10
FocusLearn - Without ANB 0.5767 0.3816 0.3816 1,605.80
FocusLearn - With ExU 0.5970 0.4780 0.4791 2,641.17

Energy
FocusLearn - With ANB 0.3704 0.4557 0.5503 119.64
FocusLearn - With ExU 0.5329 0.5967 0.7411 76.00
FocusLearn - Without ANB 0.5576 0.6244 0.7762 48.40

Classification ↑

Accuracy F1 AUC Training Time

EEG
FocusLearn - With ANB 0.8203 0.8131 0.8203 24.28
FocusLearn - Without ANB 0.6886 0.6257 0.6885 60.05
FocusLearn - With ExU 0.5983 0.2923 0.4213 59.84

Weather
FocusLearn - With ANB 0.8518 0.7857 0.8008 1,192.00
FocusLearn - Without ANB 0.6629 0.5574 0.6629 2,082.41
FocusLearn - With ExU 0.5519 0.2291 0.5519 1,293.99

pability in discerning changes within the 1-dimensional prediction array, thereby

yielding more accurate predictions. As can be seen, the proposed ANB is effective

at improving the performance of FocusLearn.

4.3.3 How does FocusLearn perform with different RNN

models?

The RNN component of FocusLearn (see component 1○ in Figure 4.3) is respon-

sible for learning the time-dependencies in the input data. The RNN component

(by default an LSTM network) can easily employ alternative architectures like

GRU or BLSTM for enhanced flexibility. Therefore, this ablation experiment

aims to test how would FocusLearn perform with these alternative architectures

instead of an LSTM. Optimal hyper-parameters for all data sets selected during

hyper-tuning are used for this experiments, and trained for 100 epochs with the

Adam optimiser and early call-backs to avoid over-fitting.

Table 4.4 shows that using an LSTM in the RNN component of FocusLearn

achieved the best prediction results for all data sets across all evaluation metrics.

The reason of why using an LSTM outperformed using GRU and BLSTM in

FocusLearn could be due to the fact that LSTMs are specifically designed for

handling long-term dependencies in the input sequences. This means that LSTMs
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Table 4.4: Test set average results comparison of using different RNN models in the

RNN component of FocusLearn on four data sets for time series regression and

classification.

Three experiments are compared for each data set – using LSTM in the RNN component,
using GRU in the RNN component, and using BLSTM in the RNN component. For regression

tasks, lower results are better (↓). For classification tasks, higher results are better (↑).
Regression ↓

SMAPE MASE WAPE Training Time

Air
FocusLearn - LSTM 0.2640 0.1637 0.1654 1,198.10
FocusLearn - BLSTM 0.2661 0.1696 0.1687 2,650.73
FocusLearn - GRU 0.2831 0.1742 0.1729 2,457.91

Energy
FocusLearn - LSTM 0.3704 0.4557 0.5503 119.64
FocusLearn - GRU 0.3726 0.4643 0.5810 177.68
FocusLearn - BLSTM 0.3750 0.4572 0.5646 164.14

Classification ↑

Accuracy F1 AUC Training Time

EEG
FocusLearn- LSTM 0.8203 0.8131 0.8203 24.28
FocusLearn - GRU 0.7730 0.7581 0.7730 46.81
FocusLearn - BLSTM 0.7623 0.7650 0.7623 53.85

Weather
FocusLearn - LSTM 0.8518 0.7857 0.8008 1,192.00
FocusLearn - GRU 0.7837 0.7656 0.7837 1,355.57
FocusLearn - BLSTM 0.7665 0.7348 0.7665 1,136.16

are able to capture historical context over many timesteps in the data, whereas

GRUs and BLSTMs might only capture recent patterns. Although GRUs tend to

be less computationally expensive to train than LSTMs because GRUs combine

forget and input gates into a single update gate, the results here have shown that

GRUs might not have enough capacity to handle complex dependencies in the

data, thereby leading to a poorer predictive performance than LSTMs. BLSTMs

tend to perform the worst as shown in Table 4.4, where BLSTMs only marginally

outperformed GRU in the Air data set by only 6.0% in SMAPE, 2.6% in WAPE,

and 2.4% in MASE. One reason for this could be due to the fact that BLSTMs

are more suited for tasks where context from both past and future is important

(e.g., language translation or speech recognition), as BLSTMs process sequences

in both forward and backward directions. In time series analysis, unidirectional

context (past-to-future) is often sufficient, and the backward pass in BLSTMs

may not provide an advantage.
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4.3.4 How does FocusLearn perform with different infer-

ence paths?

In addition to the previously discussed AFS and ANB, our study introduces

another novel approach – Dual-Paths, which is to have distinct training and

inference paths (see section 4.1.3.7). Techniques to boost the learning capability

of FocusLearn can be implemented in the training path, whilst the inference path

includes by construction only the MNNs component, to ensure that FocusLearn

is as explainable as NAM at inference time.

Table 4.5: Test set average results comparison of the Dual-Paths component of

FocusLearn on four data sets for time series regression and classification.

Two experiments are compared for each data set – using Dual-Paths and without using
Dual-Paths in FocusLearn. For regression tasks, lower results are better (↓). For classification

tasks, higher results are better (↑).
Regression ↓

SMAPE MASE WAPE Training Time

Air
FocusLearn (with Dual-Paths) 0.2640 0.1637 0.1654 1,198.10
FocusLearn (without Dual-Paths) 0.8840 0.9198 0.9203 2,947.35

Energy
FocusLearn (with Dual-Paths) 0.3704 0.4557 0.5503 119.64
FocusLearn (without Dual-Paths) 0.9718 1.3900 1.7165 40.05

Classification ↑

Accuracy F1 AUC Training Time

EEG
FocusLearn (with Dual-Paths) 0.8203 0.8131 0.8203 24.28
FocusLearn (without Dual-Paths) 0.7984 0.7755 0.7984 86.05

Weather
FocusLearn (with Dual-Paths) 0.8518 0.7857 0.8008 1,192.00
FocusLearn (without Dual-Paths) 0.777 0.7550 0.7777 1,372.33

In this ablation experiment, we ignore the interpretability requirement, to

explore whether the predictive performance of a variant of FocusLearn that uses

all components at inference (e.g., selected inputs → RNN → AFS → apply AFS

masking → MNNs → summing → prediction), improves compared to the original

version of FocusLearn where the selected inputs are only processed by the MNNs

at inference. Optimal hyper-parameters for all data sets selected during hyper-

tuning are used for this experiments, and trained for 100 epochs with the Adam

optimiser and early call-backs to avoid over-fitting.

Table 4.5 shows that by adopting the Dual-Paths method, we not only make

FocusLearn more interpretable at inference, but also improves its predictive per-

formance is also improved when compared with using all components at inference.

In particular, by using the Dual-Paths method, FocusLearn demonstrates a much

superior predictive performance in regression tasks. In the Air data set, Fo-
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cusLearn with Dual-Paths achieves an increase of 70% in SMAPE, an increase of

82% in WAPE, and an increase of 82% in MASE compared to FocusLearn with-

out Dual-Paths. In the Energy data set, FocusLearn with Dual-Paths achieves an

increase of 62% in SMAPE, an increase of 67% in WAPE, and an increase of 68%

in MASE compared to FocusLearn without Dual-Paths. This improvement not

only underscores the potential of separate learning from making inference within

the current study but also suggests its potential applicability across a wider range

of other domains.

4.3.5 How does FocusLearn perform with different number

of features?

The final ablation experiment conducted is to compare the predictive performance

of FocusLearn with different number of selected features (e.g., different number

of MNNs to construct). For the Energy and Weather data sets, the evaluation

metrics are compared across 4 experiments - n = 5, n = 10 (reported in the result

section 4.2), n = 15, and n = 20. For the Air data set, the evaluation metrics are

compared across n = 5, n = 10, and n = 15, since there are only 16 features in the

Air data set. Lastly, for the EEG data set, the evaluation metrics are compared

across n = 5 and n = 10, since there are only 14 features in the EEG data set.

Optimal hyper-parameters for the data sets selected during hyper-tuning are used

for all experiments, and trained for 100 epochs with the Adam optimiser and early

call-backs to avoid over-fitting.

Table 4.6 shows that the performance of varying the choice of n remained

relatively consistent across different values of n for regression tasks. There is no

clear winner out of these experiments. Taking the Energy data set for an example,

that the difference in the SMAPE value between n = 15 and n = 10 is 0.02, the

difference in the MASE value between n = 15 and n = 20 is 0.05, the difference

in the WAPE value between n = 5 and n = 20 is 0.01, and the difference in the

training time between n = 10 and n = 5 is approximately 400 seconds.

The minimal impact of different values of n on the overall performance of

FocusLearn for regression tasks suggests that the choice of n is a robust method.

Page 116



Qiqi Su PhD Thesis - October 2025

Table 4.6: Test set average results comparison of different number of n to choose in

FocusLearn on four data sets for time series regression and classification.

Several experiments are compared for each data set by varying the number of selected
features. For regression tasks, lower results are better (↓). For classification tasks, higher

results are better (↑).
Regression ↓

SMAPE MASE WAPE Training Time

Air
FocusLearn - n = 5 0.2521 0.1660 1.2536 1,680.09
FocusLearn - n = 10 0.2640 0.1637 0.1654 1,198.10
FocusLearn - n = 15 0.2595 0.1669 1.2603 3,402.07

Energy

FocusLearn - n = 5 0.3578 0.4412 0.5283 512.71
FocusLearn - n = 10 0.3704 0.4557 0.5503 119.64
FocusLearn - n = 15 0.3545 0.4438 0.5137 336.24
FocusLearn - n = 20 0.3675 0.4590 0.5672 378.56

Classification ↑

Accuracy F1 AUC Training Time

EEG
FocusLearn - n = 5 0.7819 0.7499 0.6542 27.41
FocusLearn - n = 10 0.8203 0.8131 0.8203 24.28

Weather

FocusLearn - n = 5 0.7672 0.7336 0.7272 759.20
FocusLearn - n = 10 0.8518 0.7857 0.8008 1,192.00
FocusLearn - n = 15 0.7805 0.7639 0.7825 1,219.58
FocusLearn - n = 20 0.7596 0.7176 0.7596 1,310.30

The Air data set has 16 features. The Energy data set has 29 feature. The EEG data set has
14 features. The Weather data set has 21 features.

As a result, whether n is pre-defined or hyper-tuned, FocusLearn is likely to

perform effectively, simplifying the implementation of FocusLearn and reducing

the need for extensive parameter tuning. This robustness can be considered an

advantage, as it implies that FocusLearn is less sensitive to the number of selected

features, hence the number of MNNs, and may be more easily generalised across

different tasks or data sets without the need for fine-tuning n.

On the other hand, one potential limitation that can be drawn from the finding

that the performance of FocusLearn remains relatively consistent regardless of

the value of n for the regression tasks is the possibility that FocusLearn may not

fully leverage the flexibility of this parameter. If n does not significantly impact

the results, it could indicate that FocusLearn is not sensitive to the number of

MNNs. It is worth to reiterate here that this experiment does not invalidate the

effectiveness of AFS – in this experiment, features are still selected using AFS,

we only consider the impact of how many features to choose on the predictive

performance of FocusLearn.

It is suspected that the reason to why FocusLearn is less sensitive to different

values of n in regression tasks could be due to the data sets investigated in this

study are still relatively small compared to some real-world time series data. We
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anticipate that FocusLearn will be more sensitive to different values of n with

data sets that have a significant number of features to be selected from.

For classification tasks, using n = 10 shows a clear improvement compared

to other n values. This might imply that the sensitivity of FocusLearn with

respect to the number of MNNs is task dependent. In regression tasks, where

the output is continuous, FocusLearn appears to be more robust to variations in

different values of n. However, in classification tasks, where the output is discrete

and decision boundaries are more defined, changes in n significantly impacts

predictive performance, suggesting that it is more influential in tasks requiring

clear distinctions between classes.

4.4 Discussion

This research addresses the gap in the current landscape of methods tailored for

explaining time series data, where some methods can only handle either regres-

sion or classification tasks, while others are confined to post-hoc interpretability

(trying to understand the model after it made decisions). The relative inflexibility

and often sub-optimal predictive performance of interpretable models are some

of the key factors contributing to the greater popularity of post-hoc methods in

practical applications. It is shown in this study that the predictive performance

of interpretable models, such as Neural Additive Model (NAM) [4] and Scal-

able Polynomial Additive Model (SPAM) [42], and interpretable eXtreme Gradi-

ent Boost (XGBoost) are not comparable with Deep Nerual Networks (DNNs),

such as Long Short-Term Memory (LSTM) [58], Attention-based LSTM (At-

tnLSTM), and Attention-based Encoder-Decoder (AttnED). The popularity of

post-hoc methods arises from the fact they can be applied across a variety of

predictive models, because obtaining a good predictive performance is still one of

the most important objectives for machine learning models.

However, the inherent approximation limitation of post-hoc methods, where

explanations can vary significantly between different approaches and can often

produce misleading explanations [97] highlights critical challenge. Therefore, the
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main aim of this study was to develop an interpretable model that is capable of

delivering both high predictive performance and explanations for both regression

and classification tasks.

FocusLearn is a novel interpretable modular neural network with attention

mechanism as feature selection for time series analysis. The goal of FocusLearn

is to improve the predictive performance compared to NAM, and, if possible, to

match the predictive performance of the non-interpretable DNN models. Fur-

thermore, the architecture proposed in this work is explicitly designed to handle

both classification and regression tasks within a unified framework. This is not

merely a switch in loss function, but a demonstration of architectural flexibility

and robustness across different task formulations. This dual capability is par-

ticularly valuable in real-world applications where both types of predictive tasks

frequently co-exist, such as healthcare or sensor-based systems.

Our evaluation in Table 4.1 shows that FocusLearn not only outperforms

NAM on all metrics by a large margin, but does the same with SPAM. In fact,

its predictive performance matches that of non-interpretable XGBoost, LSTM,

AttnLSTM, and AttnED, and can even outperform them in some cases. Our

results also show a consistent predictive performance of FocusLearn across both

classification and regression tasks, and that it generalises well on unseen data.

Furthermore, FocusLearn exhibits significantly faster computation time compared

to NAM on all data sets and SPAM on the Air, EEG, and Weather data sets,

with FocusLearn being the fastest neural network in the Air and EEG data sets.

FocusLearn consists of two main paths (training and inference) with five

main components: a Recurrent Neural Network (RNN) (see section 4.1.3.1), an

Attention-based Feature Selection (AFS) (see section 4.1.3.2), and a group of

interpretable Modular Neural Networks (MNNs) that learns the top n input fea-

tures as selected by the AFS (see section 4.1.3.3). The Attention-based Node

Bootstrapping (ANB) in each module’s first layer is weighted by the AFS ’s at-

tention weights (see section 4.1.3.3.1). The outputs of MNNs are then summed

together and serve as predictions. All components are required for training, and

to maintain the interpretability of FocusLearn, only components in the inference

path box are used during the inference step (see section 4.1.3.7)
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Several novel ideas are introduced in FocusLearn, including AFS, ANB, and

Dual-Paths. In AFS, Multi-head Attention is modified to select most relevant

features from the original input, while ANB acts as a bridge between AFS and

each module by weighing each selected feature with its corresponding attention

weights. With Dual-Paths, techniques to boost the learning capability of Fo-

cusLearn can be implemented in the training path, whilst the inference path

includes by construction only the MNNs component, to ensure that FocusLearn

is as explainable as NAM at inference time. It is worth to note here that creating

a separate inference path is not the same as creating a surrogate model for the

RNN-AFS components (or the training path) of FocusLearn. Surrogate mod-

els, in terms of XAI techniques, are created after the original prediction model

already made a decision. Taking SHAP for examples, predictions need to be

produced first with a prediction model, then SHAP can be used to explain why

the prediction model made certain decisions. In FocusLearn, the training path is

only responsible for learning which features to select, and the inference path is

responsible for making the decision.

Before designing the architecture of FocusLearn, several experiments were con-

ducted to identify the key factors of an effective prediction model for multivariate

time series data. These experiments helped inform the design of FocusLearn

by providing insights into the essential components for achieving accurate predic-

tions, which is crucial for ensuring that FocusLearn performs well in its predictive

tasks. From the initial phase of this research, it became evident that a stand-

alone LSTM is a promising candidate to be investigated further as it showcased

superior predictive performance in univariate settings. Therefore, to understand

what techniques can be used to improve upon the predictive performance of a

stand-alone LSTM with multivariate time series data, we experimented with two

DNN architectures – AttnLSTM and AttnED. Previous research has shown that

incorporating attention mechanism into LSTMs can improve their prediction per-

formance because attention mechanism can selectively focus on parts of the in-

puts, and this selective focus allows LSTM to prioritise relevant information in

the inputs [41, 44, 86, 160, 168]. Experiment results in Table 4.1 have shown that

AttnLSTM and AttnED can indeed outperform a stand-alone LSTM on both re-

gression and classification tasks. Experiments results also show that AttnED can
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outperform AttnLSTM in some of the tasks. This could be attributed to the fact

that the attention mechanism is applied to the hidden states rather than directly

to the inputs, since hidden states can encapsulate a richer representation of the

input data [134] and the attention mechanism can focus on more abstract and

meaningful features.

If the attention mechanism enables LSTMs to selectively focus on specific

parts of the input sequence, it can also be utilised as a feature selection tool.

Learning only the most salient features has been shown to be a useful method of

improving interpretability and allocating learning capacity more effectively [21,

53]. Experiment results in section 4.3.1 show that utilising AFS as a feature

selection tool in FocusLearn also enhances its predictive performance – using

AFS outperforms not using AFS on all data sets across all evaluation metrics.

To utilise the attention weights further, each module in the MNNs component

of FocusLearn is initially weighted using their corresponding attention weights

using ANB. Experiment results in section 4.3.2 show that ANB is also effective

at improving the prediction results of FocusLearn, with using ANB consistently

outperforming not using ANB or using ExU (as proposed in NAM) across all

evaluation metrics for both regression and classification tasks.

The RNN component of FocusLearn, by default an LSTM network, can easily

employ alternative architectures like Gated Recurrent Unit (GRU) or Bidirec-

tional LSTM (BLSTM) for enhanced flexibility. Experiment results presented in

section 4.3.3 show that using an LSTM in the RNN component of FocusLearn

proves to be an advantageous decision, as using LSTM achieved the best predic-

tion results for all data sets across all evaluation metrics compared with using

GRU and BLSTM in the RNN component.

To ensure the explainability of FocusLearn, the inference path includes by

construction only the MNN component. This means that at inference time the

RNN-AFS components exclusively handle feature selection during training. Once

the top n features are selected, FocusLearn becomes as explainable as NAM, as

it no longer relies on the components in the training path for inference. Exper-

iment results in section 4.3.4 show that by adopting this Dual-Paths method,

FocusLearn not only becomes as explainable as NAM but the prediction results

Page 121



Qiqi Su PhD Thesis - October 2025

of FocusLearn are also improved when compared with using all components at

inference.

One observation made from evaluation results in section 4.3.5 is that the per-

formance of FocusLearn by varying the numbers of selected features, n, remained

relatively consistent for regression tasks, but n = 10 (reported in Table 4.1) showed

a significant improvement over other choices of n for classification tasks. This find-

ing might imply that the sensitivity of FocusLearn with respect to the number of

different n (consequently how many MNNs to construct) is task dependent. In

regression tasks, where outputs are continuous, FocusLearn appears to be more

robust with the choice of n. This however might also indicate that FocusLearn

may not fully leverage the flexibility of this parameter. On the other hand, in

classification tasks, where the output is discrete and decision boundaries are more

defined, changes in n significantly impact predictive performance, suggesting that

it is more influential in tasks requiring clear distinctions between classes.
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Chapter 5

Application of FocusLearn in

Hearing Loss Case

The research conducted in this study was initially motivated by the SMART

BEAR EU research project 1. Particularly with the need for transparent decision-

making processes in AI models for sensitive domains, such as health care. SMART

BEAR aims to develop a smart big data platform that will provide evidence-based

personalised support for several pressing healthcare issues faced by the ageing

EU societies, including hearing loss, cardiovascular diseases, and mental health.

SMART BEAR aims to analyse data continuously collected from integrated het-

erogeneous sensors, and assistive medical and mobile devices, in order to provide

evidence needed for personalised support and interventions, towards promoting

healthy and independent living. SMART BEAR is currently tested in large-scale

pilots involving 5,000 elderly participants from five countries in the EU: France,

Greece, Italy, Romania, and Portugal.

1Research Number: 857172. Website: https://www.smart-bear.eu/. CORDIS Project
Summary Website: https://cordis.europa.eu/project/id/857172/results
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Our participation in the SMART BEAR EU project focused on hearing loss

(HLoss), where the question to be answered is to predict future hearing aids

(HAids) usage and find out what features influence the patients to use

their HAids more. Clinicians can then adjust the interventions based on the

explanations.

To date, there are still not enough data from SMART BEAR to conduct

analysis that will provide meaningful results. Finding alternative and similar

data that are also HLoss-related was challenging. OtiReal [33] is a HLoss data

set that closely resembles SMART BEAR data, but does not contain important

variables such as overall HAid satisfaction and manual adjustment of HAid vol-

ume/program. This data set was collected during the EVOTION EU research

project 2, a precursor to the SMART BEAR project, which focused only on HLoss.

Although the original aim was to utilise all available features collected through

the SMART BEAR, data limitations of theOtiReal data set restricted the analysis

to acoustic features only, which were therefore used as the basis for predicting

future HAids usage over a week and explaining which acoustic features would

influence the patients to use their HAids more.

5.1 Hearing Loss Data

OtiReal is a sampled real data set collected from 98 participants wearing Oticon

A/S Internet-connected HAids between June and December 2019 [33]. All par-

ticipants were allocated with a pair of Oticon Opn™ HAids that were connected

to the Oticon ON™ smartphone app for remote control with HearingFitness™

[81] feature enabled. The commercially available HearingFitness™ program ac-

tivates automatic logging of sound data every 60s from the HAids microphones

together with timestamps indicating when the HAids were turned on and con-

nected to Bluetooth [33]. Given the real-world nature of the OtiReal data, no

personal information (e.g., age and gender) were provided due to privacy issues.

Table 5.1 summarises the variables with their description and type. Sound pres-

2Research number: 727521. Website: https://h2020evotion.eu/
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sure level (SPL), sound modulation level (SML), and signal-noise-ratio (SNR) are

continuous acoustic variables, and sound class (sClass) classifies the momentary

sound environment into four categories: quiet, noise, speech, and speech in noise.

Noise floor (Nf) is a continuous variable that measures the output of the HAid in

operation with no input signal.

Table 5.1: List of variable types and descriptions for the OtiReal data set.

Variable Name Type Description

ID Integer Identifier
hSide Categorical HAid side: left or right of worn hearing aid
SPL Continuous Sound pressure level (0-10KHz)
SML Continuous Sound modulation level (0-10KHz)
SNR Continuous Signal-to-noise ratio (0-10KHz)
Nf Continuous Noise floor (0-10KHz)
sClass Categorical Sound environment: quiet, noise, speech, and speech in noise
hUptime Continuous Hearing aid up time (seconds)
Timestamp ISO 8601 Time of the logged record

SPL, SML, and SNR are derived acoustic features computed from momen-

tary sound waves recorded by calibrated HAid microphone at ear level. These

features are all estimated in a broadband frequency range between 0-10kHz and

expressed in decibel units. SPL is the level output estimate from a low-pass infi-

nite impulse-response filter with a time constant of 63ms, where the filter smooths

rapid fluctuations in the signal to provide a measure of overall sound level. SML

is then derived as the difference between the top and bottom trackers of the SPL.

The top tracker of the SPL, or the peak detector, is implemented with a fast

dynamic attack time of 1-5s and a slow release of time of 30ms. Whereas the

bottom tracker of the SPL, or the valley detector, is the reverse of this. SNR is

the difference between the bottom tracker and the immediate SPL. The sound

class variable classifies the momentary sound environment into four categories by

a proprietary HAid algorithm using SPL, SML, and SNR values.

5.1.1 Pre-processing the Hearing Loss data

5.1.1.1 Calculate Hearing Aid Usage

OtiReal does not contain actual daily hearing aid (HA) usage logs, so usage is

inferred from the Timestamp variable. To estimate the total HAid usage in sec-
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onds per day per patient, usage intervals are computed based on consecutive

timestamps. The term Distance, D, is defined as the difference in seconds be-

tween two consecutive timestamps, ti and ti+1. Following an assumption discussed

during the viva, if the time difference between consecutive measurements exceeds

10 minutes (600 seconds), it is presumed that the hearing aid was not worn during

that interval, and such gaps are excluded from the total usage calculation.

OtiReal does not contain actual daily HAid usage, so this is calculated from

the Timestamp variable. To calculate the total HAid usage in seconds per day

per patient, the usage interval is calculated first from the Timestamp variable.

The term Distance, D, is defined first as the difference in seconds between two

consecutive timestamps, ti and ti+1, of when the measurements are taken as in

Equation (5.1). If the time difference between ti and ti+1 exceeds 10 minutes (600

seconds), it is presumed that the HAid was not worn during that interval, and

such gaps are excluded from the total usage calculation. such that:

D = ti+1 − ti, (5.1)

The maximum distance,Dmax, between two consecutive timestamps was set to

600 seconds in this analysis by the domain experts of EVOTION. In other words,

two consecutive measurements mi and mi+1 taken at ti and ti+1 respectively,

are considered to belong to the same interval, ut, if and only if the distance, D,

between the two timestamps is less or equalDmax, i.e., ∣D∣ ≤Dmax. Consequently,

mi+1 is considered to belong to the subsequent interval, ut+1, if the distance is

greater than 600 seconds. The Usage Interval Duration, dt, of each ut is then

calculated as:

dt = te − ts, (5.2)

where te is the last (maximum) timestamp of ut and ts is the first (minimum)

timestamp of ut. Finally, the HAid Usage, ht, per day is calculated by taking

d1 + d2 + ⋅ ⋅ ⋅ + dn for all intervals in a day. For other variables to be transformed
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with a daily frequency, the average of each variable is taken for each interval for

each participant.

5.1.1.2 Other Pre-processing Steps

After calculating the HAid usage for the OtiReal data set, it is then pre-processed

in the same manner as the four time series data sets, as discussed in section 3.1.3,

following an identical sequence of steps to ensure consistency across all data sets.

These steps include handling missing data, encoding categorical features, stan-

dardisation and normalisation, and removing outliers. There are 23.69% of miss-

ing values in the OtiReal data set, referring to absent feature entries (e.g., SPL,

SML, SNR) rather than missing time steps, as the data are collected at irregular

intervals.

The missing values in the OtiReal are more than twice as those in the Weather

data set (9.83%) and more than 24-fold increase compared to the Air data set

(0.98%).

Features ID and Timestamp are excluded from modelling in the OtiReal data

set because these two features are not informative for prediction. The ID fea-

ture serves only as a unique, pseudonymised identifier for each participant and

does not carry any meaningful pattern related to the outcome. Similarly, while

the Timestamp reflects the temporal order of the recordings, the relevant tem-

poral information is already captured in the time-dependent features. Including

these variables would risk introducing noise or allowing the model to overfit to

non-generalisable ordering artifacts. This results in the OtiReal data set only

containing seven features. Therefore, a sliding window with lagged features ap-

proach is also applied during pre-processing to enhance the temporal context and

improve model performance. Specifically, data from the current timestep, ti, and

the next timestep, ti+1, are used to predict the HAid usage at ti+2. Incorporating

lagged features allows the model to leverage both immediate past and current in-

formation to better capture short-term dependencies between timesteps. It also

enhances the ability of the model to predict future HAid usage more accurately,

as the short-term temporal dynamics are explicitly included in the predictive

process. In total, there are 16 features including calculated HAid usage.
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Table 5.2: Comparing predictive performance on the healthcare domain uses cases.

Means and standard deviations are reported from 5 independent training and evaluation runs,
each with different random initialisations using the same with optimal hyper-parameters.

Appendix C.2 summarises the hyper-parameters and their optimal corresponding settings for
each task. For regression tasks, lower results are better (↓). Regression results are ranked by
the SMAPE. Training time percentage is calculated with respect to the fastest neural network

model.
SMAPE WAPE MASE Training Time Training Time %

OtiReal

LSTM 0.1809∗ 0.0666∗ 1.2694+ 92.77 390.45
FocusLearn 0.2105∗ 0.0806∗∗ 1.4829 96.30 405.30
SPAM 0.2951+ 0.1249∗ 2.3075+ 119.73 503.91
XGBoost-Impute(100) 0.3265∗∗ 0.1468∗∗ 2.701∗∗ 12.96 50.55
AttnED 0.5278∗ 0.3336∗ 1.3587∗ 49.56 208.59
AttnLSTM 0.5339∗ 0.3259∗ 1.3273∗ 23.76 100.00
NAM 0.8543∗ 0.6661 12.3317 238.95 1,005.68
XGBoost-No Impute(100) 0.9574∗∗ 0.6846∗∗ 1.0840∗∗ 1.29 5.43

Interpretable model. Non-interpretable model.
∗∗: Variance across experiments is < 0.01.
∗: Variance across experiments is < 0.05.
+: Variance across experiments is > 0.05.

Note: The number in parentheses after XGBoost’s name is the optimal number of trees for it;
XGBoost is deemed as non-interpretable if the number of trees exceeds 50. Data are

pre-processed differently for XGBoost. More specifically, XGBoost supports missing values by
default, whereas missing values are imputed for training with other models. Therefore, to
ensure a fair comparison with other models, missing values are imputed for training with

XGBoost-Impute.
Since XGBoost requires significantly less training time than neural network models, it is

consistently the fastest; therefore, training time percentage are also reported which is relative
to the fastest neural network model.

5.2 Prediction and Explanation Results On Hear-

ing Loss Uses Case

5.2.1 Prediction Results

As Table 5.2 shows, FocusLearn outperforms all interpretable models, including

NAM and SPAM, on all evaluation metrics. Most notably, FocusLearn substan-

tially outperforms NAM by 75% in SMAPE, 88% in WAPE, and 88% in MASE.

Table 5.2 also shows FocusLearn can match the predictive performance of

non-interpretable models – LSTM, AttnLSTM, AttnED, and non-interpretable

XGBoost. FocusLearn and LSTM achieved the lowest SMAPE (FocusLearn:

0.2105 and LSTM: 0.1809) and WAPE (FocusLearn: 0.0806 and LSTM: 0.0666)

but did not achieve a good MASE result (FocusLearn: 1.4829 and LSTM: 1.2694).

While XGBoost-No Impute achieved the lowest MASE (1.0840) error, its SMAPE

(0.9574) and WAPE (0.6846) errors are the worst when comparing with other

models, and indicate that imputation may be beneficial even for XGBoost in
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some cases. More specifically, FocusLearn outperformed XGBoost-No Impute by

78% in SMAPE and 84% in WAPE. Although XGBoost-Impute performed better

than XGBoost-No Impute as shown in Table 5.2, FocusLearn also outperformed

XGBoost-Impute across all evaluation metrics by 36% in SMAPE, 45% in WAPE,

and 45% in MASE.

Both SMAPE and WAPE are percentage-based error estimators and focus on

the accuracy of percentage errors, whereas MASE assess the ability of a model

relative to a simple benchmark model. Therefore, given the discrepancy in results

depending on the choice of metric, a visual inspection of the prediction results

would be helpful to decide which model performed better in the OtiReal data

set. While metrics are essential for quantitative evaluation, the ultimate goal is

to achieve predictions that align with the underlying pattern and behaviour in

the data.

The evaluation of the models on the OtiReal data set was conducted using

SMAPE, WAPE, and MASE – the same metrics applied to the benchmark data

sets (e.g., Air, Energy, Weather, and EEG). While these metrics are appropri-

ate for regression tasks and offer robust summaries of predictive accuracy, their

interpretation requires additional nuance in a healthcare context. For instance,

SMAPE and WAPE provide relative error measures, which are useful for un-

derstanding overall model deviation, but do not distinguish between under- and

over-prediction, which may have different consequences in practice. In a clini-

cal decision support scenario, underestimating non-adherence to HAid usage may

be more problematic than overestimating it. MASE provides scale-independent

interpretability, but again does not capture the temporal or behavioural signifi-

cance of errors in patient-related predictions. Thus, while these metrics offer a

consistent basis for technical comparison, their implications in the healthcare set-

ting should be contextualised. Future iterations of the model could benefit from

incorporating task-specific evaluation criteria or outcome-sensitive cost functions

to better align quantitative performance with clinical relevance.

Visualisations in Figure 5.1 show that FocusLearn and LSTM are better than

both XGBoost-Impute and XGBoost-No Impute at capturing the pattern and

trend in the OtiReal data set as the predicted values are much better aligned
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(a) LSTM

(b) FocusLearn

(c) XGBoost-Impute

(d) XGBoost-No Impute

Figure 5.1: Prediction Visualisations.
X-axis represents predicted timesteps and y-axis represents feature values. Note: data are

pre-processed differently for XGBoost. More specifically, XGBoost supports missing values by
default, whereas missing values are imputed for training with FocusLearn and LSTM.
Therefore, to ensure a fair comparison, missing values are imputed for training with

XGBoost-Impute.
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to the true values. The figures also show that the magnitude of the true/target

values vary significantly in the OtiReal data set and both SMAPE and WAPE

are better at comparing models in this situation than MASE. More specifically,

while MASE provides a robust, scale-independent measure of overall model per-

formance, it has limitations when applied to data sets with extended flat regions.

In such cases, models that generate volatile predictions around flat true values

may still achieve a low MASE, since the absolute deviations are small and av-

erage out over time. This results in a discrepancy when quantitative evaluation

suggests strong predictive performance, but visual inspection reveals instability

and poor alignment with the true time series. Such behaviour was observed for

XGBoost-No Impute on the OtiReal data set, where it achieved the best MASE

score, but visual inspection in Figure 5.1 of the prediction series suggests that

it did not align as well as FocusLearn and LSTM. This observation highlights

the importance of combining quantitative metrics with qualitative visualisation

when evaluating time series forecasts, as no single metric can fully capture the

perceptual or application-specific quality of predictions.

FocusLearn also has a notably faster computational time than the inter-

pretable models, being 20% faster than SPAMand 60% faster than NAM. It is

also very close to the training time of LSTM.

5.2.2 Explanation Results

Figure 5.2 shows the 10 shape functions learned by FocusLearn for the OtiReal

data set to predict future HAid usage. These shape plots are discussed from left

to right and top to bottom as follows.

The shape plots for sound modulation level at timestep ti (SML-i), Noise

Floor at both timesteps (Nf-ti and Nf-t(i+1)), and Signal-to-noise ratio at both

timesteps (SNR-ti and SNR-t(i+1)) follow a similar pattern in contributing to

the model prediction. Patients with median SML, Nf, and SNR values sensed by

the HAids tend to use their HAids more in the future. In terms of SML, patients

will be more likely to use their HAids more in the future if SML values sensed

by the HAids are around 15 decibels, and are less likely to use their HAids more
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Figure 5.2: Graphs learned by FocusLearn for OtiReal
Predicting future HAid usage (regression) on the OtiReal data set. These plots show top 10 fea-
tures selected by the AFS component in the FocusLearn, where selected features with normalised
and original values are on the x-axis, and daily future HAid usage prediction contribution are
on the y-axis. In OtiReal, two timesteps of data are transformed and used as inputs, such that
we are using data at ti and ti+1 to predict HAid usage at ti+1.

in the future if SML values sensed by the HAids are either less than 10 or more

than 23 decibels. For Nf, if the HAids sense the Nf value at around 50 decibels,

then these patients will be more likely to use their HAids more in the future. For

SNR, patients will be more likely to use their HAids more in the future if SNR

values sensed by the HAids are around 6 decibels. HAid Up Time (hUpTime)

also follows a similar pattern with these variables, where if the HAids have been

activated for around 23,000 seconds (or 6.3 hours), then these patients will be

most likely to use their HAids more in the future.

Comparing with other variables, Sound Pressure Level at timestep ti+1(SPL-

t(i+1)) does not contribute much to predicting future HAids usage. This would

warrant a further investigation with audiologists as SML and SNR are derived

from SPL. SML is the difference between peak and valley detector of the SPL

and SNR is the difference between the valley detector and the immediate SPL.

As expected, the shape plots for Usage show that patients with higher daily

HAids usage are more likely to have higher future daily HAids usage and patients

with lower daily HAids usage are more likely to have lower future daily HAids

usage. The difference in the shape function (blue line) in Usage-ti and Usage-

t(i+1) shows that the maximum contribution to future HAids usage for Usage-ti is

lower than the maximum contribution for Usage-t(i+1). This means that patients

are more likely to have an even higher future daily HAids usage if they use their
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HAids for a sufficiently long period in a day continuously (for at least 2 days in

this case).

The most rapid increase in future HAids usage contribution at Usage-ti occurs

when HAids usage is above 10,000 seconds (or 3 hours), this means this is the

minimum HAids usage that a patient needs to have to be able to have a higher

future HAids usage. Whereas the most rapid increase in future HAids usage

contribution at Usage-t(i+1) occurs when HAids usage is above 20,000 seconds

(or 6 hours).

The sound class (sClass) classifies momentary sound environment into four

categories by a proprietary HAids algorithm using SML, SNR, and SPL values.

Its plot shows that if the sound class is at noise or quiet setting, then these

patients are less likely to use their HAids more in the future, whereas if the sound

class is at speech setting, then these patients are more likely to use their HAids

more in the future. This could be an interesting observation to the audiologists

as this might show that those patients who are active and use their HAids to

assist their HLoss will tend to continuously use their HAids in the future, and

on the other hand those patients who might not be familiar with their HAids or

not actively use their HAids are less likely to continuously use their HAids in the

future. It may also indicate that socialisation could help increase HAids usage.
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Conclusion

There is a gap in the current literature where the majority of eXplainable AI

(XAI) methods tailored for explaining time series data are confined to handling

either regression or classification tasks, while other explanation methods tend to

steer towards to post-hoc interpretability (trying to understand the model after

decisions have been made), which are often criticised for low fidelity [3], instability

[50], and even inaccuracy [88, 120], since they only approximate their underlying

model. Furthermore, current interpretable models tend to have a substantially in-

ferior predictive performance when compared to Deep Neural Networks (DNNs).

Therefore, models such as the Neural Additive Models (NAM) have not been ex-

tensively applied to the time series domain, despite the ability of NAM to produce

explanation graphs that precisely describe the reasoning behind the decisions.

This research bridged the gaps in the current literature by introducing an

interpretable DNN designed for time series analysis, named FocusLearn. The goal

of FocusLearn was to improve predictive performance compared to NAM and yet

retain its interpretability. Experiments on two regression and two classification

data sets (see Table 4.1), as well as one healthcare use case (see Table 5.2),

have shown that FocusLearn not only outperforms NAM (and its variant SPAM)
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on all metrics, but it can match the predictive performance of non-interpretable

models Long Short-Term Memory (LSTM), attention-based LSTM (AttnLSTM),

and attention-based encoder-decoder (AttnED), and even outperforming them in

some cases. Even more importantly, FocusLearn was consistently among the top

performers, while other DNNs performed quite poorly in some data sets. This was

achieved without requiring substantially more computational resources. Indeed,

on some data sets, FocusLearn was the fastest DNN.

6.1 Summary of Key Findings

6.1.1 AttnLSTM and AttnED can perform better than a

stand-alone LSTM

The development of FocusLearn began with a recognition that Recurrent Neural

Networks (RNNs), specifically LSTM [58], are suitable tools for time series analy-

sis due to their ability to capture long-term dependencies and temporal dynamic

[61, 63, 121, 136]. However, a stand-alone LSTM would need additional assis-

tance, such as attention mechanism, to be able to manage the complexities pre-

sented by multivariate time series due to the intricate dependencies and interac-

tions among multiple variables over time. To this end, we experimented with two

model architectures to improve upon the predictive performance of a stand-along

LSTM. These are AttnLSTM and AttnED. Experimental results demonstrated

that AttnLSTM and AttnED can indeed improve LSTM’s ability in handling

complex data in some cases, showing that attention mechanism can be a useful

tool in DNNs. Consequently, one of the sub-objectives of this study – experiment

with time series DNN models that help to improve predictions compared to a

stand-alone LSTM – has been successfully achieved.
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6.1.2 FocusLearn can perform better than interpretable mod-

els and match the performance of non-interpretable

models

FocusLearn consists of five main components: an RNN to learn the temporal

dependencies in the data (see section 4.1.3.1), an Attention-based Feature Se-

lection (AFS) to select features while also suppressing redundant features (see

section 4.1.3.2), and a group of interpretable Modular Neural Networks (MNNs)

that learns the top n input features selected by the AFS (see section 4.1.3.3).

The Attention-based Node Bootstrapping (ANB) in each module’s first layer is

additionally weighted by the AFS ’s attention weights (see section 4.1.3.3.1). The

outputs of MNNs are then summed together and serve as predictions, as in addi-

tive models such as NAM.

Another novel idea introduced in FocusLearn is Dual-Paths, which is to have

two distinct training and inference-paths. The inference path of FocusLearn in-

cludes by construction only the MNNs component. Results from the abalation

experiment (see section 4.3.4) have shown that having distinct training and in-

ference paths not only made FocusLearn interpretable, but the predictive perfor-

mance also improved.

Experiment results therefore have shown that FocusLearn has met one of the

main objectives set out in this research, which is effectively predicting time series

data for both regression and classification tasks. More specifically, FocusLearn

also meets the sub-objectives. In terms of prediction, FocusLearn outperforms

state-of-the-art interpretable model, such as NAM, SPAM, and interpretable XG-

Boost, as well as matches the performance of time series DNN model, such as

LSTM, AttnLSTM, AttnED, and non-interpretable XGBoost, even outperform-

ing them in some cases. More importantly, FocusLearn demonstrates consistently

strong performance and maintains reliable and efficient training time, in contrast

to other models.

In terms of explanations, FocusLearn also has met the other main objective

which is to provide explanations. In particular, FocusLearn meets the last sub-
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objective such that FocusLearn does not require post-hoc methods to provide

explanations, as was demonstrated with the HLoss data set.

6.2 Contributions to the Field

The primary contribution of this research lies in the development of FocusLearn,

which draws inspiration from experiments conducted in this study. In particular,

that the predictive performance of a stand-alone LSTM can be improved by incor-

porating a self-attention mechanism. This is because self-attention allows LSTM

to selectively focus on the most relevant part of the input sequence. Furthermore,

the prediction results can also be improved by using an LSTM to learn the input

data representations and the time dependencies in the data to allow the attention

mechanism to focus on more abstract and meaningful features, rather than the

potentially noisy and less informative raw inputs.

FocusLearn also draws inspiration from the principles of modularity [19, 143],

additive models [4, 42], and the idea that interpretability can be enhanced through

linearity [17]. By structuring the model as a network of individual modular units,

which can be summed together in line with additive models, this approach creates

a flexible yet interpretable framework. Modular networks, by their very nature,

offer greater interpretability compared to traditional DNNs, addressing a key

challenge in the field of XAI. However, interpretability so far has come at the

cost of performance. To overcome this, we introduced several novel ideas that

were inspired by the experiments discussed in this work, namely AFS, ANB, and

Dual-Paths, allowing FocusLearn to maintain high performance while still offering

transparent explanations of its predictions. This work significantly contributes to

the XAI domain by presenting a novel model that not only performs well but also

provides interpretable insights for both regression and classification tasks, filling

a critical gap in the current literature.

The importance of this work is underscored by the growing need for AI models

that are both powerful and transparent. In many applications, particularly in

high-stakes environments like healthcare and finance, the ability to explain how
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and why a model makes certain decisions is as crucial as the accuracy of the

predictions themselves. This research bridges the gap between performance and

interpretability, offering a new approach that could influence future developments

in the field, making AI systems more trustworthy and widely applicable.

Furthermore, the potential applications of Dual-Paths extend far beyond the

initial scope we can currently foresee. While initially designed for FocusLearn,

Dual-Paths is not inherently tied to this specific model, suggesting its broader

utility across a range of different models and contexts. This versatility opens up

opportunities for its deployment in various domains where there is a need for mod-

els that are not only accurate but also interpretable. By leveraging Dual-Paths,

practitioners in diverse fields can achieve potentially high levels of predictive per-

formance while maintaining the transparency and interpretability of their models,

making it a valuable tool across multiple domains.

6.3 Limitations of the Study

A significant limitation of this study stems from computational constraints, which

had a substantial impact on the scope and depth of the research. This limitation

not only restricted the diversity of models evaluated but also may have biased

the findings toward models that are computationally less intensive. Future work

would benefit from access to more robust computational resources, allowing for

a more comprehensive evaluation of a broader range of models and data sets,

thereby providing a more thorough understanding of their relative strengths and

limitations.

Furthermore, some state-of-the-art methods, such as transformers and Tempo-

ral Fusion Transformer (TFT) [87], were not included in the experiments or used

as baseline models due to their substantial computational resource requirements.

These models are known for their impressive performance, but they typically

demand high computational power and extensive memory, which exceeded the

capabilities available for this study. Additionally, transformers and TFT tend

to excel only when trained on large data sets [165], which are often difficult to
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obtain or access, especially in specialised domains, such as the HLoss use case in-

vestigated in this study. Consequently, while these methods are highly regarded

in the field, their exclusion from this study was necessary due to practical con-

straints, potentially limiting the exploration of certain advanced techniques and

their comparative evaluation against the models experimented with in this study.

That being said, the need for high-performance computing environments to

run these models effectively suggests that their deployment may be limited to

well-funded research institutions or organisations with significant computational

infrastructure. This limitation challenges the accessibility and scalability of these

methods, particularly in resource-constrained settings where such infrastructure is

not available. Therefore, while these models may demonstrate strong performance

under ideal conditions, their reliance on extensive computational resources could

hinder their practical adoption and limit their usability in broader, more diverse

contexts. On the other hand, the computation time of FocusLearn is much faster

than interpretable models (NAM and SPAM), and sometimes even faster than

non-interpretable models (LSTM, AttnLSTM, AttnED, and non-interpretable

XGBoost) as shown in Table 4.1 and Table 5.2.

As a limitation of this work, we did not consider multi-class time series clas-

sification. This is a potential area of future research and it could be possible to

extend FocusLearn and other developed models to multi-class classification with

the right implementation. Another limitation of FocusLearn is that it is not able

to provide a higher-order feature interaction like in SPAM. However, this was not

of a focus for this work where the objective of this research is to develop an inter-

pretable model for time series that can outperform NAM in terms of predictive

performance and provides similar explanations.

Furthermore, experiment results from section 4.3.5 shows that a potential

limitation of FocusLearn is that there is a possibility that FocusLearn may not

fully leverage the flexibility of n (number of features to select) because the per-

formance of FocusLearn remains relatively consistent regardless of the value of

n for regression tasks. If n does not significantly impact the results, it could

indicate that FocusLearn is not sensitive to the number of MNNs. It is hypothe-

sised that FocusLearn’s reduced sensitivity to variations in n may be attributed
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to the relatively small size of the data sets examined in this study compared

to larger real-world time series data, such as that collected by SMART BEAR.

SMART BEAR aimed to gather a total of 265 variables encompassing patient de-

mographics, biological, environmental, and behavioural characteristics [64]. We

expect that FocusLearn will exhibit greater sensitivity to different values of n

when applied to data sets with a substantial number of features to select from.

In addition to computational limitations, this study is constrained by the rela-

tively small size and limited diversity of the evaluated data sets. These constraints

may limit the generalisability of our findings to broader real-world time series sce-

narios, particularly those with high feature dimensionality, irregular sampling, or

domain-specific complexity.

The final limitation of this work is the absence of comprehensive evaluations

for the XAI methods used, specifically with NAM, SPAM, and FocusLearn. Al-

though there are currently no universally accepted objective metrics for evalu-

ating XAI methods, it is imperative to explore and apply existing metrics, such

as Rosenfeld’s set [118], to these methods. Implementing such objective met-

rics in future studies could provide a more robust and comprehensive evaluation,

combining both objective and subjective validation, which is essential for es-

tablishing the trustworthiness and generalisability of FocusLearn across different

applications and domains.

6.4 Future Research and Directions

Related work on AFS, MFS and TabNet shares some similarities with the pro-

posed FocusLearn. However, FocusLearn is distinct from them because atten-

tion weights are learned from a recurrent network in FocusLearn and used for

weighted feature selection. FocusLearn also has flexibility in using any RNNs.

FocusLearn was designed to be closely related to architectures with modularity,

such as additive models. A common assumption of such models such as GAM

and NAM is feature independence. This has been proved to be too strong an

assumption in certain areas of application such as time series, as indicated by the
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poor predictive performance of such models in the experiments reported in this

paper. FocusLearn tackles this problem by using AFS for feature selection during

training. Variations of NAM on the other hand, such as SPAM, seek to tackle

the same problem by allowing interaction terms. This, however, may increase

the complexity of the explanations provided by these models. As future work,

we shall evaluate this and other trade-offs, such as the number of modules to

use, in practice, since it is likely that the answers to these questions will depend

on the characteristics of the specific application domain and quantitative expert

evaluation.

6.4.1 Feature interaction

In comparison with SPAM, a given application may require the use of higher-order

feature interaction, not available in FocusLearn. Although providing higher-order

feature interaction as in SPAM is not in the scope of FocusLearn, we shall in-

vestigate the possibility of the attention mechanism creating such features for

implementation into a single network module. Finally, we shall continue to in-

vestigate the practical value of the explanations provided, how they may inform

model intervention, and the interactions that may exist between attention-based

explanations of RNNs and interpretable modular neural networks.

6.4.2 Number of modules in FocusLearn

With regards to the number of modules to use, we shall continue to investigate

into FocusLearn’s sensitivity to variations in n (number of features to select).

Specifically, it will be important to explore whether FocusLearn can fully leverage

the flexibility of n with large data sets that have a wide range of features to select

from. This future work would be possible when SMART BEAR data becomes

available, or any other similar large, high-dimensional real data can be sourced.

Nevertheless, it is important to acknowledge that pursuing this future work might

present significant challenges.

Page 141



Qiqi Su PhD Thesis - October 2025

6.4.3 Subjective and objective XAI evaluation

Another area for future work is to explore and apply both subjective and objective

XAI evaluation metrics to provide a robust and comprehensive evaluation of the

explanations of FocusLearn. Although there are currently no universally accepted

objective metrics for evaluating XAI methods, it is imperative to explore and

apply existing metrics, such as Rosenfeld’s set [118], to these methods. Besides the

Rosenfeld’s set [118], other methods that can be taken into consideration include

evaluating the fidelity (truthfulness and faithfulness) of the explanations [157], the

robustness of the explanations [7], as well as the sensitivity of the explanations

[14]. However, as there are currently no universally accepted objective metrics

for evaluating XAI methods, these evaluation methods will need to be thoroughly

examined to carefully assess their advantages and disadvantages. Nevertheless,

this is an essential step to take for establishing the trustworthiness of FocusLearn

across different applications and domains.

6.4.4 Extending from time series to NLP

As this work has a focus on multivariate time series analysis, another potential

area for future research is to extend FocusLearn to other domains with tabular

data. Additionally, given that FocusLearn utilises RNNs and an attention mech-

anism during training, there is potential to extend its application beyond time

series modelling to other domains, such as natural language processing (NLP), in

future work. Text data can be viewed as sequential data, where the meaning of a

word is influenced by its surrounding context within a sentence. This sequential

nature is why models like Transformers, RNNs, and attention mechanisms are

widely employed in the NLP domain. Exploring this direction is promising, as

extending FocusLearn to provide explanations for NLP models might significantly

enhance our understanding and interpretability of complex language models, mak-

ing it a valuable area for future research.
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6.5 Ethical Consideration

This research contributes to the growing field of interpretable machine learning,

with the goal of making predictive models more transparent and explainable.

Interpretability is particularly important in domains such as healthcare and de-

cision support systems, where black-box or non-interpretable models can lead to

consequences that are difficult to justify or audit.

By prioritising interpretability in model design, this work supports ethical

principles such as accountability, transparency, and fairness. The ability to gen-

erate explanation graphs and feature importance insights allows stakeholders –

including domain experts and end users – to understand, critique, and poten-

tially contest the predictions made by the model. This is especially relevant in

high-stakes applications, where decisions may affect individuals’ health, safety, or

access to resources.

While this study does not directly involve human subjects or personal data,

the models developed here could be deployed in settings where ethical considera-

tions must be addressed. Future work could include human-centred evaluation of

explanations to ensure they are not only technically sound but also meaningful

and actionable for decision-makers.

6.6 Final Remarks

The ultimate goal of this research is to develop an interpretable time series model

that can predict better than state-of-the-art interpretable models, such as Neu-

ral Additive Model (NAM) [4] and Scalable Polynomial Additive Model (SPAM)

[42], and match the predictive performance of non-interpretable models, such as

Long Short-term Memory (LSTM) [58] and its subsequent advancements aimed

at improving its predictive performance on multivariate time series data, as well

as be able to provide explanations without relying on post-hoc methods. Exper-

iments on two regression, Air and Energy, and two classification data sets, EEG

and Weather, as well as one hearing loss use case; OtiReal have shown that Fo-
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cusLearn, the developed interpretable time series model has met these objectives.

This research therefore bridges the gap between predictive performance and in-

terpretability, offering a new approach that could influence future developments

in the field, making AI systems more trustworthy and widely applicable.

The main idea behind FocusLearn draws inspiration from the principles of

modularity [19, 143], additive models [4, 42], and the idea that interpretabil-

ity can be enhanced through linearity [17]. However, the actual development

and refinement of the approach were significantly guided by insights gained from

experimental results, namely the experiment on attention-based LSTM (AttnL-

STM) and attention-based encoder-decoder (AttnED). From these experiments,

we have developed several novel ideas to improve the predictive performance

of FocusLearn: Attention-based Feature Selection (AFS), Attention-based Node

Bootstrapping (ANB), and Dual-Paths. Results from ablation experiments have

shown that AFS and ANB are highly effective at improving the predictive per-

formance of FocusLearn, and by adopting the Dual-Paths method, not only the

predictive performance of FocusLearn improves, but FocusLearn is also as ex-

plainable as NAM at inference.

The limitations of developed models are discussed in section 6.3, which in-

clude computational constraints, or that FocusLearn may not fully leverage the

flexibility of n (number of features to select). These limitations will be addressed

in future research. One promising avenue is to extend the application of Fo-

cusLearn beyond time series modelling to natural language processing, given the

similarities between time series and text data.

I believe strongly in the potential of this work, as the findings encourage

the use of AI systems in domains that currently do not use AI systems, and

would greatly benefit from these technological improvements. I am hopeful that

this research will spark further exploration and creativity in the field of XAI,

especially given the growing importance of XAI highlighted in recent policies like

the EU AI Act. As we push the boundaries of XAI, the insights from this research

underscore our ongoing quest for knowledge and the exciting opportunities that

lie ahead.
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Appendix A

Hidden Markov Model and N-

Beats for Univariate Time Se-

ries

A.1 Hidden Markov Model

The observation sequence, O, is the given time series. In this analysis, the prob-

ability of the observation (i.e. the emission probability B) is assumed to be the

Gaussian distribution, such that bj(v(t)) = N (v(k) = v(t), µi, σi) where µij and

σj are the mean and variance of the distribution for each state, h(j), respectively.

Therefore, the parameters of the HMM are modified to λ = (A,µ, σ, π) and can

now be learned and adjusted by solving the Learning Problem of the fundamen-

tal questions that can be answered by an HMM, which is given the observation

sequence, O, adjust the parameters λ to maximise P (O∣λ). Although there is

no known optimal algorithm for estimating the model parameters given any fi-
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nite number of observation sequence [112], we can however choose the parameters

that maximise P (O∣λ) locally using an iterative approach. The Baum-Welch al-

gorithm [12] is one of the most popular iterative approaches. The Baum-Welch

algorithm is a special case of the Expectation-Maximisation (EM) algorithm and

the Forward and Backward algorithms are applied at the Expectation step.

The model is trained on the known observation sequence O= v(1)...v(T ) with

the number of hidden states set to five after grid search. The most probable next

observation symbol, v(T + 1), can be predicted using the Forward Algorithm.

This is done by constructing two HMM models.

For the first HMM model, the potential v(T + 1) is searched from the

known O= v(1)...v(T ). The likelihood function P [v(1)v(2)...v(T )v(T + 1)∣λ]

is then calculated, and the v(T + 1) that gives the maximum likelihood under

the model can be estimated as the future single observation symbol, named

v(T + 1)HMM1. There is, however, a limitation when only searching for v(T + 1)

from the known O= v(1)...v(T ), such as when the next real observation symbol

never appeared in the known O= v(1)...v(T ).

A second HMM model therefore is constructed to overcome this limitation

by training on the fraction of change between two consecutive known observation

symbols, such that,

fj =
v(j + 1) − v(j)

v(j)
. (A.1)

Similar steps to the first HMM is then followed. The likelihood function

P [f1f2...fT fT+1∣λ] is calculated and the fraction of change that gives the maxi-

mum likelihood function is estimated as the future fraction of change. The output

of the second HMM is calculated as:

v(T + 1)HMM2 = v(T ) ∗ (1 + fT+1). (A.2)
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Figure A.1: N-Beats Architecture Proposed by Oreshkin et al. [108]

The final future observation symbol v(T̃ + 1) is calculated by taking the aver-

age of the outputs of two HMM models, such that,

v(T̃ + 1) =
v(T + 1)HMM1 + v(T + 1)HMM2

2
. (A.3)

The results of either using the real observation symbols or the predicted obser-

vation symbols when predicting the next observation symbols are also compared.

A.2 N-Beats

N-Beats is a deep neural architecture proposed by Oreshekin et al. [108] that

focuses on solving univariate time series problems, with interpretability being

one of its desirable properties. N-Beats is composed of several building blocks

that can be stacked together with doubly residuals, where one residual branch

does backcast, the other forecast, and the input of the next block is constructed

by subtracting the backcast of the output from the previous block. Oreshkin et

al. [108] further defined two configurations of the architecture, namely generic

and interpretable, where the interpretable architecture consists of two specifically

defined blocks, trend and seasonality, in order to decompose the time series and

make the outputs interpretable.

As shown in Figure A.1, the architecture of Interpretable N-Beats consists

of two blocks, namely Trend Block and Seasonality Block, which are doubly
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residual stacked on top of each other. The basis of each block is made up of a

fully connected network followed by a backward, gbl , and a forward, gfl basis layer.

The fully connected network has 4 fully connected layers and ReLU non-linearity

that produces two predictors of expansion coefficients, backward θbl and forward

θfl . The backward and forward basis layers then take their respective expansion

coefficients and produce the backcast x̂l and forecast ŷl outputs by projecting the

coefficients internally on the set of functions. Forecasts are then aggregated in a

hierarchical fashion.

In the Trend Block, gbl and gfl are constrained to be a polynomial function of

a small degree, p, that varies slowly across the forecast window. This function is

trying to mimic the behaviour of trend, which is a monotonic function, or at least

a slowly varying function [108]. When p is set low (e.g., 2 or 3), it forces the trend

forecast to mimic the trend [108]. Therefore, p is set equal to 2 in this analysis.

In the Seasonality Block, gbl and gfl are constrained to be a Fourier series in order

to mimic the characteristics of seasonality, which is a regular, cyclical, recurring

fluctuation [108].
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Appendix B

Explanation Results of FocusLearn

for Time Series Data

B.1 Explanations for the Air Data Set

Figure B.1: Graphs learned by FocusLearn for Air.
in predicting future PM2.5 values (regression) on the Air data set. These plots show top
10 features selected by the AFS component in the FocusLearn, where selected features with
normalised and original values are on the x-axis, and future PM2.5 values prediction contribution
are on the y-axis.
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The shape function plot for Carbon Monoxide (CO) shows an overall positive

correlation with large variation. Similarly for Sulfur Dioxide (SO2 ), there is a

positive correlation until the sudden drop when the value of SO2 exceeds 320

µg/mg3. Notice how simply sampling the input to the LSTM to obtain such

correlations would not be informative or feasible in practice with an increased

number of input variables.

The plot for Dew Point Temperature (DEWP) shows that when DEWP is at

around 0 degree Celsius, predicted future PM2.5 values tend to be the highest.

The contribution of DEWP towards predicting future PM2.5 values then drops

at around 7 degree Celsius and increases again at around 12 degree Celsius.

Ozone Concentration (O3 ), Rain, HOUR contribute almost nothing towards

predicting future PM2.5 values, and the contribution of O3 even becomes negative

with high O3 values (e.g., higher O3 values leads to lower future PM2.5 values).

The plot for Temperature (TEMP) shows that when temperature is in the

range of -8 and 28 degrees Celsius, future PM2.5 values are predicted to be the

highest, whereas when the temperature is above 28 and below -8 degree Celsius,

this will lead to a low future PM2.5 values. This observation is in line with many

literature studying correlation between PM2.5 and season such that there is a

negative correlation in summer and autumn and positive correlation in spring and

winter [28]. The plot for MONTH also confirms this observation, such that future

PM2.5 values are predicted to be the highest in January, followed by November

and September.

The plot for Wind Direction (WD) shows that future PM2.5 values are pre-

dicted to be the lowest when there is a Eastern wind, and future PM2.5 values are

predicted to be the highest when the wind changes from a northerly to southerly

wind (i.e., normalised value at around 0.5 on the x-axis). When the wind di-

rection changes from Southwestern wind to West-southwestern wind, it is also

likely leads to a lower future PM2.5 value. Lastly, the plot for YEAR shows that

more recent data (i.e., data from 2016 onward) have more impact on the model in

predicting higher future PM2.5 values. Whereas there is a drastic decrease in con-

tribution of YEAR towards predicting future PM2.5 values in the years between

2013 and 2014.
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B.2 Explanations for the Energy Data Set

Figure B.2: Graphs learned by FocusLearn for Energy.
Predicting future appliance energy values (regression) on the Energy data set. These plots show
top 10 features selected by the AFS component in the FocusLearn, where selected features with
normalised and original values are on the x-axis, and future energy values prediction contribution
are on the y-axis.

Figure B.2 presents the shape functions that show the exact depiction of each

feature contribution to the model predicting energy uses in the house. Notably,

pressure measured in mmHg (pressure mm hg), Viability, and Wind speed mea-

sured at the Chiveres weather station, as well as energy consumption of light

fixtures (light) within the household, exhibit negligible contribution to the model

prediction, as evidenced by their flat blue lines indicating a constant shape func-

tion with a contribution equal to zero. Features such as humidity in the office

(RH4 ), humidity in bedroom 2 (RH8 ), temperature in the bathroom (T5 ), tem-

perature in bedroom 2 (T8 ), and temperature in the living room (T2 ) demon-

strate fluctuating contributions above zero, albeit without significant values that

would markedly influence the model to predict higher appliance energy usage.

From these observations, it can be inferred that data sourced from the Chiveres

weather station, encompassing pressure, viability, wind speed, and dew point, ex-

ert minimal impact on household appliance energy consumption. Conversely,

variations in humidity and temperature across different rooms within the house-

hold significantly influence appliance energy usage patterns.
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B.3 Explanations for the EEG Data Set

Figure B.3: Graphs learned by FocusLearn for EEG.
Predicting eye state (classification) on the EEG data set. These plots show top 10 features
selected by the AFS component in the FocusLearn, where selected features with normalised and
original values are on the x-axis, and contribution towards the prediction are on the y-axis.

Figure B.3 shows that electrodes placed at the AF4, F4, F7, FC5, O1, O2, and T8

regions have almost no contribution towards FocusLearn in predicting eye state

from the EEG, and AF3 and P7 have minimal contribution towards the model

prediction. This means that electrodes placed at these regions do not contribute

much to FocusLearn in predicting the eye state.

Figure B.3 shows that the electrode placed on the T7 region is the most

important one in predicting the eye state. Its plot shows that higher T7 values

means it is more likely that the eyes are open (i.e., label 1), and lower T7 values

means it is more likely that the eyes are closed (i.e., label 0). Interestingly, T7

is a feature that is neither the most correlated to the outcome nor the one with

the highest multicollinearity. Meaning that FocusLearn managed to capture the

non-linear relationship in the underlying data.

B.4 Explanations for the Weather Data Set

The shape function plot for Humidity at 3pm (Humidity3pm) shows that humidity

from 60 to 99% at 3pm today will likely lead to rain tomorrow. The start of

the upward trend of the contribution of humidity occurs in a region of high data
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Figure B.4: Graphs learned by FocusLearn for Weather.
Predicting whether it will rain tomorrow (classification) on the Weather data set. These plots
show top 10 features selected by the AFS component in the FocusLearn, where selected features
with normalised and original values are on the x-axis, and contribution towards the prediction
are on the y-axis.

density. The plot for Wind Direction at 3pm (WindDir3pm) shows higher chances

of rain when there is a northerly wind compared with lower chances of rain when

the wind direction changes to a more southerly wind.

The plot for the Fraction of sky obscured by cloud (oktas) at 9am (Cloud9am)

shows that this feature contributed nothing in FocusLearn predicting whether or

not it will rain tomorrow.

The plot for Class A pan evaporation (mm) in the 24 hours to 9am Evap-

oration shows that the relationship between Evaporation and future rain fall is

rather complicated. This is as expected as although both evaporation and precip-

itation (rainfall) are connected within the water cycle, their relationship depends

on several factors including global climate phenomena and local factors. Never-

theless, this shape plot would be helpful to meteorologists to discover the detailed

pattern between Evaporation and Rain. For example, in this specific case, when

Evaporation reaches 13mm, then this will most likely lead to rain tomorrow. This

complicated relationship can also be observed with Atmospheric pressure (hpa)

reduced to mean sea level at 9am (Pressure9am) and Temperature (degrees Cel-

sius) at 9am (Temp9am), and how atmospheric pressure and temperature affects

the chance of raining the next day also depends on other factors.

The plot for Humidity at 9am (Humidity9am) follows a similar pattern to
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Humidity3pm, with a drastic increase in the chance of raining tomorrow when

the humidity is above 60%. Therefore, when humidity at 9am is above 60%, it

will most likely to rain tomorrow, and when humidity at 9am is less than 60%, it

will most likely to not rain tomorrow.

The plot for Maximum Temperature in degrees Celsius (MaxTemp) shows that

higher maximum temperature means there is a less chance of raining tomorrow,

and there is a drop in chance of raining tomorrow when the maximum temperature

is above 5 degree Celsius.

The plot for The amount of rainfall recorded for the day in mm (Rainfall)

shows that, as expected, the more rainfall detected on the recorded day, more

likely to rain tomorrow. There is a drop in chance of raining tomorrow when

rainfall detected on the recorded day is above 17mm, and this might warrant a

further investigation with the meteorologist.

The plot for The speed (km/h) of the strongest wind gust in the 24 hours

to midnight (WindGustSpeed) shows that when the speed of the strongest wind

is at around 70km/h, it is more likely to rain tomorrow. The chance of raining

tomorrow then drop when the speed of the strongest wind is above 70km/h.

Whereas when the speed of the strongest wind is less than 49 km/h, it is more

likely to not rain tomorrow.
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Best Hyper-parameters for the

Prediction Models
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C.1 On Time Series Data

Table C.1: Optimal Hyper-Parameters for the four time series data sets.

Hyper-parameters Air Energy EGG Weather

FocusLearn

Initial Learning Rate 0.0008 0.0058 0.0021 0.0003

Dropout rate in the RNN 0.0349 0.3584 8.6209e5 0.1992

Dropout rate in the MNN 0.0142 0.0140 0.0005 0.8378

Dropout rate in the final output 0.0513 0.0579 0.0011 0.1851

Batch Size 64 512 512 64

Number of hidden unit in the RNN 64 64 64 1,026

Number of hidden units in the MNN [256, 128] [256, 128] [32, 16] [512, 256]

NAM

Learning Rate 0.0122 0.0007 0.0002

Dropout Rate 0.0405 0.0107 0.0218

Batch Size 512 256 256

Hidden Sizes [512, 256] [64, 32] [256, 128]

SPAM
Learning Rate 0.1902 0.0009

Dropout Rate 0.0265 0.0590

Batch Size 256 64

LSTM

Learning Rate 0.0082 0.7330 0.0369

Dropout rate 0.0567 0.2340 0.1285

Batch Size 64 128 64

Number of hidden unit 128 128 256

XGBoost

Number of estimators 200 50 1,000

Max Depths 50 5 5

Subsample 0.8069 0.3804 0.3191

Learning Rate 0.7600 2.8467e5 0.4725
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C.2 On Healthcare Domain Use Case

Table C.2: Optimal Hyper-Parameters for the Hearing Loss domain use case.

Hyper-parameters OtiReal

FocusLearn

Initial Learning Rate 0.0130

Dropout rate in the RNN 0.0318

Dropout rate in the MNN 0.1450

Dropout rate in the final output 0.0339

Batch Size 256

Number of hidden unit in the RNN 256

Number of hidden units in the MNN [256, 128]

NAM

Learning Rate 0.0065

Dropout Rate 0.4875

Batch Size 64

Hidden Sizes [128, 64]

SPAM
Learning Rate 0.268

Dropout Rate 0.1072

Batch Size 64

LSTM

Learning Rate 0.0260

Dropout rate 0.1153

Batch Size 256

Number of hidden unit 64

XGBoost

Number of estimators 1,000

Max Depths 100

Subsample 0.2605

Learning Rate 0.3370
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Appendix D

Time Series Data Analysis

D.1 Energy Time Series Data Analysis

D.1.1 Energy Time Series Data Decomposition
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Figure D.1: Energy Time Series Data Decomposition Graphs I
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Figure D.2: Energy Time Series Data Decomposition Graphs II
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Figure D.3: Energy Time Series Data Decomposition Graphs III
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Figure D.4: Energy Time Series Data Decomposition Graphs IV
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D.1.2 Energy Time Series Data Rolling Standard Devia-

tion

Figure D.5: Energy Time Series Data Rolling Standard Deviation over Time
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D.2 Air Time Series Data Analysis

D.2.1 Air Time Series Data Decomposition

Figure D.6: Air Time Series Data Decomposition Graphs I
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Figure D.7: Air Time Series Data Decomposition Graphs II
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D.2.2 Air Time Series Data Rolling Standard Deviation

Figure D.8: Air Time Series Data Rolling Standard Deviation over Time
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D.3 EEG Time Series Data Analysis

D.3.1 EEG Time Series Data Correlation

Figure D.9: EEG Time Series Data Correlation Graph
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