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ABSTRACT

Digital Signal Processing (DSP) has a number of well known advantages compared
with analogue signal processing. Its main drawback of complexity is becoming more
manageable with the advent of VLSI systems. The digital filter is an important DSP
function which has wide application and plays some part in most DSP systems. The
practicality of DSP is therefore dependent on the efficient implementation of digital filters
with VLSI systems. The aim in this thesis is to design architectures for this purpose with
an emphasis on identifying features of structures which can be exploited in the design of
efficient architectures.

The first step towards this goal is the selection of suitable digital filter structures. This
issue is addressed from the viewpoints of finite wordlengths and hardware
implementation. Appropriate measures are introduced and used to assess the suitability of
a number of structures from the literature ; direct form II, cascaded second order
sections, parallel second order sections, Gray-Markel normalized ladder, cascaded unit
elements WDF, lattice WDF, LC ladder WDF and IVR generalized WDF. It is shown
that of these, the cascaded unit elements WDF and the lattice WDF are best suited to
VLSI implementation.

A novel finite wordlength design program for cascaded unit elements WDFs is
presented. This program is based on a heuristic approach and exploits a number of
properties of cascaded unit elements WDFs which have been identified. Also, programs
for the design of lattice WDFs based on cascaded unit elements and LC networks are
given.

An architecture for the cascaded unit elements WDF is given which exploits the
inherent parallelism of the structure to optimize the speed in a multiplexed scheme. This
is achieved by pipelining the basic section. Architectures for lattice WDFs based on
cascaded unit elements and all-pass sections are also presented. Simple modifications to
the structure, multiplexing and pipelining are used to optimize efficiency.

The relationship between a theoretical discrete system and its synchronous digital
realization is explored. This is used to show that synchronous digital realizations of WDFs
based on unit elements can be used to process two signals simultaneously without
requiring any modifications. It is necessary for the two signals to be skewed by half the
sampling period

This property is exploited in the design of a reconfigurable, programmable
architecture which can be used to implement two separate UEWDFs, two UEWDFs in
cascade or a lattice WDF. Appropriate results are given to demonstrate the efficiency and
versatility of this architecture. Similar ideas are used to design an architecture capable of
implementing two separate LC ladder WDFs, two LC ladder WDFs in cascade or a lattice
WDF.

Closing arguments are given to show that the work presented in this thesis may be
used in the development of a CAD system for the VLSI implementation of digital filters
which is based on a standard cell approach.

- ix -
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CHAPTER ONE

INTRODUCTION

In the past, the complexity of digital signal processing functions made it impractical to
implement such functions and this approach was only employed when an analogue
alternative was not available. The advances in fabrication technology and the advent of
VLSI systems has made it possible to integrate complete digital signal processing functions
on single chips. This, coupled with the continuing replacement of analogue systems with
digital systems where practical, has led to the current activity in research into VLSI

implementation of digital signal processing functions.

The digital filter is an important digital signal processing function with applications in
communication systems, control systems, measurement systems etc. Efficient
implementations of digital filters with optimum speed performance and silicon area
requirements are therefore a desirable goal. To this end, we will consider the design of

efficient architectures for the VLSI implementation of digital filters in this thesis.

This chapter begins with a brief outline on filters with an emphasis on their history
and the development of digital filters. The digital filter is a linear time-invariant discrete
system and the theory of such systems is given in section 1.2. An introduction to digital
filters is given in section 1.3 including discussions on the processes involved in the design
of digital filters and the choice of digital filter structure. A number of approaches to the
design of digital filter structures reported in the literature are outlined in section 1.4. A
discussion on approaches to the implementation of digital filters is given in section 1.5 and
VLSI implementation aspects are discussed in section 1.6. The chapter concludes with a

section on the objectives in this thesis.

1.1 FILTERS

In the early 1900s, the concept of loading transmission lines with lumped inductances

in order to reduce attenuation was proposed by Heaviside. The frequency response of



such a loaded transmission line is the same as that of a low pass filter. By reducing the
distributed capacitance to lumped capacitances, and distributed inductance to zero in the
loaded line, the LC ladder low pass filter is obtained. This type of filter was independently
invented during world war [ by Campbell and Wagner to whom the birth of filter theory is
attributed [1]. Since then, the theory and practice of filter design has advanced
considerably with a consequent broadening of the term 'lilter” which may now be defined
as a network which is required to have a prescribed response for a given excitation. The

response requirement may be given in terms of time or frequency [2].

There are three categories of electronic filters; passive, active and digital.

PASSIVE FILTERS

Passive filters evolved from the original work of Campbell and Wagner and comprise
either lumped inductances, resistances and capacitances or, for very high frequency

applications, distributed inductances, capacitances and resistances.

The problems associated with passive filters are mainly those due to variation in
component values due to losses, temperature, ageing etc. At lower frequencies, the bulk
of the inductors is a major problem and in general, it is desirable to eliminate the inductor
because of the expense and losses associated with it. This can be achieved with active
filters. Because of the limitations of active components at high frequencies, such

applications will always require passive filters [3].

Of particular interest are passive lossless filters which are inserted between equal
resistive terminations. These exhibit a particularly low sensitivity to component variations
[4,5]. For this reason, these filters have been used as a basis for theoretical developments

in active and digital filters in attempts to emulate this property [3].

ACTIVE FILTERS [6]

The need for inductorless filters and the invention of the transistor in the late 1940s
led to the invention of the active filter, In 1953, Linvill showed that a filter comprising

resistors, capacitors and an active element was theoretically possible. The emergence of



the monolithic operational amplifier as an off the shelf component in the 1960s and
subsequent research meant that by the 1970s, the active RC filter was established as a
practical product. The increasing integration of systems onto single chips of silicon and
the difficulty of implementing resistors in MOS technology led to the invention of the

switched capacitor in the late 1970s. Today, this is the dominant active filter technology.

DIGITAL FILTERS

In the late 1950s, digital filtering was mainly performed in non-real time on
computers and was used in cases where filtering with analogue components was not
possible. Digital filters implemented in hardware were not practical because of the speed,

cost and size of digital components.

The advances in microelectronics since then, in parallel with developments in digital
filter theory and design, have made it possible to implement complete digital filters on
single chips. With continuing advances in fabrication technology and design methods,

digital filters are becoming increasingly practical.

Digital filters have a number of advantages compared with analogue filters.

DIGITAL FILTERS VERSUS ANALOGUE FILTERS
Advantages of digital filtering :
(1) Performance from unit to unit is stable and repeatable.

(2) Arbitrarily high precision is achieved that is limited only by the number of

bits carried in memory and the input and output resolution capabilities.
(3) No impedance matching problems exist in the digital domain.

(4) Critical filter break frequencies can be placed without restrictions (influences

the precision required).

(5 Component value variation problems normally associated with
capacitors,inductors and resistors due to temperature changes or age are

non-existent.



(6)

)

(8)

)

Adaptive filtering is possible.

The possibility of time-sharing major implementation sections exists (adders,

subtractors, multipliers etc).
Periodic calibration as is required with analogue circuits is eliminated.

Linear phase characteristics are possible.



1.2 THEORY OF LTI DISCRETE SYSTEMS [7,8]

An ideal digital filter is a linear time-invariant (LTT) discrete system. In this section a

brief introduction is given to discrete signals and systems.

DISCRETE SIGNALS

A signal can be defined as a function that conveys information, generally about the
state or behaviour of a physical system. In electrical systems, signals take the form of

voltages or currents.

Signals can be represented mathematically as functions of time. The independent
variable of the mathematical representation of a signal may be either continuous or
discrete. Continuous-time signals (figure 1.1) are signals that are defined at a continuum
of times and thus are represented by continuous variable functions. Discrete—time signals
(figure 1.2) are defined at discrete times and thus the independent variable takes on only

discrete values, i.e. discrete-time signals are represented as sequences of numbers.

A discrete-time signal may be obtained from a continuous-time signal by the process
of uniform sampling. According to the sampling theorem, the two signals are entirely
equivalent provided that the sampling rate is at least twice the highest frequency

component of the continuous—time signal. If this condition is not met, then aliasing errors

will result.

The most elementary discrete-time signal is the unit-sample sequence which is

defined as

din) =0 if n isnot equal to 0 (1.1}
din) =1 if nisequal to 0

An arbitrary sequence can be expressed as a sum of scaled delayed unit samples :

oD

x(n) = k_Z x(k). d(n—k) (1.2)

==



LTI DISCRETE SYSTEMS

A system is defined mathematically as a unique transformation or operation that maps

an input sequence x(n) into an ouiput sequence y(n). This is denoted as

y(n) = Glx(n)] (1.3)

and is shown diagrammatically in figure 1.3,

A linear discrete system is defined by the principle of superposition. If yJ/(n) and
y2(n) are the responses when xI (n) and x2(n) respectively are the inputs, then a system is

linear if and only if

Gla.xI(n) + b.x2(n)] = a.GfxI(n}] + b.G{x2(n})] = a.yi(n) + b.y2(n) (1.4)

for arbitrary constants a and b.

A time invariant system is characterized by the property that if y(n) is the response to

x(n), then y(n-k) is the response to x{n—k), where k is a positive or a negative integer.

The response of an LTI discrete system te a unit-sample is called the impulse
response and this completely characterizes a system. The response of the system to an
arbitrary sequence can be obtained by summing weighted impulse responses. This is

mathematically described by the convolution sum;

o0

yn) = 25 x(k).h(n—k) (1.5)

==

where h(k) is the impulse response.

Alternatively, the system may be described by a linear difference equation. This gives
the relationship between the input and output sequences in the time domain. In general,

for a pth order system, the linear difference equation takes the form

y(n) = al.x(n) + al.x(n-1) + ...am.x(n-m)
- biy(n=-1) = b2.y(n-2)........ —bp.y(n-p) (1.6)

where bo, BI...bm, al, a2..... ap are constants . The values of these constants describe



the dynamical behaviour of the system. p and m are fixed non-negative integers.

Note that the discrete system requires three basic operations ; addition/subtraction,
multiplication and delay. Symbolic representations of the operations are shown in ligure
1.4. An LTI discrete system can therefore be represented in graphical form as a network

of these three elements.

THE Z-TRANSFORM

The Z-transform is used to convert a sequence of numbers into a function of the
complex variable Z. The Z-transform of a sequence of numbers x(n) which is identically

zero for negative discrete time is defined by

=] =
Z{x(n)] = X(Z) = Zﬁ x(n).Z (1.7)

=

The Z-transform has a number of properties which are useful in the manipulation of

linear difference equations ;
LINEARITY :  Zxl(n) +x2(n)] = Z{xl(n)j + Z{x2(n)] (1.8)

=5
LEFT SHIFT PROPERTY :  Z[x(n-1)] = Z{x(n)].Z (1.9)

CONVOLUTION -S5UM FPROFERTY :

Z[ X x(k).h(n-k)] = Z{x(n)].Z[h(n)] (1.10)

k=—pa

THE BILINEAR TRANSFORMATION [7]

The bilinear transformation gives a relationship between the complex frequency
variables s and Z where s is the continuous-time complex frequency variable and Z is the

discrete—time complex frequency variable;



4a (1.11)

AR |

The bilinear transformation maps the left half of the s—plane onto the inside of the
unit circle in the Z-domain, and the right half of the s-plane onto the outside of the unit
circle in the Z-domain. The implication of this is that a transfer function that is stable in
the s—domain will also be stable in the Z-domain. The mapping of the entire y—axis in the
s—domain onto the unit circle in the Z-domain results in a warping of the frequency
rezponse and the relationship between frequencies in the s—domain and the Z-domain is

as follows;

g =tan (w.7/2) (1.12)
where © is the continuous—time frequency, ( is the discrete=time frequency and T is

the sampling period.

Therefore, in designs using the bilinear transformation, ‘prewarping’ of the
continuous—time frequency response is carried out in order to achieve the desired result

in the Z-domain.

THE TRANSFER FUNCTION

An LTI discrete system can be described in the complex frequency domain
(Z~-domain) with a transfer function. The transfer function is defined as the ratio of the

output signal to the input signal in the Z-domain ;

ie. G(Z) = Y(Z)X(Z) (1.13)
from the earlier definition of a linear difference equation (equation 1.6)
-1 -2 -m

¥(Z) gl + alZ® + alZ + oo +am. 7
G(Z) = = (1.14)

=P
X(Z) ! + bl.Z2 + b2.Z + ...+ bpZ



The transfer function can be obtained by taking the Z-transform of the impulse
response. The frequency response can be obtained from the transfer function by setting

1Z| = 1.

STRUCTURE

It was pointed out earlier that a discrete time system can be represented graphically
with a network of adders/subtractors, multipliers and delays. The topology of such a

network is defined as the STRUCTURE of the discrete system.

It is important to note that an infinite variety of structures may have the same transfer

function.



1.3 INTRODUCTION TO DIGITAL FILTERS

The first stage in the design of discrete filters is concerned with obtaining a transfer
function satisfying the required response. Transfer functions which comprise ratios of
polynomials exhibit impulse responses which are of infinite duration. Such filters are
known as IIR filters. On the other hand, transfer functions comprising a peolynomial
exhibit impulse responses of finite duration. Such filters are known as FIR filters. FIR
filters have the advantage of being unconditionally stable and offer the possibility of linear
phase response. The disadvantage of FIR filters is that higher orders are required

compared with IIR filters to satisfy a given tolerance scheme.

We will only consider ITR filters in this thesis.

DIGITAL REALIZATION OF DISCRETE SYSTEMS

A digital signal is one in which both the independent and dependent variables are
discrete. An ideal digital signal (i.e. one in which the number of discrete levels for the
dependent variable is infinite) can be used to exactly represent a discrete signal. A digital

filter can be described as a discrete filter in which all the signals are digital.

The elements of a discrete system (figure 1.4) can be realized with digital equivalents.
Ideal digital adders and multipliers have zero propagation delay. In practice, a finite
propagation delay is associated with both these elements. The delay elements may be

realized with delay lines or shift registers.

Asynchronous digital realizations are possible with delay lines being used to realize
the delay element. In such systems, the delays associated with adders and multipliers have
to be considered as part of the design process. The obvious dilficulties associated with this

approach mean that it is not generally employed in practice.

In practice, synchronous digital realizations are generally employed. In such systems,
the shift register is generally employed to realize the delay element and since the system is
clocked, the propagation delays associated with multipliers and adders are only

considered in determining the maximum clocking frequency.

=10 =



Since the digital computer is a synchronous system, it can be used to realize a digital

filter.

DESIGN OF DIGITAL FILTERS [9,10]

In designing frequency selective filters, the starting point is a specification given in
terms of a tolerance scheme (figure 1.5). Such a scheme defines the boundaries within

which the actual frequency response must lie.

The first stage of the design process is to find a suitable transfer function which
satisfies the tolerance scheme. This is essentally an approximation problem. For IIR
filters, the most common approach is to solve the approximation problem in the s—domain
by using classical approximation methods such as Butterworth, Chebyshev etc. The
Z-domain transfer function is then obtained by means of the bilinear transformation. The
approximation problem can also be solved in the Z-domain with the aid of optimization

algorithms.

The next stage in the design process is to obtain a structure to realize the transfer
function. It has been pointed out that a particular transfer function may be satisfied by an
infinite number of structures. The choice of structure is extremely important for a number

of reasons.

CHOICE OF DIGITAL FILTER STRUCTURE

In a real digital filter, both the signals and coefficients have to be represented with a
finite number of bits. This process is known as quantization. Coefficient quantization
causes a deviation in the frequency response of the digital filter. Signal quantization
causes quantization noise and may cause limit cycles. Different structures behave
differently under these conditions. The digital filter designer is interested in choosing

structures which exhibit low sensitivity to quantization.

From the implementation viewpoint, the complexity of the structure is an important
consideration. In high speed applications, the degree of inherent parallelism needs to be
considered. Also, the amenability of the structure to LSI integration and multiplexability

should be considered.
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1.4 APPROACHES TO DESIGN OF DIGITAL FILTER STRUCTURES

The general form of a digital filter transfer function is given in equation (1.14). The
corresponding linear difference equation is given in eguation (1.68). From this equation,
the structure of figure 1.6 can be derived. This was the first TIR digital filter structure to
be discovered and is known as the Direct form [. Implementation of this structure showed
that it is particularly sensitive to coefficient quantization and exhibits high roundoff
{guantization) noise. Research over the past two decades has been directed towards
finding alternative structures which exhibit low coefficient sensitivity and generate low

roundoff noise.

In this section, some approaches to the design of digital filter structures will be

described.

DIRECT FORM II [7]

By examination of figure 1.6 and equations (1.6} and (1.14), it can be seen that the
left half of figure 1.6 realizes the zeroes of G(Z) whereas the right half realizes the poles
of G(Z) . It is known that the order in which the zeroes and poles are realized does not

matter. Therefore, it is possible to realize G({Z) as shown in figure 1.7.

This type of realization is called direct form II. It can be seen that this has the
minimum number of delays necessary to implement G (Z). For this reason, it is also called

a canonic form network.

CASCADED SECOND ORDER SECTIONS [7]

The direct form structures were obtained directly from the transfer function G(Z).
We can rewrite G(Z) as a product of second order functions as follows:
-1 -2
IZ[ ! + alkZ + ak.Z
G(Z) = A.k ; (1.15)

=1 -2
!l + bIEZ + b2k.Z

where j = p/2 for p even and j = (p+1)/2 for p odd. For p odd, a2l = b21 = (),
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(Note : we have to cascade second order seciions because first order sections require
complex coefficients to realize complex poles).

The structure is shown in figure 1.8. Each second-order section can be realized with

direct form structures.

PARALLEL SECOND ORDER SECTIONS [7]

As an alternative to factorizing the numerator and denominator polynomials of G{Z),

we can express G{Z) as a partial fraction expansion in the form

-1
j ok + dIkZ
GEZI=B 1+ T (1.16)

-1 -2
I + alkZ + a2k.Z

The structure is shown in figure 1.9. Each second order section can be realized with

direct form structures.

GRAY-MARKEL STRUCTURES

Gray and Markel have developed techniques for synthesizing digital lattice and ladder
structures from direct forms [11-14]. These technigques are based on orthogonal
polynomial expansion of the direct form numerator and are used to transform the direct

form into a cascacde of lattice or ladder structures.

The general order of the cascade for a pth order filter is shown in figure 1.10a. The

sections G(Z) can be realized in any one of the following forms,.
(1) Two multiplier lattice as shown in figure 1.10b.
(2) Three multiplier ladder as shown in figure 1.10c.
(3 Normalized ladder as shown in figure 1.104d.

In addition, the sections may be realized with one multiplier lattices [11].
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WAVE DIGITAL FILTER STRUCTURES

WDF structures are derived from passive analogue filters [15-17]. The analogue
network is represented in terms of wave variables in the s-domain. Each element of the
analogue network is treated separately and the Z-domain equivalents are obtained by

application of the bilinear transformation.

Consider, for example, the capacitor shown in figure 1.11. The wave representation
of the network is as follows
A=V + IR
A1)
B=V-IR
where A is the incident voltage wave and B is the reflected voltage wave. The quantity
R is known as the port resistance and in the case of the capacitor is given by 1/ C. By
replacing s with its bilinear transformation representation in Z and solving the equations,
the following relationship is obtained
=
B= AZ (1.18)
The digital network to realize this equation is shown in figure 1.11. The wave digital

representation of the most common analogue elements is shown in figure 1.12.

When analogue elements of different port resistances are interconnected in a parallel
or series manner, a part of the incident wave will be transmitted and part reflected at the
interconnection. This must be taken into account in the digital equivalents. This is done
by first mathematically describing the interconnection in terms of wave variables and then
obtaining wave digital equivalents in the manner described before. The resulting digital
networks are known as adaptors and are either n-port parallel or n-port series adaptors
according to the type of interconnection being represented. The main features of the

derivation of the n-port parallel adaptor are illustrated in figure 1.13.

Therefore, for a given analogue filter, each element is replaced by its digital

equivalent and each interconnection is replaced by an adaptor in order to obtain a WDF.,
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GENERALIZED WAVE DIGITAL FILTER STRUCTURES

The generalized WDF structures [18-20] are also derived from passive analogue
filters. Each element is considered as a two port network and is described in terms of
wave variables. In this method, adaptors which are necessary in the one port description
(see section on wave digital filter structures) are not needed explicitly but are included as
part of the equivalent wave flow diagrams. Since the interconnecting port resistances are
identical, wave digital equivalents of the analogue elements can be directly
interconnected. As an example, the digital network for a series inductor is shown in fipure

1.14,

The wave description of the two port can be viewed as a linear transformation of the
transmission matrix [19,20]. This approach is generalized and conditions are given under
which a linear transformation when applied to the transmission matrix will result in a
realizable digital network. A number of transformations have been identified [19,20]
which allow the derivation of a range of digital filter structures from passive analogue

filters.
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1.5 APPROACHES TO IMPLEMENTATION OF DIGITAL FILTERS

Implementation methods for digital filters may be classified as either software

implementation or hardware implementation.

SOFTWARE IMPLEMENTATION

In this case, the digital filter signal flow diagram is viewed as a graphical
representation of the algorithm. Software implementation may be real-time or non-real
time. Non-real time applications require the signal that is to be processed to be stored in
computer memory. Generally, the number representation with this approach is floating
point and the availability of a large dynamic range for representation of both signals ane
coefficients means that the choice of structure is more flexible than in the other methods

to be discussed.

Digital filters can be implemented in real-time software on microprocessors or signal
processors. Signal processors [21] are special purpose microprocessors geared towards

signal processing applications.

HAERDWARE IMPLEMENTATION

For hardware implementation, each element in the signal flow diagram can be
implemented with a hardware equivalent in bit—parallel form. In general, digital filters are
complex digital networks and the requirements for hardware mean that in most cases such

an approach is impractical.

Alternatively, each element in the signal flow diagram can be implemented in
bit—serial form. Such an approach will require less hardware but will be slower. Clearly,
the tradeoff between the bit-serial and bit-parallel approaches is between complexity
and speed. It is also worth pointing out that the increase in the signal and coefficient
wordlengths will proportionally decrease the speed in the bit-serial approach and, in the
bit-parallel approach, the complexity will be proportionally increased. The complexity in

the bit —serial approach will also increase due to an increase in the storage requirements.

=3l



Early digital filter implementations employed bit-serial techniques because of the
limited capabilities of the available ICs [22-24]. More recently, the availability of parallel
multipliers and adders in single ICs have made bit-parallel implementations more
practical. When considering VLSI implementation, bit-parallel techniques are necessary
when high speeds are required. However, in the interests of minimizing silicon area and
power requirements, bit-serial techniques [25-30] should be employed when speed

requirements permit.

Depending on the structure on which the digital filter is based, multiplexing may be
employed to reduce the complexity. Obviously, this will result in a lower speed.
Multiplexing may be based on elements such as multipliers and adders or, it may be done
at a higher level such that filters of arbitrary order are implemented by time multiplexed

filters of lower order.

The multiplier is the most complex component in digital filters. Therefore, alternative
methods of implementing the multiplication function in a more efficient manner are of
interest. One such method is the distributed-arithmetic approach [31-34]. This technique
is based on implementing the sum-of-products using an algorithm called
distributed-arithmetic. The hardware implementation is carried out using ROMs and
shift-add circuits. Hence, this technique is also referred to as the ROM-accumulator

approach.

In the above discussion, some of the major aspects of digital filter implementation
have been outlined. Any combination of these, or the many techniques available for
digital system design, may be employed in practice. The exact method chosen will be
influenced by the sampling frequency requirements, system requirements and the
technology available. However, in any implementation, a common goal is to maximize the

sampling frequency and minimize the hardware complexity.
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1.6 VLSI IMPLEMENTATION OF DIGITAL FILTERS

An ideal architecture for VLSI implementation should possess the following attributes

[35]%

REGULARITY

An architecture is said to be regular if it is an ordered repetition of a simple cell. A

simple cell is one which comprises a small number of gates.

The VLSI design of a regular architecture is then reduced to the design of the cell.

This is the best method of managing the complexity of VLSI design.

PARALLELISM

In any digital system, the depree of parallelism will influence the efficiency of the
hardware. Some idea of the efficiency of a particular architecture may be gained by
evaluating the number of operations carried out by each element (gate, cell etc) over a
period of time. In general, parallelism is employed to reduce the complexity of the
propagation path in any system or subsystem so as (o increase its throughput rate and

thereby increase the efficiency of its elements.

Parallelism may be obtained by pipelining.

SHORT INTERCONNECTION LENGTH

Interconnections in YLSI systems should be Kept to a minimum because of the silicon

area required and the associated delays.

The transmission of signals through interconnections in ICs is governed by the
diffusion equation. This means that the relationship between interconnection length and
propagation delay takes an exponential form. Therefore, in the interests of speed,

interconnection lengths should be kept as short as possible.

Therefore, an ideal architecture from the VLS5I viewpoint should comprise an array
of simple cells which only require communication with adjoining cells. Furthermore,

during normal operation, all the cells should operate in parallel.
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Array type architectures which satisfy the above requirements to a large extent are

systolic arrays [36-38] and wavefront arrays [39,40].

Systolic arrays are pipelined array architectures that comprise a set of interconnected
cells which are all identical and capable of performing some simple operations. Each cell
is known as a processing element (PE) and each PE is only connected to adjoining PEs.
Data is synchronously pumped in and out of each PE and during normal operation, all
PEs operate in parallel. A disadvantage of systolic arrays is that synchronization requires
the distribution of a clock signal over the whole array. This problem is circumvented in
wavefront arrays by including control functions within each PE to allow exchange of data

between adjoining PEs. This leads to a more complex PE.

Although array type architectures are very suitable for VLSI implementation, their
suitability for implementing a particular function is dependent on the efficiency with
which the function can be mapped onto the array architecture. The massive parallelism
inherent in array architectures is obtained through pipelining and implementation of the
pipelining function requires storage elements in each PE. The array architectures can only
be used to their full potential when the function to be implemented can also be pipelined
to the same degree as the array. Otherwise the additional hardware complexity of the

array architecture may mean that it is not the most suitable architecture.

For a given function, a more direct approach to VLSI design may be more
appropriate. The availability of standard functions (addition, multiplication, etc) as
standard cells in most VLSI technologies means that the design process is simplified. For
digital filters, the main building blocks required are adders/subtractors, multipliers and
shift registers. These are common functions and a variety of methods are generally

available for their design and standard cells are also generally available.

The main aim in the VLSI design of digital filters is to maximize the sampling
frequency and minimize the silicon area. A useful goal is to design architectures which will
take the form of macrocells in cell based systems such that a single cell may be used to
implement a digital filter. The complexity of digital filters means that such architectures

must employ multiplexing. This approach can be taken a step further by ensuring that the
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basic cell architecture is such that a number of these may be used together to satisfy

higher sampling frequency requirements.
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1.7 OBJECTIVES IN THIS THESIS

The aim in this thesis is to design architectures for the VLSI implementation of digital
filters. In the pursuit of this goal, an emphasis is placed on the relationship between
structure and architecture and on exploitation of particular aspects of structures to design

efficient architectures.

The first step in the design of architectures for digital filters- is to identify digital filter
structures which are best suited to VLSI implementation. The following structures were
selected for detailed study; direct form II, cascaded second order sections, parallel
second order sections, Gray-Markel normalized ladder, cascaded unit elements WDF,

lattice WDF, LC-ladder WDF and IVR generalized WDF.

The representation of signals and coefficients with a finite number of bits causes a
degradation in filter performance. It is well known that the degree of degradation is
dependent on the type of filter structure and for a given specification, some structures will
require longer wordlengths for signal and coefficient representation. Also, some structures
are known to possess better stability properties and will therefore be more suited to
certain applications. In order to retain wider application, structures with good stability
properties are to be preferred for VLSI implementation. The above structures will be
studied in detail from the viewpoint of finite wordlength effects in chapter 2 and

comparisons will be made.

Digital filter structures differ in their hardware requirements and topology. From the
hardware implementation viewpoint, some structures are more suitable than others.
Important aspects to consider are the hardware complexity, multiplexability and speed.
The hardware complexity is determined by the number of elements required to
implement a particular structure and is influenced by the finite wordlength properties of
the structure. In structures where multiplexing is possible, a filter of arbitrary order may
be implemented by time multiplexing a subsection of the filter. Multiplexability allows the
tradeoff between speed and amount of hardware. The maximum sampling frequency
possible is determined by the complexity of the path through which a signal must
propagate in one sampling interval. This is influenced by the degree of parallelism

inherent in the structure and the parallelism may, in part, be due to pipelining due to the
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delay elements. The previously mentioned structures will be studied in detail from the

hardware implementation viewpoint in chapter 3 and comparisons will be made.

Through arguments presented in chapters 2 and 3, it will be shown that of the
structures considered, the cascaded unit elements and the lattice WDF are the most

suitable for VLSI implementation.

The cascaded unit elements WDF will be considered in detail in chapter 4. A novel
program for the design of filters based on this structure will be presented. The program is
based on a heuristic approach and is intended for designing filters with finite wordlength
coefficients. The multiplexability and parallelism properties of the structures are exploited
in the design of a novel architecture for VLSI implementation. Pipelining of the
multiplexed section is employed to improve the speed and thereby increase the efficiency
of the architecture. A program for the functional level simulation of the architecture will

be given.

Lattice WDF structures will be considered in detail in chapter 5. Design programs for
lattice WDFs based on cascaded unit elements and LC ladder networks will be presented.
Lattice WDFs based on all-pass sections will be considered and a number of architectures
for this structure will be given. The lattice WDFs based on cascaded unit elements are the
simplest from the VLSI implementation viewpoint and architectures for this type of lattice

WDF will also be given.

The realization of a discrete system with a synchronous digital system in which the
delay elements are realized with shift registers clocked at the sampling frequency only
behaves like the discrete system at the clock edges. Realization of delays of half the
sampling period requires clocking at twice the sampling rate and the digital system, in
effect, behaves like the discrete system twice in a sampling interval. This property can be
exploited to process two signals, skewed by half the sampling period, simultaneously. This
will be the subject of chapter 6 where it will be shown that WDFs based on unit elements
can be used to process two signals simultaneously. No modifications are required. The two
signals to be processed in this manner are simply skewed by half the sampling period with

respect to one another and added. The combined signal forms the input to the digital
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filter and the output of the filter is resolved to obtain the component signals. Simulation

results for a number of examples will be given in order to demonstrate this property.

The above property has been exploited in the design of a reconfigurable
programmable architecture which may be used to realize two separate cascaded unit
elements WDFs, two cascaded unit elements WDFs in cascade, or a lattice WDF based
on cascaded unit elements. The architecture is particularly efficient in terms of hardware
requirements in that it is based on a single multiplexed two port adaptor and requires little
additional hardware to achieve the versatility that it possesses. Furthermore, the
efficiency of the hardware is optimum since during normal operation, two samples (of
different signals) are processed during each sampling period. This architecture will be
discussed in chapter 7 and a program for functional level simulation will be given with

appropriate results to demonstrate that the architecture is functionally correct.

The same ideas as above have been used in the design of a reconfigurable,
programmable architecture which may be used to implement two separate LC ladder
WDFs, two LC ladder WDFs in cascade, or a lattice WDF based on LC ladder networks.
This architecture is based on a three port adaptor and is discussed in chapter 8. A

program for functional level simulation and appropriate results are given in chapter 8.
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FIGURE 1.7

DIRECT FORM
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FIGURE 1.8 : CASCADED SECOND ORDER SECTIONS

FIGURE 1.9 : PARALLEL SECOND ORDER SECTIONS
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CHAPTER TWO

COMPARISON OF DIGITAL FILTER STRUCTURES FROM
THE FINITE WORDLENGTH EFFECTS VIEWPOINT

2.1 INTRODUCTION

In real digital filters, both the signals and coefficients have to be represented with a
finite number of bits. This causes a number of undesirable effects which are dependent
on the type of digital filter structure as well as a number of other factors. These effects
can be measured in order to express quantitatively the degradation in filter performance.
It is known that the degree of degradation is dependent on the wordlengths of the
coefficients and signals and these must be determined during the design stage in order to

meet given specifications.

For hardware implementation, the coefficient wordlength requirement will influence
the complexity of the multipliers and the signal wordlength requirement will dictate the
complexity of all the elements in a digital filter. Therefore, it is important to identify those
structures which have low sensitivity to variations in coefficient values and exhibit a high

signal to noise ratio for a given signal wordlength.

It is the aim of this chapter to study in detail the finite wordlength properties of the
structures discussed in chapter 1 and to draw a comparison. The chapter begins with a
discussion of coefficient quantization effects and measures for these (section 2.2),
followed by a discussion of signal quantization effects and measures for these (section
2.3). Software which has been written for simulating digital filters is outlined in section

2.4 and examples are given to illustrate the main features.

In order to study experimentally some of the finite wordlength properties of the
structures, a number of filters based on each type of structure were designed and
simulated. Measures of finite wordlength effects were obtained and are detailed in section

2.5. These results are used as a basis for a comparison of the structures and also
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manipulated and expressed in terms of number of bits so as to give an indication of the

hardware implications.

The stability aspects of the structures and a comparison based on these is given in

section 2.6.
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2.2 COEFFICIENT QUANTIZATION EFFECTS

In an ideal digital filter, the binary representation of the multiplier coefficients may
require an infinite number of bits. In practice, these coefficients have to be approximated
with a finite number of bits and this process is penerally referred to as coefficient

guantization.

In a linear system (i.e infinite signal wordlength), the effect of coefficient
quantization is a deviation in the frequency response characteristic from its ideal position.
It is known that the degradation in the frequency response characteristic is dependent on
the type of digital filter structure, the coefficient wordlength, the type of approximation
function used in the design (e.g. Butterworth or Chebyshev), and the tolerance scheme

(i.e. the passband, stopband and transition band requirements).

A measure of the degradation due to coefficient quantization may be obtained by
measuring, in some way, the deviation of the amplitude response characteristic. One such
technique has been proposed by Crochiere [41]. This involves the definition of an error

function as follows :

(hmax-hmin-am)/am for (hmax-hmin)=am

relative error
relative error = 0 for (hmax—hmin)<=am

where

hmax = maximum amplitude in the passband (dB)
hmin = minimum amplitude in the passband (dB)
am = griginally specified ripple in the passband (dB)

The disadvantage of this method is that only passband behaviour is described.

Other mathematical techniques which describe the error between two functions may
also be used but these suffer from the disadvantape of describing overall deviations and
not deviations relevant to filter characteristics. With respect to this, a technique is

described below which is based on variations in the tolerance scheme.
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Filter specifications are generally given in terms of a tolerance scheme (see figure
2.1), i.e. passband ripple in dB, passband edge frequency, maximum stopband gain in dB
and stopband edge frequency. Clearly, it would be more useful than the previously
described techniques to obtain variations in all these parameters with coefficient
wordlength. What is required is a method of extracting the above parameters from a given

amplitude response. A method for doing this in software will be described in section 2.4.

The availability of a finite number of bits for the representation of each coefficient
means that there is a finite number of values that each coefficient can take. The
possibility that a different combination of finite wordlength coefficients may give a better
frequency response forms the basis of optimization methods which are generally used at

some stage in the finite wordlength design of digital filters [42],
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2.3 SIGNAL QUANTIZATION EFFECTS

The arithmetic operations in an ideal digital filter are linear. However, in real digital
filters, the arithmetic operations are non-linear due to finite signal wordlength. These

non-linearities give rise to several undesirable effects.

2.3.1 QUANTIZATION NOISE

The approximation of an ideal discrete signal (i.e. one which may assume any
amplitude value) with a finite number of bits results in an error component which has the
statistical properties of white noise for most types of input signal. Consequently, this error
is generally called quantization noise and is measured in RMS units and can be expressed
as a signal to noise ratio in dB. The signal to noise ratio is a more meaningful expression

since it gives a measure of the noise relative to the signal.

In digital filters employing fixed point arithmetic, the sources of quantization error are
the analog to digital converter and the multipliers. In systems employing floating point

arithmetic, the adders also produce guantization noise.

The signal to noise ratio in a digital filter is dependent on the signal wordlength, the
approximation method (i.e. type of roundoff), the type of negative number representation

and since a real digital filter is a non-linear system, on the input signal.
There are two types of approximation; truncating or rounding. The errors for an

m-bit signal are as follows :

. ROUNDING: the error is in the range -2**(-m-1) to 2**(-m-1).

. MAGNITUDE TRUNCATION: if the sign-magnitude negative number

representation is used, the error is between 0 and -2**(—m) if the number is

positive and between 2**(-m) and zero if the number is negative.

. 2's COMPLEMENT TRUNCATION (also known as value truncation): if the

2's complement representation is used, the error is always negative and in the

range O to —2**(-m).
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(note that the symbol ** denotes 'to the power of’).

Quantization noise can be measured by simulating both the ideal filter (linear)* and
the finite signal wordlength filter (non-linear) in the time domain. The same input signal
is applied to both filters and the outputs are subtracted to give the noise signal. The RMS
values of the input signal and the noise signal are obtained and used to determine the
signal to noise ratio. It is important to note that in the above, the initial conditions for
both filters must be zero and the coefficients must be quantized to the same values for

both filters.

An analytic approach to the determination of quantization noise has been proposed
by Jackson [43]. This technique is based on two assumptions. The first assumption is that
the errors due to roundoff are uncorrelated from sample to sample and the second
assumption is that the errors are uncorrelated from multiplier (or other rounding point) to
multiplier. The advantage of assuming uncorrelated errors from one sample to another is
that the noise injected into the filter by each rounding point is then 'white’', while the
advantage of assuming uncorrelated error sources is that the output noise power spectrum
may then be computed as simply the superposition of the (filtered) noise spectra due to
the separate error sources. The analysis is carried out by replacing each non-ideal
multiplier with an ideal multiplier and a noise source (see figure 2.2) and analysing the

network in the frequency domain.

A disadvantage of this technique is that the accuracy of the results is dependent on
the relevance of the assumptions to a given situation. A second disadvantage is that

overflow is not detected with this approach.

The method adopted in this thesis for measuring quantization noise involves time
domain simulation as discussed earlier. Overflow detection is included and since the signal
to noise ratio is dependent on the type of input signal, a variety of input signals are

employed. This is discussed more [ully in section 2.4,

*  Note that in the computer simulations described in this thesis, an ideal filter is

approximated by using double precision arithmetic.
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2.3.2 OVERFLOW

The addition of two numbers may result in a number which is larger than that which
can be represented with the available number of bits. This condition is known as

overflow.

Overllow can be avoided by employing scaling such that no signal can ever become
larger in magnitude than the largest possible number that can be represented with the
available number of bits. However, this type of scaling will lead to an impractically large
number of bits for the signal in view of the desired dynamic range. This means that in

most practical filters, overflow may occur [44].

If an overflow occurs, a number of different measures can be taken;

. SATURATION: the word that causes the overflow is replaced by a word

having the same sign but a magnitude corresponding to the overflow level.

. ZEROING: the word that causes the overflow is replaced with zero.

. 2's COMPLEMENT: discarding the bits that cause the overflow has special

advantages with 2's complement arithmetic, since overflows in intermediate

results do not cause overflows as long as the final result does not overflow [9].

The important point to note is that in a practical digital filter, overflow is to be
expected. It is necessary, therefore, to know the behaviour of the filter should an
overflow oceur. A practical filter should satisfy the forced response stability condition.
Forced-response stability implies that the effects due to overflow die out once the input
signal has decreased to a level for which, under linear conditions, the signal values inside

of the circuit would at no point exceed the available range [45].

2.3.3 LIMIT CYCLE OSCILLATIONS

Limit cycles are oscillations of fixed amplitude and period that occur in non-linear

systems, The occurrence of limit cycles in non-linear systems makes it necessary to define
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instability in terms of acceptable magnitudes of oscillation, since a very small non-linear

oscillation may not be detrimental to the performance of a system [46].

Two types of limit cycles are known in digital filter; small scale limit cycles (also
known as granularity) and large scale limit cycles (also known as overflow oscillations).
Small scale limit cycles are generated by quantization error sequences that are highly
correlated. Such error sequences arise when the input to a digital filter is zero, constant or

other type of signal with a very small amplitude [47].

Small scale limit cycles may be acceptable in some applications but it is necessary to
be able to determine bounds on the magnitudes of the limit cycles and how many bits are
required for the signal wordlength in order to keep the magnitude of the oscillations
within tolerable limits [48]. It is worth noting that limit cycles are more disturbing than
quantization noise, and thus in some applications suppressing limit cycles may be more

important than reducing quantization noise.

Large scale limit cycles occur in digital filters implemented with 2’s complement or 1’s
complement arithmetic and are due to overflow of adders rather than arithmetic roundoff
(small scale limit cycles are due to arithmetic roundoff) [49]. Large scale limit cycles are
not acceptable in practice and it is therefore important to eliminate the possibility that
they can occur. This can be done by employing adders which saturate when an overflow

condition is present.
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2.4 SIMULATION SOFTWARE

In this section, a program for the simulation of dipital filters will be described. The
program is called DIFSIP; an acronym for Dlgital Filter SImulation Program. The central
time domain simulation algorithm for DIFSIP is taken from the Purdue University digital

network analysis program, DINAP [50,51].

DIFSIP is written in fortran 77 and the code is shown in appendix Al.

2.4.1 PROGRAM OUTLINE

DIFSIP can simulate a digital filter so that we can obtain the following information at

any node :

. frequency response with infinite precision or finite precision coefficients.

. transient response to different stimuli for infinite precision signals and
coefficients, infinite precision signals and finite precision coefficients, and
finite precision signals and coefficients.

. the noise signal — i.e. the difference between the finite signal wordlength

response and the infinite signal wordlength response to the same input signal

- and the signal to noise ratio in dB.

DIFSIP can simulate multipliers and analog to digital converters emploving different
types of rounding; i.e. rounding, magnitude truncation, 2's complement truncation.
DIFSIP can also simulate adders employing different types of overfllow constraints; i.e.

saturation, zeroing , 2's complement.

DIFSIP can be used to obtain the real (finite signal wordlength) and ideal (infinite
signal wordlength) responses of a digital filter to different stimuli. The types of input signal
available are ; IMPULSE, RAMP, STEP, SINUSOID, UNIFORMLY DISTRIBUTED
RANDOM, NON-NEGATIVE UNIFORMLY DISTRIBUTED RANDOM, GAUSSIAN
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DISTRIBUTED RANDOM. The non- deterministic si
subroutines. The real or ideal signals at any node ir

graphic display and a zoom facility is provided.

DIFSIP can be used to perform transient analysis
This is done using the auto-transient analysis option w
types of input signal, range and increment of signal wor
of signal amplitude. Transient analysis is then carried c

results are written to an output file.

All nodes at which overflow occurs during a simulation |

and the results file.

DIFSIP can be used to obtain the frequency response at any no
way this is done is to first obtain the impulse response and then perform
a NAG subroutine. This method of obtaining the frequency response is 1

analysis in the frequency domain because the latter involves dealing with mai.

It has been pointed out in section 2.2 that a useful measure of coefficient sensii.
could be obtained in terms of variations in the tolerance scheme parameters. To this end,
a subroutine has been designed for DIFSIP (see appendix Al - subroutine FRSPAN)

which extracts the following information from an amplitude response characteristic :
(1 the maximum gain

(ii) the passband ripple (if a ripple is present) and the highest frequencies at
which the amplitude response attains values of -0.1 dB, -0.5 dB, -1.0 dB
(relative to maximum gain). This information is useful when no ripple is

present in the passband.
(iii) the passband edge

(iv) the highest frequencies at which the amplitude response attains values of
-20 dB, -40 dB, -60 dB, -80 dB, -100 dB (relative to maximum gain). This
information allows us to gain an insight into the transition band and stopband

behaviour of a filter.
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(v) the maximum peak in the amplitude response after the passband edge.

The above can be carried out automatically for a range of coefficient wordlengths by

using the auto-frequency analysis option in DIFSIP.

2.4.2 SIMULATION EXAMPLE

In order to illustrate some of the features of DIFSIP, the simulation of a seventh

order cascaded unit elements WDF (see figure 2.4) will be taken as an example.

The network is described to DIFSIP in terms of a netlist whereby each element is
specified in terms of its output and input node numbers. A graphic display of the

frequency response and transient response may be obtained at any node in the network.

The frequency response of the filter with a coelflicient wordlength of 16 bits is shown

in fipure 2.5a. A zoom into the passband is shown in fipure 2.5h.

The real response to a cosine input of frequency 0.01 radians per second (sampling
period = 1 second) and an amplitude of 0.1 volts is shown in figure 2.5¢, The signal
wordlength in this case was 16 bits and the tvpe of approximation employed by the analog
to digital converter and the multipliers was rounding, The corresponding noise signal is

shown in figure 2.5d.

The variation in the tolerance scheme of the amplitude response of the filter can be
studied with the aid of the auto-frequency analysis option in DIFSIP. This was done on
the filter example for the range of coeflicient wordlength from 8 to 20 bits and some of
the results are illustrated graphically in figures 2.6 a, b and c¢. (Note that 21 on the x-axis
represents infinite precision coefficients). Figure 2.6a shows the variation in passband
width, fipure 2.6b shows the variation in passband ripple and figure 2.6c shows the
variation in stopband parameters; all as a function of coefficient wordlength. Note that
these three graphs give a good picture of the variation in amplitude response with
coefficient wordlength. However, other parameters are available as a result of
auto-frequency analysis (residing in the FRN-OUT file) and may be used if further

information is required reparding variation in amplitude response.
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The range of analysis that may be performed with the auto-transient analysis option
has been discussed before. An example is shown in figure 2.6d which shows the variation
in signal to noise ratio with signal wordlength for two different amplitudes. The input

signal in this case was the cosine discussed before.
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2.5 COMPARISON OF STRUCTURES BASED ON EXPERIMENTAL
RESULTS

In this section, the finite wordlength properties of the structures discussed in chapter
1 will be studied through experiments based on simulations with DIFSIP. The results

obtained will be used as a basis for a comparison of the structures.

The method used was as follows: for direct form, cascaded second order sections,
parallel second order sections, lattice WDFs, LC-ladder WDFs and Gray-Markel

normalized structures, filters satisfying the following tolerance schemes were designed :

passband ripple = 0.5 dB
transition wideth = 0.05 (normalized)
stapband pain = -60 dB

passband edges = 0,05, 0.1, 0.15, 0.2, .25, 0.3, 0.35, 0.4 and passband
edge = 0.45 with stopband edge = 0.49.

For the generalized WDF, filters satisfying all the above tolerance schemes except the
last one were designed and for the cascaded unit elements WDF, only filters up to

passband edge 0.3 (remainder of tolerance scheme parameters as above) were possible.

2.5.1 COEFFICIENT SENSITIVITY MEASUREMENTS

An extended version of DIFSIP was used to obtain coefficient sensitivity measures for
the all the filters . For a piven filter, this program first evaluates the ideal tolerance
scheme parameters i.e. it evaluates the amplitude response of the filter for infinite
precision coefficients and from this extracts the passband ripple, passband edge, stopband
edge, and maximum stopband gain. It then 'relaxes’ the tolerance scheme by a certain
percentage and then computes the coefficient wordlength required to satisly the modified

tolerance scheme.

The above program was used to obtain the coefficient wordlengths required for 5

percent and 20 percent variation in tolerance scheme parameters for each filter and the
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results are shown in figures 2.7 and 2.8. Note that in figures 2.7 and 2.8, the number 17
on the y-axis represents any number greater than 16. Also note that the Gray-Markel
normalized filter with the passband width of 0.05 has a design error which has resulted in

a passband ripple of 1.5 dB. It will therefore be ignored in the following discussion.

The following observations are made from figure 2.7 :

. The direct form structure gives the worst overall performance. The cascaded

second order sections is better than the direct form and in general, the
parallel second order sections exhibit a lower sensitivity than the cascaded

second order sections.

. The LC-ladder WDF exhibits the lowest sensitivity of all the structures and,

in general, all the WDFs are superior to the direct form, parallel and
cascaded second order sections as well as the Gray-Markel normalized
structure. In general, the lattice WDF exhibits the highest sensitivity of the

WDFs.

. The Gray-Markel normalized structure is superior to the direct form,

cascaded and parallel second order sections.

. For all structures, the highest sensitivity is exhibited by the narrowest

bandwidth filters.

The results of figure 2.7 can be summarized by noting the spread (i.e. the lowest and
highest values) of the coefficient wordlength requirements and the mean values as shown
in table 2.1. The direct form is ignored in table 2.1 because its coefficient wordlength

requirement is nearly always greater than 16.

Note from table 2.1 that the difference in mean values between the least and most
sensitive structure is 5 bits and that the cascaded and parallel second order sections

require at least 3 more bits than the rest.

- 45 -



The results in figure 2.8 for a 20 percent variation in tolerance scheme parameters

follow the same general pattern discussed earlier with respect to figure 2.7 except that

lower values of coefficient wordlength are required as expected. The results are

summarized in the same way as before and shown in table 2.2. Note that in comparison

with table 2.1, all values are reduced by 2 bits except the parallel second order sections

and lattice WDF which are reduced by 3 bits.

2.5.2 SIGNAL TO NOISE RATIO MEASUREMENTS

An extended version of DIFSIP was used to perform the following operations on each

filter:

(i)

(i)

(iii)

(iv)

(v)

(vi)

(vii)

(viii)

set signal wordlength to 16 for simulation run,

evaluate coeflicient wordlength required for 5 percent variation in tolerance

scheme and set coefficient wordlength to this value for simulation run.
select type of roundoff to be rounding.

select type of input signal as cosine with a frequency that is half the passband

edge frequency.

evaluate the maximum amplitude of the input signal that does not cause
overflow at any node in the network over 1000 sampling instants (this is the
length of a simulation run). Set the input signal amplitude to this value for the

simulation run.
evaluate the signal to noise ratio and write to output file,

repeat (iv) to (vi) with the type of roundoff in (ii) selected to be magnitude

truncation and 25 complement truncation.

repeat the whole process with the input signal in (iv) selected to be uniformly

distributed random and gaussian distributed random.

The resulis are shown graphically for each type of input signal. For each structure, the

signal to noise ratio is shown against the passband width of each filter for the three
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different types of roundoff - figures 2.9, 2.10 for cosine and figures 2.15, 2.16 for
gaussian distributed random inputs. For each type of roundoff, the signal to noise ratio is
shown against the passband width for all the structures - figures 2.11, 2.12, 2.13 for
cosine and figures 2.17, 2.18, 2.19 for gaussian distributed random inputs. Note that

signal to noise ratio values below 20 dB are not shown in the graphs.

The maximum amplitude that does not cause overflow is shown against the passband
width of each filter for all the structures. Since the results obtained showed that the
maximum amplitude without overflow for each type of roundoff was the same for a
particular input signal, only one graph is shown for each input signal - figure 2.14 for
cosine and figure 2.20 for gaussian distributed random inputs.Note that the amplitude is

plotted on a log scale.

The RMS value of the noise signal is shown against the passband for each filter for all
the structures. This is only shown for the gaussian distributed random input signal -

figures 2.21, 2.22, 2.23.

The results for the uniformly distributed random input are included in the appendix

A2 and not shown here for reasons which will be discussed later.

It can be seen from figures 2.9 and 2.10 that for all the structures except the direct
form, rounding is superior to magnitude truncation and magnitude truncation is superior
to 2s complement truncation. In the direct form, the difference between the three types
of roundoff is insignificant in most cases. The difference in signal to noise ratios between
the three types of roundoff varies from structure to structure and from filter to filter. All
the structures give the worst signal to noise ratio for the narrowest bandwidth filter
(passband width = 0.05). For most of the structures, the signal to noise ratio increases as
the bandwidth increases except for lattice WDFs, parallel second order sections and the
direct form for which there is some deterioration for higher bandwidths. It can be seen
from figures 2.15 and 2.16 that a similar pattern results for the gaussian distributed

random input.

It can be seen from figures 2.11 to 2.13 that for the cosine input, the direct form

gives the worst overall performance for all types of roundoff followed by the cascaded
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second order sections. The Gray-Markel normalized structure gives the best performance
for rounding and the cascaded unit elements WDF gives the best overall performance for
truncation although it is bettered by the Gray-Markel normalized structure at lower
bandwidths for 2s complement truncation. Of the WDFs, the generalized WDF gives the
worst performance and the cascaded unit elements WDF gives the best performance for

all types of roundoff.

For the gaussian distributed random input (see figures 2.17 to 2.19), the observations
with regard to the direct form and cascaded second order sections are the same as before.
The Gray-Markel normalized structure is the best overall for all types of roundoff
followed by the cascaded unit elements WDF which gives the best performance of the
WDFs. The worst WDF for rounding is the generalized WDF and for truncation it is the

lattice WDF.

Note from figure 2.14 that for the cosine input, the direct form and the cascaded
second order sections allow the lowest amplitude for the input signal and the
Gray-Markel normalized structure allows the highest amplitude. Of the WDFs, the
LC-ladder allows the highest amplitude and the lattice WDF allows the lowest amplitude.
This pattern is also observed from figure 2.20 for the gaussian distributed random inputs

except that of the WDFs, the generalized WDF allows the highest amplitude.

All the results obtained from the signal to noise ratio measurements are summarized
in the following manner; for each structure and each type of roundoff, the highest, lowest
and mean values of signal to noise ratio are presented in tabular form - table 2.3 for
cosine input, table 2.4 for gaussian distributed random input and table 2.5 for uniformly

distributed random input.

From tables 2.3, 2.4, 2.5 it can be seen that the signal to noise ratios corresponding
to cosine inputs are higher than those corresponding to the gaussian and uniformly
distributed random inputs. The signal to noise ratios corresponding to the two random
inputs are similar. The RMS noise values for the three input input signals are given in
appendix A3. Note that the values for the two random signals are similar and that there is
broad similarity between these and the values corresponding to the cosine input. Since the

signal to noise ratios are similar for the random signals, it follows that the RMS values of
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the output signals will be the same. We may conclude from this that the overflow level for

random inputs is dependent on the RMS value of the output signal.

It has been shown that in practice the filters exhibit similar behaviour for gaussian
distributed random and uniformly distributed random inputs. Therefore, we only need to
consider one of these signals. The gaussian distributed random input will be considered
from hereon. From table 2.4 it can be seen that for all types of roundoff, the
Gray-Markel normalized structure exhibits the highest signal to noise ratio followed by
the cascaded unit elements WDF, and that the worst performances are given by the direct
form followed by the cascaded second order sections. For rounding the remaining order
is; LC-ladder WDF, lattice WDF, parallel second order sections, generalized WDF, and
for magnitude truncation it is; lattice WDF, parallel second order sections, generalized
WDF, LC- ladder, and for 2s complement truncation it is; generalized WDF, LC-ladder,

parallel second order sections , lattice WDF.

For all the filters, the relationship between input signal amplitude, number of signal
bits and the signal to noise ratio were examined using DIFSIP and the results obtained
generally followed the pattern shown in figure 2.6b, i.e. in general, the signal to noise
ratio increased by 6dB for a single bit increase in signal wordlength. It was also noted that
a decrease of amplitude by a factor of 10 caused a fall in the signal to noise ratio of
approximately 20dB. Furthermore, it was noted that an increase in the signal wordlength

did not affect the minimum input signal amplitude that causes overflow.

From the previous discussion, it may be concluded that for random inputs, the
quantization noise generated in the filters under consideration is independent of the type
and amplitude of the input signal. The quantization noise is dependent on the type of
roundoff and on the signal wordlength on which it has a dependence of 6 dB per signal

bit.

It is clear that the best structure in terms of signal to noise ratio is the Gray-Markel
normalized structure. It has also been shown that the dependence of signal to noise ratio
upon signal wordlength is 6 dB per signal bit. We may therefore express the difference
between the signal to noise ratios for the Gray-Markel normalized structure and those for

the remaining structures (see table 2.4) in terms of signal bit equivalents. This has been
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done for all the values in table 2.4 and the results are given in table 2.6. This table shows
the number of additional signal bits that each structure would require in order to achieve
a similar signal to noise ratio to the Gray-Markel normalized structure. The important
point to note is that a performance equivalent to that of the Gray-Markel normalized

structure can be obtained with the other structures by increasing the signal wordlength.
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2.6 COMPARISON OF STRUCTURES BASED ON STABILITY ASPECTS

In this section, the stability aspects of the structures will be considered and

comparisons will be drawn.

Digital filters may exhibit limit cycles under certain conditions. In applications where
limit cycles are acceptable, it is necessary to be able to determine the maximum possible
amplitude of the limit cycles during the design stage. Several papers on methods of
determining amplitude bounds for direct, cascaded second order sections and parallel
second order sections are available including [47,48,53-55]. It is generally accepted

however, that these bounds are too pessimistic to be of much practical use.

One of the most important advantages of the WDFs based on the techniques of
Fettweis [45] is that requirements for completely avoiding limit cycles have been given. Of
the structures under consideration, the cascaded unit elements WDF, lattice WDF and
the LC-ladder WDF fall into this category. Obviously, in applications where limit cycles
are not acceptable, these WDFs with appropriate modifications as defined by Fettweis

[45] can be used.

In all digital filters, overflow oscillations may be avoided by employing overflow

constraints with a saturation characteristic.

It was mentioned in a previous section that forced-response stability is an important
consideration in practice. While for direct, cascaded second order sections and parallel
second order sections, it is not known how to ensure forced-response stability, the

problem is completely solved for the WDFs of Fettweis [45].

Stability aspects of the Gray-Markel normalized structure and the generalized WDF
have not been reported in the literature. However, it is worth pointing out that the
Gray-Markel normalized structure is derived from the direct form whereas the WDFs are
based on passive analog filters. It is known that this is an important factor since the
passivity properties may be preserved provided certain restrictions are observed [45].
Therefore, it is unlikely that the Gray-Markel structure will possess better stability

properties than the WDFs.
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In summary, it is noted that the cascaded unit elements WDF, lattice WDF and
LC-ladder WDFs possess better stability properties than the direct, cascaded second

order sections and the parallel second order sections.
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2.7 DISCUSSION AND CONCLUSIONS

The aim in this chapter was to draw a comparison of the structures under
consideration on the basis of finite wordlength properties. To this end, a range of filters
were designed for each structure and coefficient wordlength sensitivity and quantization

noise measurements were made.

The results obtained show that the performance of a particular structure relative to
another is not always the same under different conditions (i.e. different passband widths,
type of roundoff etc). This leads us to the conclusion that the optimal choice of structure
is dependent on the given specification. However, when viewed as a whole, it is clear from
the results that some structures are superior to others. It has been shown that quantitative
summaries of the results support the observations that have been made regarding the

relative performance of the structures.

In terms of coefficient sensitivity, it has been shown that the order of the structures
from least sensitive to most sensitive is as follows; LC-ladder WDF, cascaded unit
elements WDF, generalized WDF, lattice WDF, Gray-Markel normalized structure,

parallel second order sections, cascaded second order sections,direct form.

The results obtained for quantization noise for cosine, uniformly distributed random
and gaussian distributed random inputs show that quantization noise is independent of the
input signal type and amplitude. The quantization noise is dependent on the type of
roundoff employed and it has been shown that rounding is superior to magnitude
truncation and magnitude truncation is superior to 2s complement truncation. The signal
to noise ratios for the two random inputs were shown to be similar but lower than those
for the cosine input. It has also been shown that the signal to noise ratio has a
dependence of 6 dB per bit on the signal wordlength. In conclusion, it is noted that the

observations regarding quantization noise are in agreement with those of Jackson [43].

It has been shown that the maximum amplitude of the input signal that does not cause
overflow is independent of the type of roundoff and signal wordlength for all the filters. In
the case of random signals, it has been shown that the RMS value of the input signal

determines overflow. It is important to note that the various filters possess different
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overflow levels and it is the overflow level which limits the maximum signal to noise ratio
that is possible for the given set of conditions. In conclusion, it is noted that structures
which generate a low level of quantization noise will not necessarily give the best signal to

noise ratio.

In terms of signal to noise ratios, it has been shown that the order of structures from

best to worst for the three types of roundoff is :

. ROUNDING: Gray-Markel normalized, cascaded unit elements WDF,

LC-ladder WDF, lattice WDF, parallel second order sections, generalized

WDF, cascaded second order sections, direct form.

. MAGNITUDE TRUNCATION: Gray-Markel normalized, cascaded unit

elements WDF, lattice WDF, parallel second order sections, generalized

WDF, LC-ladder WDF, cascaded second order sections, direct form.

. 2’s COMPLEMENT TRUNCATION: Gray-Markel normalized, cascaded

unit elements WDF, generalized WDF, LC-ladder WDF, parallel second

order sections, lattice WDF, cascaded second order sections, direct form.

The stability aspects of the various structures have been examined on the basis of a
literature survey and it is noted in conclusion that of the structures under consideration,
the LC-ladder WDF, lattice WDF and the cascaded unit elements WDF are the best

structures from this point of view.

In most practical applications, stability will be a requirement and since overflow is
likely to occur in a practical digital filter, forced-response stability will also be required.
The conditions to ensure stability for the cascaded unit elements WDF, LC-ladder WDF,
and the lattice WDF are known due to Fettweis [45]. This is a major factor which favours

the above WDFs in practical applications.

Finally, note that the structures which require the lowest signal and coefficient

wordlengths will not necessarily give the most efficient hardware implementations since
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this is also dependent on the hardware complexity of the structure. This aspect is

explored in chapter 3.
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STRUCTURE SPREAD MEAN

(No. OF BITS) (No. OF BITS)
CASCADED SECOND 13 - 17 15
ORDER SECTIONS
PARALLEL SECOND 13 - 17 15
ORDER SECTIONS
GRAY-MARKEL 11 - 13 12
NOERMALIZED LADDER
CASCADED UNIT 9-13 11
ELEMENTS WDF
LATTICE WDF 10 - 14 12
LC LADDER WDF 7=-11 10
GENERALIZED WDF 9 -13 11

TABLE 2.1 : SUMMARY OF COEFFICIENT WORDLENGTH REQUIREMENTS FOR
5 PERCENT VARIATION IN TOLERANCE SCHEME PARAMETERS
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STRUCTURE SPREAD MEAN

(No. OF BITS) (No. OF BITS)
CASCADED SECOND 10 - 17 aks
ORDER SECTIONS
PARALLEL SECOND 10 - 14 12
ORDER SECTIONS
GRAY-MARKEL g-11 10
NOERMALIZED LADDER
CASCADED UNIT 8-11 9
ELEMENTS WDF
LATTICE WDF 8- 11 9
LC LADDER WDF 6-11 8
GENERALIZED WDF 6 - 12 9

TABLE 2.2 : SUMMARY OF COEFFICIENT WORDLENGTH REQUIREMENTS FOR
20 PERCENT VARIATION IN TOLERANCE SCHEME PARAMETERS
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STRUCTURE TYPE OF LOWER UPPER MEAN

ROUNDOFF (DB) (DB) (DB)
DIRECT FORM II ROUND 0. 51.15 23.68
MAG 0. 51.43 22.54
2's COMP 0. 49.94 22.51
CASCADED SECOND ROUND 0. 83.75 31.12
ORDER SECTIONS MAG 0. 77.10 25.39
2's COMP 0. 71.96 22.68
PARALLEL SECOND ROUND 48.96 79.70 69.04
ORDER SECTIONS MAG 45.42 76.72 64.31
2's COMP 34.19 68.52 54.74
GRAY-MARKEL ROUND 75.93 85.84 79.52
NORMALIZED LADDER MAG 55.25 75.64 63.74
2's COMP 51.59 73.20 5§9.25
CASCADED UNIT ROUND 65.28 81.10 74.51
ELEMENTS WDF MAG 51.01 75.01 63.80
2’s COMP 45.39 65.52 56.63
LATTICE WDF ROUND 62.37 82.48 75.40
MAG 46.67 78.19 67.36
2's COMP 36.19 68.76 57.57
LC LADDER WDF ROUND 63.41 86.43 76.56
MAG 49.27 75.82 64.62
2's COMP 39.55 71.03 56.72
GENERALIZED WDF ROUND 49.30 77.93 65.92
MAG 41.89 73.87 60.21
2's COMP 39.08 £9.39 54.67
ROUND : ROUNDING MAG : MAGNITUDE TRUNCATION

2's COMP : 2's COMFLEMENT TRUNCATION

TABLE 2.3 : SUMMARY OF SIGNAL TO NOISE RATIO VALUES FOR COSINE INPUT
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STRUCTURE TYPE OF LOWER UPPER MEAN
ROUNDOFF (DB) (DB) (DB}
DIRECT FORM I1I ROUND 0. 44.57 18.42
MAG 0. 43.69 17.32
2's COMP 0. 43.80 158.34
CASCADED SECOND ROUND 0. 68.00 24,18
ORDER SECTIONS MAG 0. 63.69 21.20
2's COMP 0. 56.03 17552
PARALLEL SECOND ROUND 43.93 67.03 57.83
ORDER SECTIONS MAG 39.02 60.14 51.71
2's COMP 28.91 21.03 43.58
GRAY-MARKEL ROUND 70.11 78.30 72.81
NORMALIZED LADDER MAG 50.35 64.37 55.42
2’s COMP 46.45 66.00 52.49
CASCADED UNIT ROUND 57.53 74.00 66.57
ELEMENTS WDF MAG 41.85 63.12 52.31
i's COMP 3B.56 58.56 49.23
LATTICE WDF ROUND 53.34 61.76 58.53
MAG 42.26 37.04 51.22
2's COMP 27.52 46.40 40.81
LC LADDER WDF ROUND 55.54 71.93 63.10
MAG 39.68 59.66 48.11
2's COMP 32.17 56.72 43.59
GENERALIZED WDF ROUND 44.64 68.45 SIS
MAG 35.37 66.20 50.28
2's COMP 32.96 59.85 45.87

ROUND : ROUNDING

MAG : MAGNITUDE TRUNCATION
2's COMP : 2's COMPLEMENT TRUMNCATION

TABLE 2.4 ;: SUMMARY OF SIGNAL TO NOISE RATIO VALUES FOR GAUSSIAN

DISTRIBUTED RANDOM INPUT
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STRUCTURE TYPE OF LOWER UPPER MEAN

ROUNDOFF (DB) (DE) (DB)
DIRECT FORM 11 ROUND 0. 43.35 19.24
MAG 0. 44.22 17.77
2's COMF 0. 43.17 19.53
CASCADED SECOND ROUND 0. 66.98 24.94
ORDER SECTIONS MAG 0. 62.77 21.36
2's COMPF 0. 35.035 18.10
PARALLEL SECOND ROUND 43.19 66.09 57.49
ORDER SECTIONS MAG 39.17 59.22 31.54
2's COMP 28.47 50.95 43.22
GRAY-MARKEL ROUND 69.52 78.55 72.98
NORMALIZED LADDER  MAG 49.86 64.36 55.74
2's COMP 46.18 65.96 52.86
CASCADED UNIT ROUND 57.27 73.60 67.13
ELEMENTS WDF MAG 41.11 63.07 52.27
2's COMP 37.78 58.61 49.53
LATTICE WDF ROUND 53.26 62.93 58.36
MAG 42.23 57.73 51.21
2's COMP 26.97 45.72 40.47
LC LADDER WDF ROUND 54.42 72.15 63.10
MAG 37.85 60.00 47.84
2's COMP 30.38 57.33 43.57
GENERALIZED WDF ROUND 44.58 68.01 58.19
MAG 34.58 65.74 50.63
2's COMP 32.04 59.49 d46.31
ROUND : ROUNDING MaAG : MAGNITUDE TRUNCATION

2's COMP : 2's COMPFLEMENT TRUNCATION

TABLE 2.5 : SUMMARY OF SIGNAL TO NOISE RATIO VALUES FOR UNIFORMLY
DISTRIBUTED RANDOM INPUT

- A/l =



STRUCTURE TYPE OF LOWER UPFPER MEAN

ROUNDOFF (No. OF (No. OF (No. OF
BITS) BITS) BITS)
DIRECT FOREM II REOUND - (3] 9
MAG - 4 7
2’s COMP 5 4 p;
CASCADED SECOND ROUND - 2 &
ORDER SECTIONS MAG - 1 6
2's COMP - 2 6
PARALLEL SECOND ROUND ] 2 3
ORDER SECTIONS MAG 2 1 1
2's COMP 3 3 e
GRAY-MARKEL ROUND 0 0 0
NORMALIZED LADDER MAG 0 i] 0
2's COMP 0 0 0
CASCADED UNIT ROUND 3 1 1
ELEMENTS WDF MAG 2 1
2's COMP 2 2 1
LATTICE WDF ROUND 3 3
MAG 2 2l 1
2's COMP 4 4
LC LADDER WDF ROUND 3 2 2
MAG 2 1 2
2's COMP z] 2 2
GENERALTZED WDF ROUND 5 2 3
MAG 3 1 1
2's COMP 3 2 2
ROUND : ROUNDIMNG MAG : MAGNITUDE TRUNCATION

2's COMP : 2's COMPLEMENT TRUNCATION

TABLE 2.6 : DIFFERENCE IN SIGNAL TO NOISE RATIOS BETWEEN GRAY-MARKEL
NORMALIZED LADDER AND THE REST EXPRESSED IN SIGNAL BIT

EQUIVALENTS

=



NON-IDEAL MULTIPLIER
—_——-

FIGURE 2.2 : REPLACEMENT OF NON-IDEAL MULTIPLIER WITH IDEAL

MULTIPLIER AND NOISE SOURCE
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INPUT <1 <2 <3 <8 OUTPUT

FIGURE 2.4 : SEVENTH ORDER CASCADED UNIT ELEMENTS WDF
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RESULTS OF MEASUREMENTS BY SIMULATION ON A RANGE OF FILTERS
FOR EACH TYPE OF DIGITAL FILTER STRUCTURE UNDER

CONSIDERATION

Figure 2.7 :

Figure 2.8 :

COSINE INPUT

Figures 2.9, 2.10 :

Figure 2.11 :

Figure 2.12 :

Figure 2.13 :

Figure 2.14 :

coefficient wordlength requirements for five percent variation
in tolerance scheme.

coefficient wordlength requirements for twenty percent
variation in tolerance scheme.

signal to noise ratios for different types of roundoff for each
structure.

signal to noise ratios for rounding for all structures.

signal to noise ratios for magnitude truncation for all
Structures,

signal to noise ratios for 2's complement truncation for all
Sfruciures,

maximum amplifude of input signal that does not cause
averflow — shown for all structures.

GAUSSIAN DISTRIBUTED RANDOM INFUT

Figures 2,15, 2,16 ;

Figure 2.17 :

Figure 2.18:

Figure 2.19 ;

Figure 2.20 :

Figure 2.21 :

Figure 2,22 ;

Fipure 2,23 :

signal to noise ratios for different types of roundoff for each
FEructure.

signal to noise ratios for rounding for all structures.

signal to noise ratios for magnitude truncation for all
Structures.

signal to noise ratios for 2's complement truncation for all
Firuciures.

maximum amplitude of inpur signal rhat does not cause
averflow - shown for all struciures.

RMS of noise signal for gaussian input and rounding — shown
Jor all structures.

RMS of noise signal for gaussian input and magnitude
truncation — shown for all structures,

RMS of noise signal for paussian input and 2's complement
truncation - shown for all structures.

— G5 =
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CHAPTER THREE

COMPARISON OF DIGITAL FILTER STRUCTURES FROM
THE HARDWARE IMPLEMENTATION VIEWPOINT

3.1 INTRODUCTION

A digital filter is an interconnection of adders/subtractors, multipliers and delays. A
digital filter may be represented mathematically by a signal flow diagram which can be
implemented with the aid of a computer. The operation of addition/subtraction and
multiplication can be performed by the arithmetic and logic unit, and the delay operation
can be performed by reading/writing to memory. In this case, the implementation of the
digital filter is a computer program and consequently this type of implementation is called

software implementation.

Alternatively, the elements of a digital filter can be realized with hardware. The
operations of addition/subtraction and multiplication can be performed by hardware
adders, subtractors and multipliers, and the delay operation can be performed by shift
registers. In this case, the digital filter is mapped directly onto hardware and consequently

this type of implementation is called hardware implementation.

In applications in which the digital filter forms part of a real time signal processing
system, software implementation of the digital filter may be obtained with the aid of
general purpose microprocessors. This method is cheap but extremely slow because of the
multiplication operations that are generally required in digital filters. Better speed
performance can be obtained by employing special purpose microcomputers which have
been specifically designed for signal processing applications. These are generally known as
signal processors and examples of these are the Texas Instruments TMS32020, the
Hitachi HD61810 [56], and the INMOS IMSA100 [57]. The main feature of these

systems is that dedicated hardware is provided to carry out the multiplication operation.
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In applications in which the above techniques fail to satisfy sampling frequency
requirements, it is necessary to employ hardware implementation techniques. Hardware
implementation is more expensive but gives better speed performance than software
implementation. Since our aim in this thesis is to design VLSI architectures for digital

filters, we will concentrate on hardware implementation from hereon.

The aim in this chapter is to draw a comparison of the structures discussed in chapter
1 from the hardware implementation viewpoint. In order to do this, it is first necessary to

outline the features which are important from the hardware implementation viewpoint.

The number of elements required to implement a particular filter is an important
consideration. The multiplier is the most complex element and therefore it is desirable
that the filter possesses a minimal number of these. Ultimately, we are interested in
determining the complexity of the hardware required to implement a particular filter. This
aspect will be considered in detail in section 3.2 and a measure of hardware complexity
will be introduced. A comparison of the structures under consideration based on

hardware complexity will also be given.

If a particular digital filter network can be viewed as an interconnected of a simpler
network, then the digital filter network is said to possess regularity. Regularity is a
requirement for multiplexability which is a desirable feature since it may be used to
reduce the amount of hardware required to meet a specification. Clearly, this is limited by
sampling frequency requirements. Multiplexability aspects will be discussed in section 3.3

and a comparison of the structures based on multiplexability aspects will be included.

The maximum sampling frequency of a particular filter will be dependent upon the
degree of parallelism that is inherent in the network. The maximum sampling frequency is
determined by the longest signal propagation time during one sampling period. This signal
path is defined as the critical path and it is important to note that for some structures, it is
dependent on the filter order. The above aspects of the various structures will be

discussed in section 3.4.
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3.2 HARDWARE COMPLEXITY

The amount of hardware required to implement a digital filter will determine the cost
of implementation. If discrete ICs are used, then the number of elements will determine
component costs and power requirements. For such implementations, we may use the
number of elements required as a measure of hardware complexity. However, it is
important to note that the multiplier is the most complex component, and this fact must

be borne in mind when drawing comparisons between various structures.

The element counts for the structures under consideration are shown in table 3.1. It
can be seen that the Gray-Markel normalized ladder requires the largest number of
multipliers. The lattice WDF requires the smallest number of multipliers and also smallest
number of total elements. The cascaded unit elements WDF requires one more multiplier
than the lattice WDF for a given order. However, it is known that the cascaded unit
elements WDF requires a higher order than the rest of the structures under consideration
in order to satisfy a given tolerance scheme. Also note that the LC ladder WDF requires

almost twice the number of elements as the lattice WDF.

When considering VLSI implementation, it is more important to know the number of
gates required for a particular digital filter than the number of elements. Although this
method does not take interconnection complexity into account, it is sufficient for the
purposes of comparison since the gate count is directly related to silicon area and power

requirements.

We can therefore introduce a measure of hardware complexity in terms of 2-input
gate equivalents. The method used here is to represent each adder with a ripple carry
adder, each multiplier with a number of ripple carry adders, and each delay with a shift
register comprising D-type edge triggered flip flops (see appendix Bl for details). The
gate counts for the various structures under consideration are shown as a function of
signal wordlength and coefficient wordlength in table 3.2. In order to gain an insight into

the gate counts that may be required in practice, it is useful to consider an example.

The gate counts for a seventh order filter with a coefficient wordlength of 6 bits and a

signal wordlength of 1 bit are shown in table 3.3. For a signal wordlength of M bits, these
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values should be multiplied by M. Note from table 3.3 that the lattice WDF has the lowest
gate count followed by the cascaded unit elements WDF. The Gray-Markel normalized
ladder requires the largest number of gates and the LC ladder WDF requires almost twice

the number of gates compared to the lattice WDF.

It is worth recalling at this stage that the structures with a low coefficient wordlength
sensitivity will require less complex multipliers. Therefore, for a given specification, the
gate counts will be different to the ones shown. However, for the purposes of a general

comparison, the results shown in table 3.3 are adequate.

The order of the structures in terms of hardware complexity as illustrated in table 3.3
will vary depending upon the implementation scheme employed. The definition of a
complexity ratio, CR, between the gate requirements of the multiplier and the adder
allows us to define conditions from table 3.1 under which changes will occur to the order
shown in table 3.3 ;

(i) if CR>8, then the cascaded second order sections requires a larger number of
gates than the LC ladder WDF (ignoring gate requirements for the delays).

(ii) if CR>4n-1 (n is the filter order), then the parallel second order sections and
,, € direct form II will require a larger number of gates than the LC ladder
WDF (ignoring gate requirements for the delays).

(iii) if 1.5n<CR+l, then the cascaded unit elements WDF will require a larger
number of gates than the IVR generalized WDF.

(iv) under all other values of n and CR>2, the order will be as shown in table 3.3.

It is important to note that in table 3.2 a linear dependence of hardware complexity
on signal wordlength is assumed which may not necessarily be the case, e.g. in
implementations employing carry lookahead adders. In such cases, table 3.2 would have
to be modified. However, for a given signal wordlength, the complexity ratio between
multipliers and adders may be determined and used in conjunction with table 3.3 and the

previously defined conditions to obtain the order in terms of complexity.

In summary, note that the order of the structures in terms of hardware complexity is
as shown in table 3.3 with the exception of the LC ladder WDF and the IVR generalized

WDF which may take different positions in the order depending on the complexity ratio.
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3.3 MULTIPLEXABILITY ASPECTS

By multiplexability, we mean the ability to implement an nth order filter with time

multiplexed versions of first or second order filters.

If a digital network can be viewed as interconnected instances of a sub-network, then
the network is said to possess regularity. A digital filter structure must possess regularity in
order to be multiplexable. However, regularity does not imply multiplexability since
multiplexability is also dependent upon the sequence in which the arithmetic operations

must be performed.

Multiplexability is important because it may be employed to reduce the amount of
hardware required to implement a digital filter. In the simplest example of a first order
filter multiplexed to realize an nth order filter, the maximum sampling frequency possible
will be 1/n of the maximum sampling frequency possible with a direct implementation, i.e.

multiplexability is useful provided sampling frequency requirements can be met.

From the VLSI viewpoint, multiplexability is important because we may then design
standard macro cells which implement first or second order filters and use these either in
the multiplexed form, or connect a number of these cells together to realize higher order
filters. In the multiplexed form, the filter will obviously require a lower silicon area, and

this is desirable especially when the filter is part of a larger system that is to be integrated.

The direct form II structure shown in figure 3.1a can be implemented by time
multiplexing the sub-structure shown in the dotted area. The cascaded and parallel
second order sections shown in figures 3.2 and 3.3 can be implemented by time
multiplexing one second order section. The Gray-Markel normalized ladder structure can

be implemented by multiplexing the first order section shown in the dotted area.

The cascaded unit elements WDF shown in figure 3.5 is not multiplexable, but by
moving the delays in the upper arm to the lower arm, can be made multiplexable. In this
case, the basic two port adaptor (shown in the dotted area) is multiplexed to implement

the filter. The lattice WDF shown in figure 3.6 can be implemented by multiplexing the
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sub-structure shown in the dotted area, but it can be seen that control aspects of the

resultant hardware would be complex.

The LC ladder WDF can be implemented by multiplexing the three port adaptor as
shown in figure 3.7. The IVR generalized WDF cannot be easily multiplexed.

In summary, we note that all the structures except the IVR generalized WDF can be
multiplexed. It is also clear that some structures will result in more complex multiplexed

schemes, most notably, the lattice WDF from the examples considered here.
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3.4 SPEED ASPECTS

The maximum sampling frequency that can be achieved is particularly important
when choosing a filter structure. One reason is that when considering general purpose
filters, it is clear that those with higher speed will have wider application. Furthermore, if
the structure is multiplexable, then a reduction in hardware requirements can be achieved

for a wider range of applications.

For a given filter, the maximum sampling frequency is determined by the longest
signal path that must be traversed in one sampling period. This path will be referred to as

the critical path from hereon.

The maximum sampling frequency is determined by the complexity of the critical
path. By this we mean the number of adders/subtractors or multipliers through which a
signal must propagate in one sampling period. It should be obvious that no delays are
present in the critical path. Since the multipliers will result in higher time penalties, we are

interested in structures with a minimal number of multipliers in the critical path.

The critical paths for the various structures are shown diagramatically in figures 3.1 to
3.8 and in terms of number of adders/subtractors and multipliers in table 3.4. It can be
seen that the Gray-Markel normalized ladder has the highest number of multipliers in the
critical path and that the number is dependent on the filter order. The interesting point to
note is that the cascaded unit elements WDF and the LC ladder WDF have a fixed
number of multipliers in the critical path. This is also true for the direct form II and the
parallel second order sections. Note also that, although the multipliers in the lattice WDF
are dependent on the filter order, the number is lower than that for the Gray- Markel

normalized ladder, IVR generalized WDF and cascaded second order sections.

For all the structures except the cascaded unit elements WDF and the LC ladder

WDF, the number of adders in the critical path are dependent on the filter order.

If we assume the models for the multipliers as discussed in section 3.3, then we can
introduce a measure of critical path complexity in terms of ’2 input adder equivalents’.

On the basis of this, and for a coefficient wordlength of 6 bits, the complexities for the
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structures under consideration are given in table 3.5. An example for seventh order filters
is included and it can be seen from this that the Gray-Markel normalized ladder and the
IVR generalized WDF will give the worst speed performance. The LC ladder WDF will

give the best speed performance followed by the cascaded unit elements WDF.

In summary, we note that the order of the structures in terms of speed performance is
as follows; LC ladder WDF, cascaded unit elements WDF, parallel second order sections,
lattice WDF, direct form II, cascaded second order sections, IVR generalized WDF,

Gray-Markel normalized ladder.
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3.5 DISCUSSION AND CONCLUSIONS

Our aim in this chapter has been to compare a number of structures and to identify
those which are most suitable for hardware implementation. It has been shown that low
hardware complexity, multiplexability and high speed are desirable attributes in a digital

filter structure.

It is concluded that the Gray-Markel normalized ladder structure is the least suitable
for hardware implementation since it has the highest hardware complexity and gives the
worst speed performance. The IVR generalized WDF is not suitable for hardware
implementation because it is not multiplexable and gives poor speed performance

although it has a low hardware complexity.

The cascaded and parallel second order sections are equally complex in terms of
hardware complexity but the parallel second order sections gives a better speed
performance. In terms of multiplexability, it can be seen that the cascaded second order
sections would require a less complex scheme. The direct form II is comparable with the
cascaded and parallel second order sections in terms of hardware complexity, but is
superior to the cascaded form and inferior to the parallel form in terms of speed
performance. It is worth reiterating here that the direct form is generally not considered

for implementation because of its poor sensitivity properties as discussed in chapter 2.

It has been shown that the cascaded unit elements WDF is the second best structure
from the viewpoints of hardware complexity and speed performance. The lattice WDF is
the best structure in terms of hardware complexity and gives a good speed performance.
The LC ladder WDF gives the best speed performance although it is only better than the

Gray- Markel normalized ladder in terms of hardware complexity.

The superiority of WDFs from the finite wordlength properties viewpoint has been
demonstrated in chapter 2. In this chapter, it has been shown that the cascaded unit
elements WDF and the lattice WDF are the most suitable structures for hardware

implementation.
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TYPE OF NUMEBER OF TWO INPUT

FILTER STRUCTURE NAND GATES

DIRECT FORM II 45.M.n + 38.M.N.n + 19.M.N

CASCADED SECOND 45.M.n + (95/2).M.N.n (n EVEN)
QORDER SECTIONS 45.M.n + (95/2). M.N.n + (19/2). M.N (n ODD)
PARALLEL SECOND 45.M.n + 38 M.N.n + 19 M.N

ORDER SECTIONS

GRAY-MARKEL 64.Mmn + 76. M.N.n + 19.M.N
NOBRMALIZED LADDER

CASCADED UNIT 6d.Mn + 19M + 19.M.N.n + 19.M.N
ELEMENTS WDF

LATTICE WDF 64.M.n + 19M + 19.M.N.n
LC LADDER WDF 128.M.n - 26.M + 38.M.N.n
IVR GENERALIZED (185/2).M.n + (57/2).M + 19.M.N.n (n ODD)
WDF (185/2).M.n + 19.M.N.n (n EVEN)
n order of filter
M signal width in number of bits
N number of non-zero coefficient bits

TABLE 3.2 : GATE COUNTS FOR STRUCTURES UNDER CONSIDERATION

QA



TYPE OF NUMBER OF

FILTER STRUCTURE TWO INPUT
NAND GATES
LATTICE WDF 1265
CASCADED UNIT ELEMENTS WDF 1379
IVR GENERALIZED WDF 1474
DIRECT FORM II 2025
PARALLEL SECOND ORDER SECTIONS 2025
CASCADED SECOND ORDER SECTIONS 2082
LC LADDER WDF 2466
GRAY-MARKEL NORMALIZED LADDER 3754

filter order = 7
coefficient precision = 6 bits

signal precision = 1 bit

TABLE 3.3 : GATE COUNTS FOR SEVENTH ORDER FILTER

ST



CRITICAL PATH

ODD or NUMBER OF NUMBER OF
TYPE OF EVEN ORDER TWO INPUT MULTIFPLIERS
FILTER STRUCTURE ADDERS /
SUBTRACTORS

DIRECT FORM II n+l1 2
CASCADED SECOND oDD n+?2 (n+ 3)/2
ORDER SECTIONS EVEN n+1 (n + 2)/2
GRAY-MAREKEL n+2 n+ 1
NORMALIZED LADDER
CASCADED UNIT 4 2
ELEMENTS WDF
LC LADDER WDF 7 1
IVE GENERALIZED oDD (MTn + 7)/2 (n+ 1)/2
WDF EVEMN (Tn + 4)/2 n/2
PARALLEL SECOND next higher integer 2
OFEDER SECTIONS to LOG2(n + 1)
LATTICE WDF n=3 3 1

n=>5 5 2

n=7 5 2

n=>9 7 3

n=11 7 3

n = filter order

TABLE 3.4 : CRITICAL PATHS FOR STRUCTURES UNDER CONSIDERATION

= 0§ =



CRITICAL PATH

oDD or NUMBER OF SEVENTH ORDER
TYPE OF EVEN ORDER TWO INPUT EXAMPLE
FILTER STRUCTURE ADDER
EQUIVALENTS

DIRECT FORM I1 n+ 13 20
CASCADED SECOND onD dn + 11 39
ORDER SECTIONS EVEN dn + 7 35
GRAY-MARKEL Tn+ 8§ 57
NOEMALIZED LADDER
CASCADED UNIT 16 16
ELEMENTS WDF
LC LADDER WDF 13 13
IVRE GENERALIZED oDpD (13n + 13)/2 52
WDF EVEN (13n + 4)/2
PARALLEL SECOND {next higher integer 15
ORDER SECTIONS LOG2(n + 1)} + 12
LATTICE WDF n=3 9

n=5 17

n= 17 ki

n=9 25

n=11 25

n = filter order

TABLE 3.5 : CRITICAL PATH COMPLEXITIES IN TEEMS OF TWO -INPUT ADDER
EQUIVALENTS FOR STRUCTURES UNDER CONSIDERATION

—gr =



INPUT OUTPUT

CRITICAL PATH
FIGURE 3.1a : DIRECT FORM 11
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FIGURE 3.3 : PARALLEL SECOND ORDER SECTIONS
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INPUT

OUTPUT

CRITICAL PATH

FIGURE 3.6 : LATTICE WDF BASED ON ALL-PASS SECTIONS
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CHAPTER FOUR

THE CASCADED UNIT ELEMENTS WAVE DIGITAL FILTER

4.1 INTRODUCTION

It has been shown in chapter 2 that the cascaded unit elements WDF possesses good
finite wordlength properties. Furthermore, it has been shown in chapter 3 that this

structure is suitable for hardware implementation.

The standard approach to WDF design involves the design of reference filters in the
continuous time domain and application of transformation methods to derive digital
filters. The theoretical aspects of cascaded unit elements WDFs is discussed in section

4.2.

In finite wordlength design, optimization methods are generally employed to improve
the digital filters obtained by the above approach or to design digital filters entirely in the
discrete domain. In this chapter, a new method of designing finite wordlength cascaded
unit elements WDFs is given. The novel feature of this method is that a heuristic
approach is employed. This is discussed in section 4.3 and an example to demonstrate the

workability of the concept is included.

The cascaded unit elements WDF is the simplest WDF from the hardware
implementation viewpoint. For this reason, a number of architectures for this structure
have been reported in the literature and a brief review of these is given in section 4.4. A
new architecture is also described in section 4.4. The novel feature of this architecture is
that pipelining of the two port adaptor is employed to improve speed performance. This
architecture is not useful for direct implementations but it is noted that that due to the

hardware complexity of digital filters, multiplexed schemes are of greater practical use.

A functional level simulation to show that the architecture performs as required is
described in section 4.5 and results are given. VLSI implementation aspects of the

architecture are discussed in section 4.6.
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4.2 THEORETICAL ASPECTS

4.2.1 THE UNIT ELEMENT

The impedance matrix of a two port network comprising a commensurate length

transmission line (see figure 4.1) is given by [2]:

"

where Zo is the characteristic impedance of the transmission line.

—f.Zo.cotd —j.Za.msecEl} i (4.1)
2

—f.Zo.cosecd  —j.Zo.cotl
8 = Q. = electrical length
where [} = angular frequency in radians per second
I = length of shortest commensurate line
v = velocity of propagation

Application of Richards’ transformation [58] to the above impedance matrix results

in the following impedance matrix:

[w] SR 7, O T J—S‘J 11 (4.2)
V2 Ry 1 2

where § is the Richards complex frequency variable.

[

The two port network element described by this impedance matrix in the 5 plane is
defined as the 'unit element’ according to Ozaki and Ishii [59]. In other words, the unit
element is the S plane equivalent of a two port network comprising a commensurate

length transmission line.

4.2.2 DISTRIBEUTED STEPPED IMPEDANCE LOW PASS FILTERS

Tt is well known from microwave theory that filters can be obtained by cascading
transmission lines of commensurate length and different characteristic impedances (see

figure 4.2).
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Levy [60] has shown that it is possible to select the characteristic impedance of each
commensurate line sepment in the cascade so as to produce the following low pass

Chebyshev magnitude function:

Gl 2 1
G = (4.3}
2 2
I+h .Th . (sinBisinbe)

where Th denotes the Chebyshev function of the first kind of degree n, 8 is the

electrical length as defined earlier, and 8¢ is the cutoff parameter.

A typical response is shown in fipure 4.3 from which it can be seen that the magnitude

is periodic with a period of 7 radians.

Tahbles of characteristic impedance values required to design distributed low pass
filters for a range of bandwidths, passband ripples and stopband losses are given in

reference [60].

4.2.3 CASCADED UNIT ELEMENTS WAVE DIGITAL FILTERS

Dipital filters can be derived from distributed filters by using the techniques of
Fettweis [45]. The digital filter derived in this manner from cascaded transmission line
filters are generally referred to as cascaded unit elements WDFs [45] and the structure is
shown in figure 4.4. The abbreviation UEWDF will be used to denote cascaded unit

elements WDF [rom hereon.

The relationship between the real frequency variables in the continuous and discrete

time domains is as follows [61]:
0 — 1/2.0.T (4.4)

where w s the angular frequency in the discrete time domain, 8 is the elecirical

length as defined earlier, and T is the sampling period.

The parameters required to design distributed Chebyshev low pass filters from Levy's

tables are; the bandwidth (BW), the ripple voltage standing wave ratio (VSWR]}, the
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order n and the stopband loss. BW and VSWR are related to the digital filter parameters

as follows [61]:
BW = 4Fol/Fs (4.5a)
where Fo is the cutoff frequency and Fs is the sampling frequency.
VSWR = 2e - 142 fe* - (4.5b)
n = 10.logl0(e) = passband ripple in dB

To design a low pass digital filter with Levy's tables then, we first determine the BW
and V5WR as shown above and then choose the order n to give the required minimum

stopband loss (Lmin). A formula for estimating the value of n is as follows [62]:

Lmin/IQ
log(1aQ =1) = log(e=1) + log4
n o> {4.8)

2.log(2.5inBilsinBc)

where Bi = . filfs, fs is the sampling frequency and fi is the stopband edge frequency.

The digital filter coefficients (see fipure 4.4) are then determined from the

characteristic impedances (see figure 4.2) of the distributed filter as follows [45]:

ZEk—1 — Zk
ak ; Z0 = Rs, Zn+l = R (4.7)

Zk-1 + Zk

Rs s the source resistance, Rl is the load resistance and n is the filter order.

Note from figures 4.2 and 4.4 that the transmission line segments are transformed
into a pair of T/2 second delays and the interconnections are transformed into two port

adaptors [45].
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4.3 A DESIGN PROGRAM BASED ON A HEURISTIC APPROACH

In this section, a program for the finite wordlength design of UEWDFs is described.
The novel feature of the program is that a heuristic approach is taken which seeks to
exploit a number of observations that are made from conventional designs using Levy's

tables as described in section 4.2.

4.3.1 CONVENTIONAL APPROACHES TO FINITE WORDLENGTH DESIGN

It has been shown in section 4.2 that low pass UEWDFs can be designed using Levy’s
tables. For implementation purposes, the multiplier coefficients ok (figure 4.4) must be
quantized according to the number of hits that are available. This will result in a deviation

in the frequency response as discussed in chapter 2.

For any digital filter, it is possible that slightly different quantized values for multiplier
coefficients will lead to a better frequency response. This forms the basis of one approach
to finite wordlength design in which a number of proceszes are involved. First, the ideal
multiplier coefficients are obtained by using an appropriate analytical method. Next, the
coefficients are guantized and the corresponding frequency response is obtained. This is
followed by a process which varies each coefficient value within a narrow range of its
initial value and determines the set of coefficients which gives the best response. These

processes form the alpgorithm for the finite wordlength design program.

The availability of a finite number of bits to represent multiplier coefficients means
that there is a finite set of values that the coefficients can take. Therefore, it is possible to
design a filter entirely in the discrete time domain by examining all possible combinations
and determining one that satisfies the frequency response requirements. The number of
possible combinations is dependent on the number of bits and the order of the filter. For
most practical designs, such an exhaustive search will require large amounts of computer
time and is clearly inefficient. In practice, use is made of optimization algorithms to

reduce the search space and increase program efficiency [63-69].

Since it is desirable to have a program that implements the entire design process and

because of the difficulties in synthesizing cascaded transmission line filters [42,62], the
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second approach is preferred for UEWDF design. The design program detailed in this

thesis is based on the second approach but does not employ an optimization algorithm.

4.3.2 OBSERVATIONS ON LOW PASS UEWDFs

(a)

(b)

(<)

It is useful, for obvious reasons, to know whether low pass UEWDFs can be
designed using only coefficients which are powers of 1/2. In order to answer
this question, an exhaustive search was carried out for all combinations of the

following coefficient values ; £=1/2, =1/4, 1/B, £1/16, £1/32.

It was found that for a third order UEWDPF, the only combination that
resulted in a reasonable low pass response was ; ol=-0.25, a2=0.5, a3=-0.5

ad=0.25,

In this case the passband ripple was 0.02dB, passband edge was 0.15Fs (Fs is

the sampling frequency} and the maximum stopband loss was 8dB.

For a fifth order UEWDF, it was found that the only combination which
resulted in a reasonable low pass response was ; al=-0.25, w2=0.5, a3=-0.5,

ad=0.5, ws5=-0.5, w6=0.25.

In this case the maximum gain was -0.4dB, the passband ripple was 0.8dB,

the passband edge was 0.26Fs and the maximum stopband loss was 16dB.

From the above results, it is concluded that no useful low pass UEWDFs can

be designed using only coeflicients that are powers of 1/2.

Only UEWDFs which have corresponding cascaded transmission line filters
are of interest [45]. Since the characteristic impedances can never be
negative, it follows from the relationship between the UEWDF coefficients ak
and the characteristic impedances Zk (see section 4.2.3) that ak can only

take on values between +1 and -1.

For UEWDFs corresponding to Levy's filters [60], it is known from theory
that for all odd order filters, the absolute values of the coefficients are

symmetrical about the centre. It was also noted that in all odd order cases, as
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we travel along the filter from left to right (see figure 4.4), the sign of the
coefficient is negative and the sign alternates for subsequent coeflicients, i.e.

for an nth order filter, ok = an+1-k where n is odd and o lis always negative.

Furthermore, the absolute values of the coefficients always increase towards
the centre of the filter. If the values of the coefficients are plotted as shown in
figure 4.5, then it is noted that the "coefficient curve® is always smooth and

convex with the exception of the first coefficient in broad band filters.

The coelficient curves in figure 4.5 are for 7th, 11th and 13th order filters.
Viewed from top to bottom, the coefficient curves give UEWDFs of

increasing bandwidth.

(d) In practice, it has been found that the optimum low pass UEWDF in terms of
frequency response is obtained when the conditions in (¢) are satisfied, i.e.

the quantized coefficients are related as shown in (c).

This view is further supported by the results shown in reference [42]. This is
important because the method used is not based on Levy's tables but on an

optimization procedure,

(e) It is noted from [60] that when n is large, the few central VSWRs are all
nearly equal. This means that for the corresponding UEWDPFs, the central

coefficients are nearly equal.

(f) For all fifth order UEWDFs derived from Levy's filters [60], the coefficient
curves were plotted. It was noted that as the stopband loss increases, the
coefficient curve occupies a higher region of the graph (see figure 4.6a). This
was found to be the case for all odd order UEWDFs derived from Levy's

filters.

It was also noted that as the bandwidth increases, the coefficient curve

occupies a lower region of the praph (see fipure 4.6b).

4.3.3 PROGRAM OUTLINE

A program to design low pass UEWDFs in the discrete domain can be written using a

direct search technique. This would involve searching the entire discrete space for a
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solution, i.e. we would have to consider every possible value of @1, o2, a3, etc. For m bit
coeflicients, this would involve 2™ possible values for each coefficient. For an (n-1)th

order UEWDF, the number of possible coefficient sets would then be (2™ )"

However, if we make use of the observation that the absolute values of the
coefficients are symmetrical, the signs of the coefficients alternate and the sign of the first
coefficient is always negative, then the number of possible coefficient sets reduces to

(2 L, ,‘J"‘f % In most practical cases, this value would still be too large to be useful.

We can constrain the search so that only coefficients which lie on a smooth convex
coefficient curve (see section 4.2.2(c)) are investigated. On the basis of this, a finite
wordlength design program can be written which investipates all curves of this kind in the

discrete space until one that satisfies the specification is found,

Taking note of the observations in section 4.2.2(f), we can extract a lower limit to the
search area from Lewvy's tables according to the stopband loss requirement. Similarly, a

higher limit may be set according to the bandwidth requirements.

Also, for higher order filters, we can make use of the observation in section 4.2.2(e)

by limiting the range of values that the central coefficients can take.

4.3.4 EXAMPLE PROGRAM

A program for the finite wordlength design of low pass UEWDFs with 8 bit
coefficients has been designed and implemented. The program is based on the ideas of

section 4.3.3 and is shown in appendix C1.

The program receives as input the tolerance scheme parameters ; passband ripple,
passband edge frequency, stopband loss and stopband edge frequency. The program first
estimates the required order according to the formula given in section 4.2.3 and if the
order is even the next higher order is selected. It then extracts the upper and lower limits
for the coefficients from Levy's tables, Note that the relevant data is kept in a file called
range from which these limits are obtained. The data in the file range for fifth and

seventh order UEWDFs is shown in the appendix Cl. Note that the lowest values of
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coefficient curves for 10dB, 20d4B, 30dB,... stopband losses are piven. Similarly, the
highest values of coefficient curves for 0.05Fs, 0.1Fs,...0.35Fs (Fs is the sampling

frequency) passband widths are given.

The main part of the program is concerned with obtaining coefficient values that lie
on a curve as discussed earlier and determining whether the specification is met*. For each
set of coeflicients, the frequency response is evaluated and if it fits the tolerance scheme,
the coefficient set is reported. If after examining all possibilities within the limits set
above, failure occurs, then the order of the filter is increased by 2 and the whole process

is repeated.

As an example, consider the design of a low pass UEWDF which satisfies the

following arbitrarily tolerance scheme !
passband edge = 0.1 Fs
passband ripple = 0.1 dB
stopband edge = 0.2 Fs
stopband loss = 60 dB

For this specification, the above program gave the following results :

order = 9

ol = -0.401574 = —10

@ = 0.803148 = —uY
ad = -0.913384 = -8
od = 0,920132 = -7

a5 = 0.9370061

—xh

The UEWDF with the above coefficient values was simulated using DIFSIP and it was

noted that the amplitude response satisfied the tolerance scheme requirements.

Sfor a more complete explanation of the mannerrfrt which the coefficients that lie
on a convex curve are determined, see appendix CI.
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The run time for this process was 10 minutes of CPU time on a Gould supermini
computer. Obviously, this value would be lower for coefficient wordlengths lower than 8

bits and vice versa.

It would be useful to investigate more efficient programming methods in order to
reduce the computer time requirements. However, it is clear from above that in principle,
the method is of practical value. Furthermore, since this method does not involve any
optimization algorithms, elements of it may be used to improve the efficiency of programs
based on optimization algorithms. Combinations of the two techniques should be

investigated and this is left as an exercise in further work.
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4.4 AN ARCHITECTURE FOR THE CASCADED UNIT ELEMENT WDF

The UEWDF is the simplest WDF {rom the implementation viewpoint. Therefore, it
has been widely studied and a number of architectures have been reported in the

literature.

In this section, a brief review of the architectures reported in the literature will be
given and a new architecture which exploits the inherent parallelism of the UEWDF will

be described.

4.4.1 REVIEW

As discussed earlier, the application of Fettweis' techniques to the cascaded
transmission lines filter results in the UEWDF of figure 4.4. It can be shown [45] that the
pair of half delays corresponding to the transmission line segment can be replaced by a
single delay. This delay can be placed in either the upper or lower arms. On the basis of
this, two alternative representations of the UEWDF can be obtained as shown as shown in
figures 4.7c and 4.7d. The only difference in terms of frequency response between these
two structures and the structure of figure 4.7b (note that this is the same as figure 4.4) is a

constant delay in the group delay.

Clearly, the structures of figures 4.7c and 4.7d will require less hardware than the
structure of figure 4.7h. Therefore, some authors have chosen to design architectures
based on these structures. Of these two, it is important to note that multiplexability is only
possible when all the delays are either in the upper or lower arms (figure 4.7c). On the
other hand, for direct implementations, the structure of figure 4.7d is more suitable
because the critical path is then equal to the delay through two adaptors and is
independent of the filter order. Therefore, the maximum sampling frequency possible will

be higher with the structure of figure 4.7d than with that of figure 4.7c.

The advantage of employing the structure of fipure 4.7b is that although it requires
more hardware than the other two, it is multiplexable and gives optimum speed

performance.

An architecture based on the structure of fipure 4.7c has been presented by Lawson

[70,71]. This employs a single multiplexed two port adaptor and an implementation of
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the architecture with discrete ICs is given in [72]. An architecture suitable for VLSI
implementation of this structure and employing systolic arrays has been presented by
Mirzai [42]. Sikstrom [73] has proposed an architecture for the LSI implementation of
the structure of figure 4.7d and has designed a basic substructure (comprising two

adaptors and two delays) which may be cascaded to realize higher order filters.

The structure of figure 4.7b has been used by Cardoso [74] as a basis for an
architecture which has the additional feature of being multiplierless. This is achieved by
constraining the range of coefficients that can be realized to simple combinations of
powers of 1/2. Bearing in mind the discussion of section 4.3.2, it is clear that such an

approach will have limited application.

4.4.2 A NEW ARCHITECTURE

A direct implementation of the structure of figure 4.4 would entail a direct mapping
of the structure onto hardware. That is, each multiplier, adder/subtractor and delay would
be implemented with hardware equivalents. The resulting hardware scheme would then be
clocked at twice the sampling frequency where the clock frequency would be limited by
the delay through the two port adaptor. Direct implementation requires large amounts of

hardware and therefore, multiplexed systems are more useful

The structure of figure 4.4 can be implemented with a single multiplexed two port
adaptor. For the purposes of illustration, the structure can be redrawn in the form shown

in figure 4.8.

For each two port adaptor in figure 4.8b, we need to compute the values B and D
(see figure 4.8a) for the current values of A and C. At the beginning of a half sampling
period, the previous values of B and D for a particular adaptor become the current values
of A and C for the succeeding adaptor. This is the case for all except the first and last
adaptors where the value of A in the first adaptor and C in the last adaptor are the
current values of the inputs (normally the input at the last adaptor is set to zero). The
current values of B and D for the first and last adaptors give us the two outputs as shown.
The sampling frequency in this case is equal to 2n+2 clock cycles (n is the filter order)

and the maximum clock frequency is limited by the delay through the two port adaptor.
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Note from figure 4.4 that because of the position of the delays, the two port adaptors
would operate in parallel for a direct implementation. This fact can be used to advantage
in the multiplexed system by pipelining the two port adaptor as shown in figure 4.8b
where the dotted lines indicate the breakdown of the pipeline. This means that when the
computation process for adaptor 1 (figure 4.8b) progresses to the second stage of the
pipeline, the first stage of the pipeline can operate on adaptor 2, and on the next clock
cycle the adaptor I process progresses to stage 3 of the pipeline, adaptor 2 to stage 2,
adaptor 3 to stage 1 and so on. Effectively, the sampling frequency is equal to (2n+2)+2
clock cycles where the clock frequency is limited by the pipeline processes. This clock
frequency will obviously be higher than the previous one and consequently the sampling

frequency will be higher.

Note that for every adaptor in figure 4.8b, the values B and D can be stored in the
same registers as the values A and C since these are no longer required. This process is
repeated n+1 times for an nth order UEWDF. It is then necessary to carry out
appropriate adjustments so that all A and C values for the next half sampling interval
reside in the correct registers. For example, during a half sampling interval, the B and D
values for adaptor 2 are evaluated and placed in the same registers as the A and C values
for adaptor 2. However, for the next half sampling interval, the B value for adaptor 2
becomes the A value for adaptor 3 and the D value for for adaptor 2 becomes the C value
for adaptor 1. This means that a lower sampling frequency than previously suggested will

be obtained. This aspect will be discussed further at a later stage.

We will define the processing cycle as the set of processes required by the multiplexed
system to compute the response to a single input value. Clearly, there will be two
processing cycles per sampling interval and on the second cycle, both input values must be

Zero.

An architecture based on the above ideas has been designed (see figure 4.9). The two
port adaptor implementation comprises a subtractor, multiplier array, two adders, two
pipeline registers and two sets of double register stacks (A1,A2 and C1,C2). Note the

positions of the pipeline registers in figure 4.9 with respect to the positions indicated in
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figure 4.Ba. The purpose of the double register stacks is to store the A and C values for

use in the third stage of the pipeline.

The delays are implemented with two register stacks and multiplexers are included to
enable input values to be fed into the system. The coefficient RAM comprises a
circulatory set of registers with two dummy registers. The control system supplies all the
necessary clock and control signals and the architecture can be configured for different

orders. This is done by making some of the registers in the stacks and RAM transparent.

An important feature of this architecture is that a number of these systems may be
used in parallel to achieve higher sampling rates. For example, a seventh order UEWDF
may be implemented with two multiplexed systems each of which implements four stapes
of the UEWDF. The maximum sampling frequency possible will then be twice that of a

scheme comprising a single multiplexed system.

SYSTEM OPERATION

Assume that the architecture has been confipured for a given order and appropriate
coefficient values have been loaded into the RAM. Then the arrival of a sample ready
signal (sample clock edge in other words) will trigger the control system which supplies
appropriate clock and control signals to complete two processing cycles. This means that

the sample clock is independent of the system clock.

For an nth order UEWDF, the number of clock cycles required per sample is
2((n+1)+3). The maximum clock frequency possible is therefore SYSTEM CLOCK
FREQUENCY/(2n+8).

CLOCKING AND CONTROL ASPECTS (see figure 4.10)

The system is synchronous and all clock and control sipnals are derived from the
same clock signal (CLK). The frame signal (FRAME) deflines the window during which
gystem operation will take place within one sampling interval. The frame width is
dependent upon the filter order (frame width = 2n+8 clock cycles where n is the filter

order) and this signal is triggered by the sample ready signal (SIGCLK). The system clock
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sipnal (CLK)} is not dependent on the sample ready signal and therefore external
synchronization problems are avoided. Furthermore, the system may be designed to
maximize clock frequency and once set, this clock frequency can be used for all sampling

frequencies within the limit.

The frame signal is used to derive the two half frame signals (HALFRM1 and
HALFRM2) which define the durations of the two processing cycles that must be

completed in one sampling interval. The half frame width is equal to n+4 clock cycles.

The control signals to the multiplexer MUX1 (see fipure 4.9) are used to select either
input 1 (SIG) or zero or the output of register stack 2. During the first clock cycle of the
first processing cycle, input 1 is selected (M11) and similarly for the second processing

cycle, zero is selected (M12). At all other times, the output of register stack 2 is selected.

The control signals to the multiplexer MUX2 (see fipure 4.9) are used to select either
input 2 or zero or the output of register stack 1. During the (n+1)th clock cycle of the first
processing cycle, input 2 is selected (M21) and similarly for the second processing cycle,
zero is selected (M22). Since input 2 is normally set to zero, a third control signal (M23)

is defined which selects zero. At all other times, the output of register stack 1 is selected.

The clock signals required by the subsystems in figure 4.9 are illustrated in figure
4.10b. Note that register stack 1 requires an additional clock edge (CLK2) per processing
cycle compared with register stack 2 (CLK1). This additional shift in stack 1 is necessary

to place the A and C values in the correct registers as discussed earlier.

Mote that the clock signals for the output registers differ for odd and even order
filters. The position of the clock pulse within the processing cycle remains unchanged but
for even order filters, the output repisters are clocked in the first processing cycle whereas

for odd order, the repisters are clocked in the second processing cycle.

RECONFIGURABILITY AND PROGRAMMARBILITY

We may configure the architecture for different order UEWDFs by making some of
the registers in the stacks and coefficient RAM transparent. In practice, we may choose to

provide individual control lines in order to facilitate transparency control.,

- 120 -



For a given order, the architecture may be programmed for different UEWDFs by

loading appropriate coefficients into the RAM.
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4.5 SIMULATION OF ARCHITECTURE AT FUNCTIONAL LEVEL

FUNCTIONAL LEVEL SIMULATION WITH SEQUENTIAL PROGRAMMING
LANGUAGES

Synchronous systems can be modelled with registers and combinational functions
(addition, multiplication, etc - i.e. operations which do not involve memaory). Such

systems can be simulated at the functional level with sequential programming languages.

In modelling a synchronous system with a sequential language, all registers are
modelled with real variables and the assignment of values to the variables models the
process of clocking a register. The combinational functions are modelled with expressions
in terms of the above variables and are evaluated in sequence after register clocking

operations have been performed.

This approach is adopted here rather than the use of simulation programs such as
HILO [75] because infinite signal wordlengths can be modelled. Furthermore, this

approach is more flexible from the viewpoint of input and output signal manipulation.

SIMULATION OF ARCHITECTURE

In order to show that the architecture is functionally correct, a simulation at the
functional level was performed with a program written in Fortran 77 (see appendix C2).
For simplicity, the architecture was constrained to seventh order UEWDF realizations

only.

In the simulation model used here, all registers shown in figure 4.9 are represented
with real variables. This includes all stacks, pipeline registers, input/output registers and

coelficient RAM,

The control system model used is based on shift registers and all control and clock
signals are represented with boolean variables. The control shift registers are represented
with boolean arrays. In a real system, shift registers may be employed to implement the
control system. However, here we are only concerned with proving that the architecture is

functionally correct.
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In the program, the subroutine INIT resets all the registers and signal values. The
subroutine SIGNAL provides the value of the input (SIG in figure 4.10a) and the signal
ready signal (SIGCLK in figure 4.10a). The subroutine PAR performs a parallel load on
the control shift registers which are used to generate the control signals. The exact
manner in which this is done can be seen from the program. The subroutine DATPTH
implements the shift function for the stacks, pipeline registers, input/output registers and
coefficient RAM. Similarly, the subroutines FRM, MCON1 and MCON2 implement the

shift functions for the control shift registers.

The manner in which the system operation is simulated can be seen from the
executive routine. Note that the clock and control signals are derived from the system
clock signal (CLK1 in program) and are the same as those shown in figures 4.10a and
4.10b. The simulation is carried out over 700 sampling intervals (this value is arbitrary)

and the response to the input signal is reported.

For the coefficient values shown in the program, the impulse response of the system
was obtained by simulation and, with the aid of an FFT routine, the frequency response
was evaluated. This is shown in figure 4.11 and it can be seen that the system implements

a low pass filter as expected.
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4.6 VLSI IMPLEMENTATION ASPECTS

The architecture may be implemented with a full custom design. If we choose to
implement the subsystems with the logic circuits discussed in chapter 3, then for a system
with a 20 bit signal, 8 bit coefficients and a maximum filter order of 15, it is estimated
that the gate count would be approximately 12,000 gates. Since gate counts of 100,000
gates are possible on a single VLSI chip, it is clear that the architecture presented would
be useful for implementing digital filtering functions in VLSI systems. For higher
sampling rates, a number of cells (where a cell is an implementation of the architecture of
figure 4.9) may be used in cascade. If low sampling rates are required, then the gate

count may be reduced by employing bit-serial techniques.

An important point to note in the architecture is the absence of bidirectional and
multiplexed busses. This is a desirable feature from the IC implementation viewpoint

because of the complexity in design of such systems.

In practice, a dynamic MOS technology would be a suitable choice because the
system is clock driven. This would reduce the complexity of the registers. However, in the
interests of speed, more complex systems for multipliers and adders/subtractors than

those referred to would be used in practice.

The above design may be used as a macrocell in a standard cell system. One
macrocell may then be used for implementing a fully multiplexed UEWDF and multiple

cells may be cascaded to implement UEWDFs with higher sampling frequencies.

In the architecture of figure 4.9, the positions of the pipeline registers have been
arbitrarily chosen Since the multiplier is the most complex element, the delay through it
will determine the system clock frequency. In practice, it may be better to pipeline the
multiplier as well or alternatively to use the shift add technique and separate the stages
with pipeline registers. For example, we may choose to implement a multiplier with 8 bit
coefficients as four sets of pairs of adders separated by pipeline registers. The maximum
sampling frequency possible is limited by the system clock frequency divided by 2* (filter
order + number of pipeline registers +2). Therefore, in practice we would choose the

pipelining scheme that gives us the best sampling frequency.
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4.7 DISCUSSION AND CONCLUSIONS

An important part of practical digital filter design is finite wordlength design. It is well
known that a combination of analytic and optimization techniques or purely optimization

techniques may be used to achieve this.

In this chapter, a number of properties of UEWDFs have been identified through
experimentation and study of other researchers’ work. Based on these properties, an
alternative method for the finite wordlength design of UEWDFs employing a heuristic
approach has been presented. An example to show that the technique works in practice
has been given. Improvements to the program presented are possible by designing more

efficient code.

This technique may be used to improve the efficiency of finite wordlength programs
for UEWDFs which employ other methods. Optimization methods may also be combined

with the above technique to improve its efficiency.

An architecture which exploits the inherent parallelism of the UEWDF in multiplexed
systems has been described. The novel feature of this architecture is that the two port
adaptor is pipelined in order to improve maximum sampling rates. A functional level
simulation of the architecture has been given in order to show that it is conceptually

correct.

VLSI implementation aspects have also been considered. It has been shown that
approximately 12,000 gates are required for a fifteenth order system with 8 bit
coefficients and 20 bit signals. This architecture may be implemented as a macrocell in a
standard cell system allowing single cell implementation of a particular UEWDF or the use
of a number of cascaded cells to implement the same UEWDF at a higher sampling rate.
If sampling rate requirements permit, bit-serial techniques may be employed to reduce

the gate count.
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FIGURE 4.1 : TWO PORT NETWORK COMPRISING COMMENSURATE

LENGTH TRANSMISSION LINE

FIGURE 4.2 : CASCADED TRANSMISSION LINE FILTER
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FIGURE 4.4 : CASCADED UNIT ELEMENTS NDF
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Pguj;
FOR ALL UEWDFS ABOVE : .
PASSBAND RIPPLE — 0.5 DB £ PRAGTiOK OP sSAflpuM<5

TRANSITION WIDTH - 0.05 Fs FR.EQU£EHGY)
STOPBAND LOSS - 60DB

FIGURE 4.5 : TYPICAL COEFFICIENT CURVES FOR CASCADED UNIT ELEMENTS WDFS
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FIGURE 4.7a : TWO PORT ADAPTOR

FIGURE 4.7b

FIGURE 4.7c

FIGURE 4.7d

FIGURES 4.7b 4.7c 4.7d

EQUIVALENT CASCADED UNIT ELEMENTS WDF STRUCTURES
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FIGURE 4.8b : CASCADED UNIT ELEMENTS WDF
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CHAPTER FIVE

LATTICE WAVE DIGITAL FILTERS

5.1 INTRODUCTION

In this chapter, lattice WDFs based on three port circulators and cascaded unit

elements are considered.

Lattice WDFs based on three port circulators [76] have been discussed in chapters 2
and 3. In chapter 2 it was shown that this structure has good finite wordlength properties
and in chapter 3 it was shown that it has low hardware complexity relative to other
structures. Furthermore, closed form formulas for the design of most types of filters with
this structure are known [76]. All these factors make it a good structure for VLSI

implementation.

Architectures for the above WDF are considered. A simple modification to the basic
structure is proposed which improves the sampling frequency for direct implementations
and allows pipelining for multiplexed schemes. It is shown that the basic multiplexed
substructure can be pipelined in such a way that the pipeline registers also perform the

functions of the delays.

The structure of the lattice WDF based on cascaded unit elements also comprises
only two port adaptors. This makes it an attractive structure from the implementation

viewpoint.

A design program for Butterworth and Chebyshev filters based on this structure is
given. Architectures for the cascaded unit elements WDF have been studied in chapter 4.
It is shown that these may be used to implement lattice WDFs with little or no

modifications.

The design of lattice WDFs based on passive circuits in which the lattice reactances

are realized with LC ladder networks with inserted unit elements is discussed. A design
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program is given in which the LC networks are synthesized as Cauer form I [77] networks

and the unit elements are inserted using Kuroda’s transforms [59]
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5.2 THEORETICAL ASPECTS

An analogue lattice filter between resistive terminations [2] is shown {n fipure 5.1.
For equi-terminated lossless filters, R1=R2=R and the impedances Za and Zb are
reactances. This type of network is also known as a symmetric network because the

electrical behaviour is unaffected when the two ports are interchanged.

The number of components required to implement this filter is twice the theoretical
minimum required to implement a particular transfer function [2]. This problem has been
resolved by defining equivalent unbalanced forms [2,78] which require fewer

components. An unbalanced equivalent of the symmetric lattice is shown in figure 5.2,

The derivation of the wave flow diagram corresponding to figure 5.2 is given in
reference [45] and is shown in figure 5.3. Here Sa and Sb are the reflectances (reflection

coefficients) of the reactances Za and Zb;

Sa = (Za-Ro)!(Za+Ro) (5-1)
Sb = (Zb-Ro)/(Zb+Ro)

The waveflow diagram of figure 5.3 can be simplified by removing the input A2 and
the output B1 since these are not normally required. The resulting wave flow diagram is

shown in figure 5.4.

The first step in the design process for lattice WDFs is to evaluate the lattice
reactances Za and Zb for a given transfer function. The next step involves the synthesis of
the lattice reactances with passive networks including LC ladder networks, cascaded unit
elements, chain of circulators etc [45]. The digital realizations of Za and Zb are then
obtained by using the techniques of Fettweis and take the place of Sa and 8b in figure

5.4.

The complexity of the lattice WDF is dependent on the type of network used to
realize the lattice reactances. From this viewpoint, the simplest lattice WDFs are those
derived from reference [ilters based on circulators and cascaded unit elements. The

resulting WDFs require only two port adaptors.
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5.3 LATTICE WDFs BASED ON FIRST AND SECOND ORDER
ALL-PASS SECTIONS

The reflectance of a reactance is an all-pass function. Therefore, realizing reactances
or all-pass functions amounts to the same thing. Mathematically, the simplest method of
realizing reactances with all-pass sections is the chain connection of all-pass sections of
degree 1 and 2. Such sections can be obtained by means of three port circulators [79]
terminated at one port by a capacitance or an inductance or by a parallel or series
resonant circuit. Circulators terminated with a capacitance and parallel resonant circuit
are shown in figures 5.5a and 5.5b. The corresponding WDF realizations are shown in
figures 5.5¢ and 5.5d. All-pass sections corresponding to circulators terminated with an
inductance or series resonant circuit will be the same as figures 5.5¢ and 5.5d except for

possible sign inversions [45].

The lattice reactances Za and Zb may be realized with a chain of circulators as
discussed above. The resulting WDF equivalents of reflectances Sa and Sb (see figure
5.4) are then chain connections of first and second order all-pass sections. A typical

lattice WDF derived in this manner is shown in figure 5.6.

Explicit formulas for designing most types (from the frequency response viewpoint) of
lattice WDFs based on the structure of figure 5.6 have been reported by Gazsi [76]. This
eliminates the need for analogue reference filter design. The lattice WDF structure
studied in chapters 2 and 3 is that of figure 5.6. Designs for the various tolerance schemes

in chapter 2 were carried out using Gazsi's formulas.

It was shown in chapters 2 and 3 that the lattice WDF has good finite wordlength
properties and is one of the best structures from the hardware complexity viewpoint. The
aim in the remainder of this section is to explore architectures for the hardware

implementation of the structure of figure 5.6.

5.3.1 ARCHITECTURES

Clearly, we may choose a direct implementation technique for the structure. In this

case, the critical path and therefore the maximum sampling frequency possible, is
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dependent on the filter order. We can improve this by simply including additional delays
as shown in figure 5.7. It is obvious that the transfer function of the structure will remain
unaffected except for a constant delay which is dependent on the additional delays. Note
that the number of delays in the two arms must be equal. The maximum sampling
frequency possible with this modified structure is limited by the delay through two

adaptors and is independent of the filter order.

Consider the general structure for a lattice arm shown in figpure 5.8. This may be
implemented with a multiplexed section comprising the substructure shown in the dotted
area. If A,B,C represent the signal values at various points in the network at a given time,

then the computational process for the multiplexed system may be described as follows:

clock cycle 1 : use (input,B1,CI) to evaluate (A2, BI',C1")
clock cycle 2 ; use (A2,B2,C2) to evaluate (A3,B2°,C2")
clock cycle 3 : use (A3,B3,C3) to evaluate (A4,B3',C3’)

clock cycle m : use (Am,Bm,Cm) to evaluate {output,Bm',Cm’)

The primes represent corresponding signal values one sampling interval later. The
important point to note here is that once the required values of the signals have been
evaluated, the initial values may be discarded. Therefore, no intermediate storage is

required for the values B and C.

An architecture based on the above scheme is shown in figure 5.9. Detail of the two
port adaptor architecture has been omitted, but any suitable architecture may be

employed.

Assume that initially B1 resides in register 1 of stack B and all B and C values reside
in corresponding registers in this manner. During the first clock cycle, the multiplexer
selects the input and at the end of clock cycle 1, the values B1" and C1° are clocked into
registers m in the stacks. At the same time, the values B1 and C1 are discarded and the

value A2 is loaded into register A. During clock cycle 2, the multiplexer selects the output
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of register A and at the end of this clock cycle, the values A3, B2' and C2’ are clocked
into the appropriate registers. Clearly, m clock cycles are required to evaluate the output
and the clock frequency is limited by the delay through two adaptors. Note that at this

point, all B and C values are in the correct registers for the next sampling interval,

The architecture may be used to implement each of the lattice arms of fipure 5.6,
Alternatively, we may use a single architecture to implement the two lattice arms in a time
multiplexed fashion. The addition of two output repisters and a subtractor to the

architecture will allow the implementation of the complete filter.

The maximum sampling frequency possible is given by the clock frequency divided by
half the filter order {nearest whole number). The clock frequency is limited by the delay

through two adaptors.

The general structure for the modified lattice arm is shown in fipure 5.10. As before,

the computational process for the multiplexed system may be described as follows :
clock cycle 1 : use (Al,B1,Cl) io evaluate (Al',B1',CI")
clock cycle 2 : use (A2,B2,C2) to evaluate (A2',B2',C2')
clock cycle 3 : use (A3,B3,C3) ro evaluate (A3',B3',C3')
clock cycle m : use (Am,Bm,Cm) to evaluate (Am',.Bm',Cm’)

During the next sampling interval, B1',B2'..Bm' become B1, B2...Bm and
C1',C2"..Cm' become C1, C2 ..Cm. However, Al' becomes A2, A2' becomes A3 and so

011,

An architecture for the modified lattice arm is shown in figure 5.11. Note that the
main difference between this and the architecture of figure 5.9 is the register stack A,
Also note that this contains one more register than stacks B and C. The purpose of this is
to achieve the skew in the A values discussed before. Again, m clock cycles are required
to evaluate the output and the clock frequency is limited by the delay through two

adaptors.

Clearly, this scheme has no advantage compared with the previous one. In fact, it is

inferior because of the additional hardware required. However, note that for a direct

ST



implementation of the structure of figure 5.10, the sections would operate in parallel. We
can exploit this property by pipelining the multiplexed section and thereby improve speed

performance.

As an example, consider the pipelined substructure shown in figure 5.12. The
positions of the pipeline registers are shown marked with crosses. This substructure may
be used as the basic section of a multiplexed system realizing a tenth order modified
lattice arm as shown in figure 5.13. It is important to note that the functions of register
stacks A,B and C (with the exception of one register in stack A) are now performed by
the pipeline registers. Also note that the hardware requirement is only slightly greater (two

registers more) than an equivalent realization with the architecture of figure 5.11.

During the first clock cycle, the first stage of the pipelined substructure will operate
on the first section and at the end of the cycle, the appropriate results will be clocked into
registers PIPE1 (figure 5.13). We may describe the operation of the system in these
terms. This is shown for the first 15 clock cycles in table 5.1. Here, the results at the end
of each clock cycle in the pipeline registers are shown. The first number indicates the
section being operated on and the second number indicates the relevant input sample,
e.g. 5.1 means the results of section 5 operating on input sample 1. Clearly, one input
sample value can be processed every 5 clock cycles. Therefore, the sampling frequency
equals 5 clock cycles and the clock frequency is limited by the pipeline processes. Since
this clock frequency will be significantly higher than in the previous cases, the pipelined

system will give us a significantly better speed performance.

The fact that the registers representing the delays can be effectively used to pipeline
the basic section as discussed above is important. It means that for a system of order 2n,
the section may be split up into n pipeline stages. If we assume ideal shift registers (zero
set and hold times) and similar pipeline stages, then it is clear that the sampling frequency

will be independent of n.

Therefore, for a general purpose system, n should be kept as high as possible thereby
offering a wide range of filter orders. Lower orders are obtained by simply setting the

redundant coefficient values to zero.
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The above system may be used as a basis to realize a complete lattice WDF in the
same way as discussed previously. It should be clear that this system will give a

significantly better speed performance particularly for higher orders.
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5.4 LATTICE WDFs BASED ON CASCADED UNIT ELEMENTS

According to Richards [58], any driving point reactance function can be realized with
a cascade of unit elements. Therefore, the lattice reactances Za and Zb (figure 5.1) may
be realized with a cascade of unit elements. The advantage of this is that each of the

lattice arms of the WDF is then a cascade connection of two port adaptors.

5.4.1 DESIGN ASPECTS

SYNTHESIS OF REACTANCE FUNCTIONS WITH CASCADED UNIT ELEMENTS

Short and open circuited transmission lines behave like inductors and capacitors in
the Richards complex frequency domain, 8. Therefore, any reactance function which can
be synthesized with inductors and capacitors in the s domain can be synthesized in a

similar manner in the § domain.

More importanily, any reactance function in the § domain can be synthesized with a

cascade of unit elements. The basis of this is Richards’ theorem [2,58]:

If Z(8) is a positive real function and Z(8)/Z(1) is not identically equal to § or 1/5,
then
(Z(85)-5.2(1))
Z'(S) = (5.2)
(Z(1)-5.Z(5))

is also a positive real function. Further, if Z(S) is rational in 5, then a factor 5-1
cancels in the numerator and denominator of the above expression, and Z'(5} is the
same degree as Z(5). If Z(1)+Z{-1)=0 as well, a second factor S+1 cancels in the

numerator and denominator, and Z'(8) is of lower degree than Z(8).

It follows from this that if Z(5) is a positive real impedance function satisfying
Z(8)/Z(1) is not equal to S or 1/5, then a unit element of value Z(1) may always be
extracted from Z(8), leaving a positive real impedance Z'(8) in cascade with the unit

element. The value of Z'(5) is :
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((£(5)-5.2(1))Z(1))
Z'(S) = (5.3)

(Z2(1)-5.2(5))

The impedance Z'(8) is also positive real and of degree equal to Z(8) if Z{1)+Z(-1)

is not equal to zero. It is of degree one less than Z(S) if Z(1)+Z(-1)=0. This procedure is

illustrated schematically in figure 5.14 and may be used to synthesize an arbitrary

reactance function with a cascade of unit elements terminated in an open or short circuit

{ if Z'(8)=5 then short circuit and if Z°(5)=1/8 then open circuit).

DESIGN PROGRAM

A program for the design of lattice WDFs based on cascaded unit elements has been

written and is shown in appendix D1.

The program essentially performs the following functions:

(a)

(b)

(c)

(d)

uses conventional techniques to derive transfer functions based on Chebyshev

and Butterworth approximations.

derives lattice reactances Za and Zb (figure 5.1) for the transfer function

obtained in (a) using techniques described in reference [2].

synthesizes the lattice reactances with cascaded unit elements using the

techniques discussed above,

derives a digital structure from the analogue lattice filter using the techniques

of Fettweis [45].

An example of a WDF designed with this program will be given in chapter 7.

5.4.2 ARCHITECTURES

The structure for a lattice WDF based on cascaded unit elements is shown in figure

5.15. It is clear that for a direct implementation of this structure, the maximum sampling

frequency possible is limited by the delay through two adaptors, a subtractor and a 0.5
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multiplier. This can be improved by adding a delay at the output of each lattice arm. The

maximum sampling frequency is then limited by the delay through two adaptors.

Architectures for cascaded unit elements WDFs have been discussed in chapter 4.
With slight modifications, any of these may be used to implement each of the lattice arms.
Consider the cascaded unit elements WDF structure of figure 5.16. This may be used to
realize a kth order (where k is less than or equal to n) lattice arm in the following

manner:

The input is applied at input 1, input 2 is set to zero and the output is taken from
output 2. All coefficients corresponding to the two port adaptors k+2 to n+1 are set to
zero. The coefficient corresponding to the k+1 adaptor is set to 1 if the kth unit element

in the lattice arm is short circuited, and to -1 if it is open circuited.

Therefore, any programmable architecture for the cascaded unit elements WDF
which gives access to all four inputs and outputs can be used to realize a lattice arm. The
architecture discussed in chapter 4 may be used to realize a lattice arm. The sampling
frequency with this architecture will equal (2k+8) clock cycles where the clock frequency

is limited by the pipeline processes (see chapter 4).

Two such architectures can be used with the addition of a subtractor to realize the
complete lattice WDF. The 0.5 multiplier is simply a shift to the right of one bit. It is also
possible to realize the two lattice arms in a time multiplexed fashion. Therefore, a single
multiplexed two port adaptor may be used to realize the complete lattice WDF. The
important point to note is that very little additional control will be required compared with

parallel implementation of the two lattice arms.
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5.5 LATTICE WDFs BASED ON LC NETWORKS

A driving point reactance function can be realized with a variety of LC networks
[78]. One method of synthesis is due to Cauer and is used to synthesize a reactance
function with an LC network of the type shown in figure 5.17a. This method of synthesis

is generally referred to as Cauer form 1 [77].

A wave digital network derived from the network of figure 5.17a results in a cascade
connection of three port parallel and series adaptors which appear alternately in the
cascade as shown in figure 5.17b [45]. This digital network is not suitable for hardware
implementation because of the long critical path (see chapter 3 for definition of critical
path) and because it is not multiplexable. These problems can be overcome by inserting

unit elements into the LC ladder using Kuroda’s transforms [59].

The Kuroda transform is illustrated in figure 5.18. Effectively, this allows us to insert
unit elements at the required positions in the LC one port without affecting the reactance
function. The manner in which this is achieved is as follows. A unit element of
characteristic impedance one ohm is placed at the input of the one port network and
shifted to the required location by repeated application of Kuroda’s transforms. This
procedure is repeated for the required number of unit elements. For a more detailed

discussion of Kuroda’s transform, see reference [59].

An odd order LC ladder after insertion of unit elements is shown in figure 5.19a.
Note that application of Kuroda’s transform has replaced all series inductors with shunt
capacitors. The wave digital network corresponding to the above network is shown in
figure 5.19b. Note that the unit elements in figure 5.19a have been placed so that all
three port adaptors are separated by half delays and only parallel three port adaptors are
required. It is clear from the arguments presented in chapter 3 that this network is more

suitable for hardware implementation than the network of figure 5.17b.

An even order LC ladder after insertion of unit elements is shown in figure 5.20a.
Note that all series inductors have been replaced with shunt capacitors. The

corresponding wave digital network is shown in figure 5.20b.
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Note that in this case, the last adaptor is a two port. The type of two port adaptor can
be selected so that it can be realized with a three port adaptor implementation (this aspect
is discussed more fully in chapter 8). Therefore, from the hardware implementation

viewpoint, the comments for the odd order case apply.

A program for the design of lattice WDFs based on the above methods has been
written and is shown in appendix D2. The program essentially performs the following
functions: uses conventional techniques to derive transfer functions based on Chebyshev
and Butterworth approximations, derives lattice reactances Za and Zb (figure 5.1) for the
transfer function obtained in (a) using techniques described in reference [2]. synthesizes
the lattice reactances with Cauer form 1 LC networks, inserts unit elements in the
positions described earlier using Kuroda’s transforms, derives a digital structure from the

analogue lattice filter using the techniques of Fettweis [45].

An example of a WDF designed with this program will be given in chapter 8.
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5.6 DISCUSSION AND CONCLUSIONS

WDFs derived from analogue lattice filters in which the lattice reactances are realized
with first and second order all-pass sections have been considered. It has been shown
that a simple modification to the basic structure improves the sampling frequency and
makes it independent of the filter order. Various architectures have been discussed and
one which uses pipelining of the basic section in a multiplexed scheme is considered
particularly useful. The novel feature of this architecture is that pipeline registers also
perform the functions of the delays. The limitation to this method is that the number of
pipeline stages has to be half the order of the lattice arm in order to gain full advantage of
the pipelining. In cases where this is not so, pipelining is still possible but the control

functions will become much more complicated.

Lattice WDFs based on cascaded unit elements have also been considered. A design
program for Butterworth and Chebyshev filters based on this structure has been given. It
has been shown that the architectures employed for cascaded unit elements WDFs can
also be used with little or. no modification to implement lattice WDFs based on cascaded

unit elements.

Lattice WDFs based on passive networks in which the lattice reactances are realized
with LC networks with inserted unit elements have been discussed and a design program

for such WDFs has been presented.
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CLOCK PIPE 1 PIPE 2 PIPE 3 PIPE 4 PIPE 5
CYCLE

i 1.1 X x X X
2 2.1 1.1 X X X
3 31 2.1 151 X X
4 4.1 31 2.1 1.1 x
W) 5.1 4.1 3.1 2.1 1.1
6 1.2 5.1 4.1 31 2.
fi 2.2 1.2 51 4.1 3.1
& 3.2 2.4 1.2 S 4.1
TR 4.2 3.2 2.2 1.2 5.1
* 10 5.2 4.2 3.2 2.2 1.2
11 1.3 5.2 4.2 3.2 2.2
12 2.3 1.3 5.2 4.2 3.2
13 3.3 2.3 1.3 5.2 4.2
T 14 4.3 3.3 2.3 1.3 5.2
0 ) 4.3 3.3 2.3 1.3

X : don't care
* : new input sample value is fed into the system at the start of clock cycle
t : output sample value is available at end of clock cycle

TABLE 5.1 : STATUS OF PIPELINE REGISTERS
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FIGURE 5.1 : THE SYMMETRIC LATTICE FILTER

FIGURE 5.2 : IWALANCED EQUIVALENT OF SYMMETRIC LATTICE
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FIGURE 5.3 : WAVE FLOW DIAGRAM FOR LATTICE FILTER

FIGURE 5.4 : SIMPLIFIED WAVE FLOW DIAGRAM FOR LATTICE FILTER
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FIGURE 5.5c

FIGURE 5.5d

FIGURE 5.5 : FIRST AND SECOND ORDER ALL PASS SECTIONS
BASED ON CIRCULATORS
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INPUT

FIGURE 5.6 J 11-th ORDER LATTICE WDF BASED ON CHAIN CONNECTION OF
FIRST ANO SECOND ORDER ALL PASS SECTIONS

INPUT

FIGURE 5.7 : MODIFIED LATTICE WDF
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FIGURE 5.8 : GENERAL STRUCTURE FOR LATTICE ARM

FIGURE 5.9 : MULTIPLEXED ARCHITECTURE FOR LATTICE ARM
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FIGURE 5.14 : SYNTHESIS OF REACTANCE FUNCTION USING RICHARDS' PROCEDURE

INPUT

OUTPUT

FIGURE 5.15 : LATTICE WDF BASED ON CASCADED UNIT ELEMENTS

INPUT! OUTPUTY

OUTPUT2 1WUT2

FIGURE 5.16 : CASCADED UNIT ELEMENTS WDF
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FIGURE 5.18 : KURODA'S TRANSFORMS
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FIGURE 5.19a : 000 ORDER LC LADDER WITH INSERTED UNIT ELEMENTS

FIGURE 5.19b : CORRESPONDING WAVE DIGITAL NETWORK

FIGURE 5.20a : EVEN ORDER LC LADDER WITH INSERTED UNIT ELEMENTS

FIGURE 5.20b : CORRESPONDING WAVE DIGITAL NETWORK
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CHAPTER SIX

SIMULTANEOUS PROCESSING OF TWO SIGNALS USING
WDFs BASED ON UNIT ELEMENTS

6.1 INTRODUCTION

If a number of discrete signals are skewed with respect to each other and added, the
composite signal formed can be resolved into its constituent signals provided the skew is a
fraction of the sampling period. This composite signal may be used as an input to a linear
discrete system and the output may be resolved into components which are the responses
of the system to the individual inputs. Effectively, the discrete system operating in this
manner processes a number of signals simultaneously. Theoretical arguments to show that

this is the case are given in section 6.2.

It is shown in section 6.3 that the simultaneous processing property of theoretical
discrete systems is of no use in most digital implementations of discrete systems other than
to provide a theoretical basis for designing multiplexed systems. However, digital
implementations of WDFs based on unit elements and lattice WDFs based on all- pass

sections can be used to exploit this property to process two signals simultaneously.

The UEWDF structure employing half delays and its advantages from the
implementation viewpoint have been discussed in chapter 4. It is shown in section 6.4 that
this structure can be used to process two signals simultaneously and simulation results are
given. In practice, the implication is that any hardware implementation of this structure
may be used to process two signals simultaneously without any modifications (ignoring

combination of input signals and resolution of outputs).

Lattice WDFs based on cascaded unit elements and all- pass sections have been
discussed in chapter 5. In section 6.5, it is shown that these may be used to process two
signals simultaneously and simulation results are given. Similar treatment is given to the

LC ladder WDF in section 6.6.
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6.2 THEORETICAL ASPECTS

Any linear discrete system can be used to simultaneously process a number of signals

which are skewed by a fraction of the sampling period. A proof of this is given below,

(I} Any linearly sampled discrete signal can be represented in the Z-domain with

the general expression:

m =k
2 akZ
k=0
X(Z) = (6.1)
n -k
2 bk.Z
k=0
where k£, m, n are integers.
(ii) If the signal X(Z) is applied to a linear discrete system with a transfer
function T(Z), where:
-k
% ck.Z
k=0
T(Z) = (6.2)
% -k
dk.Z
k=0

where k, p, q are integers.

then it is clear that the output signal Y(z)=T(z).X(z) will be of the form :

m+p -k
2 ek.Z
k=0
Y(z) = (6.2)
n+q =k
DI,
k=0

where k can only take on integer values. It follows from this that the output

signal is defined at t second intervals where t is the sampling period.

=1

(iii) Mow, if the signal X(Z) is delayed by a fractional delay Z 4 (where v is an
=1

integer) and applied to T(Z), then the output is given by Z N.Y{Z}. That is,

the output is the signal Y(Z) delayed by t/v seconds.
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(iv) It follows from the superposition theorem and (iii) that for a linear discrete
system with a transfer function of the form shown in (ii), any number of
signals which are skewed by a fractional delay (with respect to the sampling
period) can be simultaneously processed ,i.e. a number of signals can be
skewed, added and then used as the input signal to the discrete system. The
output signal from the discrete system can be resolved its components by an

appropriate demultiplexing process.

A discrete system that operates on a number of signals in this manner can be viewed
as a number of similar time multiplexed discrete systems operating on separate signals. An
extension of this idea would be to provide facilities for alteration of the transfer function
coefficients at the appropriate time instants so that a number of different time multiplexed

systems which operate on separate signals could be obtained.
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6.3 IMPLICATIONS FOR DIGITAL IMPLEMENTATIONS OF
DISCRETE SYSTEMS

In most digital implementations of discrete systems, the delay element is realized with
a shift register. The shift registers are clocked every T seconds to realize delays of T
seconds. It is clear that this is not a true realization of a delay since the output of the shift
register is not a delayed version of its input but simply a sample of this every T seconds.
Effectively, the digital system behaves like the corresponding discrete system at every
clock cycle edge, i.e. once every T seconds. Clearly, the property discussed in section 6.2

is of no use in such a system.

However, we may realize a delay of T seconds with a cascade of n shift registers each
realizing a delay of T/n seconds. The clock frequency in such a case is n times the
sampling frequency and more hardware is required in comparison with the above system.
Effectively, the digital system behaves like the corresponding discrete system at n time
instants during each sampling interval. Therefore, according to the simultaneous
processing property discussed in section 6.2, we may process n signals simultaneously or ,
with appropriate provision for coefficient values, realize n different time multiplexed

systems.

Therefore, given a direct implementation of a digital filter, we may obtain a number
of time multiplexed filters by replacing each shift register representing a delay with a
cascade of shift registers, increasing the clock frequency proportionally and making
provisions for different coefficient values for each multiplier. Note that at a given time
instant (or clock period) within a sampling period, the coefficients corresponding to one
particular filter must be active for all the multipliers. Since each shift register has been
replaced with a cascade of shift registers, no multiplexing at the bus level will be
necessary. Obviously, we could have obtained this scheme without referring to the
simultaneous processing property. However, it is theoretically more complete to arrive at

it in this manner.

It is clear from above that when processing a number of signals simultaneously in the
manner described, the sampling frequency is proportionally reduced. An interesting

exception are WDFs based on unit elements. In these cases, the delays can be split up in
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such a way that two signals can be processed simultaneously at the same sampling rate as a

single signal. The lattice WDF based on all-pass sections can also be used in this manner.

Although the number of shift registers required in some of these cases is increased,
the effective doubling of the processing rate (two signals are processed at the same rate as
one signal) will obviously result in a more efficient use of the hardware. Furthermore,
some of the WDF structures employing half delays have other advantages from the

implementation viewpoint as discussed in chapters 4,5 and 8.
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6.4 THE CASCADED UNIT ELEMENTS WDF

6.4.1 SIMULTANEOUS PROCESSING OF TWO SIGNALS

Consider the UEWDF structure of figure 6.1a. A direct digital implementation in
which each T/2 delay is realized with a shift register can be used to process two signals
(skewed by T/2 seconds) simultaneously. That this is the case can be seen from the

arguments presented in sections 6.2 and 6.3.

The WDF realization of a unit element is a delay of T seconds which may be split up
between the upper and lower arms as discussed in chapter 4. Therefore, we may redraw
the structure of figure 6.1a as shown in figure 6.1b. It follows that a direct digital

implementation of this structure can also be used to process two signals simultaneously.

For direct implementations of both structures of figure 6.1, the sampling frequency is
equal to half the clock frequency. For the implementation of figure 6.1a, the clock
frequency is limited by the delay through two adaptors , whereas for figure 6.1b it is
limited by the delay through one adaptor. Therefore, by employing the structure of figure
6.1b, we may process two signals simultaneously without the penalty of lower sampling
frequency. This structure has been studied in chapter 4. The important point to note here
is that any hardware implementation of this structure can be used to process two signals
simultaneously without any modifications (excluding those required to combine the input
signals and separate the output signals). Consequently, the number of samples processed

per second is doubled.

6.4.2 PROOF BY SIMULATION

In order to show that the UEWDF of figure 6.1b can be used to process two signals
simultaneously, a UEWDF satisfying an arbitrary specification was simulated with a

modified version of DIFSIP (for a description of DIFSIP see chapter 2).

The modifications made to DIFSIP are illustrated in figure 6.2. The original DIFSIP
simulates synchronous digital networks clocked every T seconds whereas in the modified
version, the clock period is T/2 seconds. Furthermore, the modified version simulates two

signal generators the outputs of which are skewed by T/2 seconds and combined to form
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the input to the digital network. In software, this is implemented by two signal generating
routines which alternately supply the input sample. The outputs are similarly separated by

assigning alternate samples from the digital filter output signal to the two outputs.

A seventh order UEWDF with the following coefficients was simulated with the above
program ; al = —@8 = -0.83553084, o2 =-a7=0.97769094, a3 = -6 = -0.98514007,
ed = -5 = 0.98606601.

The frequency responses for both inputs were obtained and were the same as
expected. The frequency response (coefficient wordlength = 16 bits) for input 1 and

output 2 is shown in figure 6.3a.

A sinusoidal signal of amplitude 0.001 volts and [requenuf}r 0.05 radians per second
was applied at input 1 (see figure 6.2b) and a similar signal of frequency 0.1 radians per
second was applied at input 2 at the same time. The response to input 1 is obtained at
output 2 and is shown in fipure 6.3c. The response to input 2 is obtained at output 1 and
is shown in figure 6.3b. The coeflicient wordlength in both cases was 16 bits and the
signal wordlength was 20 bits. Note that the output signals are as expected. Also note that

the initial distortion in the sine waves is due to the transient response time.
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6.5 LATTICE WDFs

We will consider lattice WDFs based on first and second order all-pass sections and

those bazsed on cascaded unit elements.

6.5.1 SIMULTANEOUS PROCESSING OF TWO SIGNALS

Consider the lattice WDF structure shown in fipure 6.4a. The reflectance of an
all-pass section is unaltered if the delay T is split between the upper and lower arms. This
property has been used to derive the equivalent structure of figure 6.4b. Note that the

delays used to pipeline the lattice arms are now T/2.

The maximum sampling frequency possible for direct digital implementations of both
structures of figure 6.4 will be the same. For figure 6.4a, the sampling frequency is equal
to the clock frequency which is limited by the delay through two adaptors. For figure
G.4b, the sampling frequency is twice the clock frequency which is limited by the delay
through one adaptor. However, direct digital implementations of figure 6.4b can be used
to process two signals simultaneously. The penalty for this is n additional shift registers

where n is the filter order.

For the lattice WDF based on cascaded unit elements, the arpuments presented in

section 6.4.1 apply.

6.5.2 PROOF BY SIMULATION

In order to show that the lattice WDF of figure 6.4b can be used to process two
sipnals simultaneously, a fifth order filter with the following coefficients was simulated with
the modified version of DIFSIP; ol = -0.3916527, o2 = -0.6877369, w3 = 0.9000279,
ad = -0.9353002, w5 = -0.9527074,

The f[requency responses for both inputs were obtained and were the same as
expected. The frequency response (coefficient wordlength = 16 bits) for input 1 and

output 2 is shown in figure #.5a.

A sinusoidal signal of amplitude 0.001 volts and frequency 0.05 radians per second

was applied at input 1 (see [igure 6.2b) and a similar signal of frequency 0.1 radians per
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second was applied at input 2 at the same time. The response to input 1 is obtained at
output 2 and is shown in figure 6.5c. The response to input 2 is obtained at output 1 and

is shown in figure 6.5b. The coefficient wordlength in both cases was 16 bits and the
signal wordlength was 20 bits.

A fifth order lattice WDF based on unit elements ( figure 6.6) with the following
coefficients was simulated in the same manner as above; ol

= -0.3046126,
a2 = 0.2225531,

a3 = - 0.2206677, a4 = 0.6918970, o5

0.0043051.

The frequency responses for both inputs were obtained and were the same as

expected. The frequency response (coefficient wordlength =16 bits) for input 1 and
output 1 is shown in figure 6.7a.

A sinusoidal signal of amplitude 0.001 volts and frequency 0.05 radians per second

was applied at input 1 (see figure 6.2b) and a similar signal of frequency 0.1

radians per second was applied at input 2 at the same time. The response to input 1 is
obtained at output 1 and is shown in figure 6.3b. The response to input 2 is obtained at

output 2 and is shown in figure 6.3c. The coefficient wordlength in both cases was 16 bits
and the signal wordlength was 20 bits.
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6.6 THE LC LADDER WDF

6.6.1 SIMULTANEOUS PROCESSING OF TWO SIGNALS

Consider the LC ladder WDF structure of figure 6.8a. Since the delay of T seconds
separating the three port adaptors is derived from a unit element, it may be split up as
discussed before. The structure of figure 6.8a can therefore be redrawn as shown in figure

6.8b.

The maximum sampling frequency possible for direct digital implementations of the
structures of figure 6.8 will be the same. For figure 6.8a, the sampling frequency is equal
to the clock frequency which is limited by the delay through two adaptors. For figure
6.8b, the sampling frequency is twice the clock frequency which is limited by the delay
through one adaptor. However, the direct digital implementation of figure 6.8b can be
used to process two signals simultaneously. The penalty for this is 2n-2 additional shift

registers where n is the filter order.

Another advantage of the structure of figure 6.8b is that for multiplexed schemes, the
three port adaptor can be pipelined. This technique has been discussed in detail for

UEWDFs in chapter4. Similar arguments apply to the LC ladder WDF.

6.6.2 PROOF BY SIMULATION

In order to show that the LC ladder WDF of figure 6.8b can be used to process two
signals simultaneously, a fifth order filter with the following coefficients was simulated with
the modified version of DIFSIP; all = 1.0, al2 = 0.8701536, a21 = 0.8507776,
a22 = 0.8617879, a31 = 0.9003626, a32 = 0.8462301, a41 = 0.7366609,
a42 = 0.9895446, a51 = 0.9339637, a52 = 0.8392880.

The frequency responses for both inputs were obtained and were the same as
expected. The frequency response (coefficient wordlength = 16 bits) for input 1 and

output 1 is shown in figure 6.9a.

A sinusoidal signal of amplitude 0.001 volts and frequency 0.05 radians per second
was applied at input 1 (see figure 6.2b) and a similar signal of frequency 0.1 radians per

second was applied at input 2 at the same time. The response to input 1 is obtained at
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output 1 and is shown in figure 6.9b. The response to input 2 is obtained at output 2 and
is shown in figure 6.9c. The coefficient wordlength in both cases was 16 bits and the signal

wordlength was 20 bits.
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6.1 DISCUSSION AND CONCLUSIONS

It has been shown that theoretically a discrete system can process any number of

signals, skewed by a fraction of the sampling period, simultaneously.

Direct digital implementations of discrete systems which use shift registers clocked
every T seconds to realize delays of T seconds behave like the theoretical discrete system
at one instant during a sampling period. WDFs based on unit elements employ half delays
and therefore direct digital implementations of these employ shift registers clocked twice
every sampling period. These systems behave like theoretical discrete systems at two
instants during a sampling period. Consequently, they can be used to process two signals,

skewed by half the sampling period, simultaneously.

It has been shown that UEWDFs, lattice WDFs based on cascaded unit elements and
all-pass sections, and LC ladder WDF can be used to process two signals simultaneously
at the same rate as a single signal. Effectively, the efficiency of the hardware
implementation is doubled when used in this manner since the number of samples

processed per second is doubled.
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CHAPTER SEVEN

A RECONFIGURABLE PROGRAMMABLE ARCHITECTURE
FOR CASCADED UNIT ELEMENTS AND LATTICE WDFs

7.1 INTRODUCTION

It has been shown in chapter 6 that implementations of cascaded unit elements and
lattice WDFs based on cascaded unit elements can be used to process two signals
simultaneously. It has also been shown in chapter 5 that an implementation of the
cascaded unit elements WDF can be used to realize a lattice arm which is based on

cascaded unit elements.

In this chapter, an architecture is given which exploits the above properties. The
architecture is based on a single multiplexed two port adaptor and can be reconfigured to
implement a lattice WDF, two different UEWDFs operating on separate signals or two
different UEWDFs in cascade operating on a single signal. An important feature of the
architecture is that most of the hardware comprises an implementation of the two port
adaptor and shift registers implementing the delays. The addition of a few multiplexers,
registers and a subtractor complete the architecture. The versatility of the architecture is a

result of exploitation of the simultaneous processing property (see chapter 6).

The architecture is discussed fully in section 7.2 and a program for the functional
level simulation is described in section 7.3. Results of functional level simulation of some

example filters is given in section 7.4.
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7.2 ARCHITECTURE

7.2.1 DESCRIPTION

The architecture is shown in figure 7.1. The pipelined two port adaptor (see chapter
4) implementation comprises the subtractor 51, the two pipeline registers, the multiplier
array, the coefficient RAM, the registers Al, A2, C1, C2 and the two adders. The delays
are implemented with the two register stacks; stackl and stack2. Note that for a cascade
of n two port adaptors separated by half delays, the number of registers in stackl is n, in

stack2 it is n+1 and in the ceefficient RAM it is 2n.

Consider the structure of figure 7.2a. Implementing this structure with a multiplexed
two port adaptor involves computing the output values of each of the adaptors in turn (see
chapter 4 for a more detailed discussion). For the first adaptor, the input A (see figure
7.2¢) is the input signal and for the last adaptor, input C is zero. The multiplexer M3
(figure 7.1) performs the function of selecting zero at the appropriate time and the
multiplexer M2 performs the function of selecting the input signal at the appropriate time.

At all other times, these multiplexers select the outputs of the repister stacks.

The register M is used to store the B value corresponding to the last adaptor in figure
7.2a. The registers K and L are used to store the D value corresponding to adaptors 1 in
the two lattice arms of the structure shown in fipure 7.2b. The registers (O and R are used

to store the output signals.

The multiplexer M4 is used to reconfigure the architecture for either lattice WDF
operation or UEWDF operation. The multiplexer M1 is used to reconfigure the
architecture for two separate UEWDFs, two UEWDFs in cascade or lattice WDF

operation. The subtractor 52 corresponds to the subtractor shown in figure 7.2b.

The two signals to be processed are presented simultaneously. The function of register

P is to provide intermediate storage for one of the signals to achieve the required skew of

half the sampling period.
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7.2.2 CLOCK AND CONTROL SIGNALS

The system is synchronous and all the clock signals are derived from the system clock
signal. The relationship between the various clock signals and the system clock signal is

shown in table 7.1.

The control signals are also derived from the system clock signal (see table 7.2). The
control signal MCON1 is used to switch the output of multiplexer M2 to INPUTA . The
control signal MCON2 is used to switch the output of multiplexer M2 to the output of
register P. The control signal MCON3 is used to switch the output of multiplexer M3 to

Zero.

7.2.3 RECONFIGURATION SCHEME

The architecture can be reconfigured to implement three different systems. The

reconfiguration scheme is shown in table 7.3.

. In order to implement two different UEWDFs operating on separate signals,

the multiplexer M1 is switched to INPUTB and the multiplexer M4 is
switched to the output of register M. The two input signals are applied
simultaneously to INPUTA and INPUTE and the outputs are obtained from

OUTPUTA and OUTPUTE.

. In order to implement a cascade of two different UEWDFs operating on one

signal, the multiplexer M1 is switched to OUTPUTA and the multiplexer M4
is switched to the output of register M. The input signal is applied to INPUTA

and the output is obtained from OUTPUTA.

. In order to implement a lattice WDF operating on one signal, the multiplexer

M1 is switched to INPUTA and the multiplexer M4 is switched to the output
of the subtractor. The input signal is applied to INPUTA and the output is

obtained from OUTPUTA.
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7.2.4 PROGRAMMING

The architecture can be programmed to realize filters of different orders (up to and

including N ; n=N+1) and characteristics.

It can be seen from figures 7.2a and 7.2c that in order to realize a UEWDF of order
P where P<N, the multiplier coefficients of all adaptors from P+2 to N+1 should be set to
zero. It is also clear that to realize a lattice arm of order P (where P<=N), the coefficient
of adaptor P+1 is set to +1 if a -1 multiplier is required (see figure 7.2b) and to -1 if a +1

multiplier is required.

The coefficient RAM comprises a circulatory set of 2n registers. The mapping of filter
coefficients onto the coefficient RAM is illustrated in table 7.4. Note that for UEWDF
implementation, k(1,j) is the jth coefficient for filter 1 and k(2,j) is the jth coefficient for
filter 2. For the lattice WDF, Kk(1,j) is the jth coefficient for one lattice arm and k(2,j) is
the jth coefficient for the other lattice arm. The coefficient OS is used to realize the +/- 1

multipliers discussed above.

Note from table 7.4 that the coefficients k(l,j) and k(2,j) have to be interleaved

between the two halves of the coefficient RAM.

Assume that the architecture has been reconfigured to implement two separate
UEWDFs as explained earlier and that the appropriate coefficients have been loaded into
the RAM. The two input signals are applied at INPUTA and INPUTB at the same time.

The operation of the system is as follows:

During clock cycle 1, the INPUTB sample is clocked into register P and the output of
multiplexer M2 is switched to INPUTA. The first stage of the pipelined two port adaptor
implementation operates on the INPUTA sample. Effectively, during clock cycle 1, the

first stage of the pipeline operates on adaptor 1 in figure 7.2a.

During clock cycle 2, the output of multiplexer M2 is switched to the output of
stack2. Effectively, during clock cycle 2, the first stage of the pipeline operates on adaptor
2 in figure 7.2a and the second stage of the pipeline operates on adaptor 1. This process

is repeated for succeeding adaptors in figure 7.2a.
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During clock cycle n-1, the output of multiplexer M3 is switched to zero and during
clock cycle n+2, the output sample value is clocked into register M. This value is
transferred to registers Q and R at the beginning of alternate half sampling periods, i.e.
during the first clock cycle of the first half sampling period, register R is clocked and

during the first clock cycle of the second half sampling period, register Q is clocked.

A half sampling period is equal to n+3 clock cycles. From clock cycle n+4 to 2n+6,
the processes described above are repeated except that during clock cycle n+4, the output
of multiplexer M2 is switched to the output of register P. One sampling period therefore
comprises 2n+6 clock cycles where the clock frequency is limited by the pipeline

processes.

The operation for two UEWDFs in cascade - assuming the architecture has been

appropriately reconfigured and programmed - is the same as above.

Now assume that the architecture has been reconfigured and programmed for lattice
WDF operation. This time, a copy of the input sample is stored in register P for use in the
second half sampling period. The essential difference between the lattice and UEWDF
operation is that the outputs of the two lattice arms are intermediately stored in registers K
and L, i.e. during clock cycle 3 of the first half sampling period, register K is clocked and
during the third clock cycle of the second half sampling period, register L is clocked. The
values stored in these two registers are subtracted and the result is transferred to register R

during the first clock cycle of a sampling period.
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7.3 FUNCTIONAL LEVEL SIMULATION

A program for the functional level simulation of the architecture under consideration

is given in appendix El. The program is written in fortran 77.

. The system is completely described by the subroutine ’state’ in which each

register is represented by a real variable and the relationships between the
registers are described by mathematical statements. A register is clocked by
assigning a new value to it only if the relevant clock signal is active. Note that
intermediate variables are used to evaluate the inputs to the registers and that
these are evaluated before any of the registers are clocked. This is necessary
to ensure that in the software model, the data is correctly shifted through two

consecutive registers clocked at the same time.

. All clock and control signals are represented by boolean variables and are

derived from the system clock according to tables 7.1 and 7.2. This function

is performed by the subroutine ’contrl’.

. During each half system clock cycle, the subroutine ’state’ is called to

evaluate the state of the registers and the subroutine ’contrl is called to
evaluate the clock and control signal values for that period. The system clock
signal is represented by a boolean variable which is toggled after every call to

the above two routines.

. The two input signals are supplied by the subroutines ’sigone’ and ’sigtwo’ at

the beginning of each sampling period. Also note that the outputs are

available at this time.

. The subroutine ’coflod’ is used to program the coefficient RAM.
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The function of the multiplexers is modelled with conditional statements in

the subroutine ’state’. Reconfiguration is achieved by appropriate definition

of the relevant variables in these statements as can be seen from the program.

The subroutine ’forier’ is used to perform the FFT on the impulse responses

of the filters.



7.4 SIMULATION EXAMPLES

The program discussed in the previous section was used to simulate the architecture

under the following conditions.

)

(i)

(iii)

The architecture was reconfigured to implement two separate UEWDFs and
programmed for seventh and eleventh order UEWDFs. The coefficients for
UEWDF1 were al=-a8= -0.83553984, a2=-a7= 0.97769094, a3=-a6=
-0.98514007, a4=-a5=0.98606601. The coefficients for UEWDF2 were
al=-0d2=-0.70091221, a2=-all=0.91507273, a;3=-al0= -0.94217718,
a4=-a9= 0.94679689, a5=-a8 - 0.948161, a6=-a7= 0.94848824.

The frequency responses were obtained by performing an FFT on the
impulse responses. The frequency response of the eleventh order UEWDF is
shown in figure 7.3a and the response of the seventh order UEWDF is shown

in figure 7.3b.

The architecture was reconfigured to implement two UEWDFs in cascade

and programmed for the same seventh and eleventh order UEWDFs as in (i).

The frequency response was obtained as before and is shown in figure 7.3c .
Note that theoretically this response should be equal to the sum of the two
responses in (i). This is the case except at the lower end where a discrepancy
has arisen due to inaccuracy in number representation in the FFT routine. A
zoom into the passbands of the frequency responses of figures 7.3a, b, c, is
shown in figure 7.3d from which it can be seen that the response in figure

7.3c is equal to the sum of the responses in figures 7.3a and 7.3b.

The architecture was reconfigured to implement a lattice WDF and
programmed for a fifth order lattice WDF. The coefficients for lattice arm 1
were al=-0.3046, a2= 0.2199, and a3=-1.0 (note that this implements the
+1 multiplier - see section 7.2). The coefficients for lattice arm 2 were
al=-0.2207, »2= 0.692, a3=0.004 and a4=1.0 (note that this implements

the -1 multiplier - see section 7.2).
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The frequency response is shown in figure 7.4. The passband gain of 6 dB is

due to the omission of a 0.5 multiplier at the output of the lattice WDF.

The above filters were subjected to various signals in the time domain and in each
case the result was as expected. An example of this is given in figure 7.5 which shows the
response of the cascade of UEWDFs (see (ii) above) to a signal that is a composite of two
sinusoids of frequencies 0.2 and 0.5 radians per second. Note that only the sinusoid with
the frequency in the passband of the cascade of UEWDFs (see figure 7.3c) is transmitted

as expected.
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7.5 DISCUSSION AND CONCLUSIONS

A novel architecture has been presented which exploits the simultaneous processing

property discussed in chapter 6. The architecture can be reconfigured to implement;

(i) two separate UEWDFs

(i) two UEWDFs in cascade

(iii) lattice WDF based on cascade of unit elements.

The major part of the architecture is an implementation of the two port adaptor. It
has been shown that with little additional hardware, an architecture which is versatile and

efficient can be obtained.

A program for the functional level simulation of the architecture has been presented

and examples have been given to show that the architecture performs as expected.

A full custom design of the architecture employing the logic circuits discussed in
chapter 3 requires approximately 13,000 gates for a fifteenth order system with 8 bit
coefficients and 20 bit signals. In VLSI technology, a macrocell of this complexity is
possible. The advantages of such a macrocell are that either a single cell or a cascade of

cells may be used according to the sampling rate requirements.

In practice, a dynamic MOS technology would be useful because it allows simple
implementation of the registers. The design of adders/subtractors and multipliers will be
influenced by the sampling rate requirements. If these are sufficiently low, then bit-serial
techniques may be employed to reduce gate counts. For high speed applications, fully
parallel techniques must be employed with a consequent increase in silicon area and

power requirements.

An important point to note in the architecture is that bidirectional and multiplexed
busses have been avoided. This is desirable because of the design complexity of such

systems.

For a system of order n, the number of clock cycles required to process one sample is

2n+6. In the pipelining scheme chosen, the multiplier is the most complex block in the
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pipeline and will therefore determine the clock frequency. In order to gain an insight into
possible sampling frequencies with current technology, consider the multiplier macrocell
given by Henlin in reference [95]. This multiplier performs a 16bit X 16bit multiply in 62
nanoseconds and is implemented in 1.5 gm CMOS/BULK technology. The use of such a
cell in our scheme would allow a maximum clock frequency of approximately 15 MHz
and for a fifteenth order system would allow a maximum sampling frequency of

approximately 417 kHz.

It is interesting to note that a comparable 8 stage cascaded second order sections
structure implemented on the Hitachi HD61810B signal processor achieves a maximum

sampling frequency of approximately 80 kHz.
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COEFFICIENT VALUES

COEF RAM UEWDF LATTICE WDF
LOCATION IMPLEMENTATION IMPLEMENTATION

k(1,1) k(1,1)

2 Kk(2,2) k(2,2)
k(1,3) k(1,3)

L k(1,L) k(1,L)

L+1 k(2,L+1) k{2,L+1)

L+2 0 0

M-1 ki(2,M-1) k(2,M-1)

M 0 0

M+l 0 0s

n 0 0

n+l k(2,1) k(2,1)

n+2 k(1,2) k(1,2)

n+3 k(2,3) k(2,3)

n+L k(2,L) k(z,L)

n+L+1 0 OS5

n+L+2 k(2,L+2) k(2,L+2)

n+M-1 0 0

n+M k(2,M) k(2,M)

n+M+1 0 0

2n 0 0

L-1 = order of first filter, M-1 = order of second filter, where n>M=>=L

TABLE 7.4 : MAPPING OF COEFFICIENTS ONTO RAMs FOR LC LADDER WDF
OPERATION

- 194 -



>lj V1S

195



k4 ZE

196



¢L RBAODIA



igs-



fIAAPLITUDA
C volt$)

TirAE ("seconds)

Figure 7.5 : Response (+) of cascade of UEWDFs to input (A).
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CHAPTER EIGHT

A RECONFIGURABLE PROGRAMMABLE ARCHITECTURE
FOR LC LADDER AND LATTICE WDFs

8.1 INTRODUCTION

The approach employed for the design of a reconfigurable programmable architecture
for lattice and cascaded unit elements WDFs can be used to design an architecture for LC
ladder WDFs and lattice WDFs based on LC networks. The main difference between the

two architectures is that the scheme discussed here is based on a three port adaptor.

WDFs derived from analogue lattice filters in which the lattice reactances are realized
with LC ladders (Cauer form I) have been discussed in chapter 5. Further, it has been
shown in chapter 6 that implementations of the LC ladder WDF can be used to process

two signals simultaneously.

In this chapter, an architecture is given which exploits the above properties. The
architecture is based on a single multiplexed three port parallel adaptor and can be
reconfigured to implement a lattice WDF, two different LC ladder WDFs operating on
separate signals or two different LC ladder WDFs in cascade operating on a single signal.
An important feature of the architecture is that most of the hardware comprises an
implementation of the three port parallel adaptor and shift registers implementing the
delays. The addition of a few multiplexers, registers and a subtractor complete the
architecture. The versatility of the architecture is a result of exploitation of the

simultaneous processing property (see chapter 6).

In section 8.2, a method is described which allows both LC ladder and lattice WDFs
to be implemented with a single multiplexed three port adaptor. The architecture is
discussed in section 8.3 and a program for functional level simulation is given in section

8.4. Results of functional level simulation of some example filters is given in section 8.5.
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8.2 LC LADDER AND LATTICE WDF IMPLEMENTATION BASED ON
A SINGLE THREE PORT ADAPTOR

The WDF derived from an LC ladder of Cauer form 1 in which Kuroda’s transform

has been applied to insert unit elements is shown in figure 8.1 [45].

It has been shown in chapter 3 that this structure is multiplexable and therefore a
single multiplexed parallel three port adaptor implementation may be used to realize a

filter of arbitrary order.

For a direct implementation of the structure of figure 8.1, all the three port adaptors
operate in parallel. This means that we can pipeline the three port adaptor in the
multiplexed scheme in order to improve the speed. The pipelined parallel three port

adaptor is shown in figure 8.2.

This scheme will form the basis of the architecture to be discussed in section 8.3.

The WDF derived from a lattice filter in which the lattice reactances are realized with
one port LC networks is shown in figure 8.3. The lattice reactances are obtained by Cauer
synthesis and the unit elements are inserted by using Kuroda’s transforms. This type of
WDF has been discussed in detail in chapter 5. Note that the WDF is of odd order (figure
8.3) and that the odd order lattice arm comprises only parallel three port adaptors. The
even order lattice arm comprises parallel three port adaptors and one two port adaptor.
The two port adaptor employed here has one dependent port [80] and is shown in figure

8.4.

The two port adaptor of figure 8.4 can be realized with an implementation of the

three port adaptor of figure 8.2 by setting and a3 to zero.

An implementation of the structure of figure 8.1 can be used to realize an mth order
lattice arm of figure 8.3 (where m is odd) by setting the coefficients for the mth adaptor
to zero. For all subsequent adaptors, 71 is set to -1 and y2 to zero. An even order lattice
arm can be realized by setting the y2 coefficient of the mth adaptor to zero and for
subsequent adaptors, 71 is set to -1 and y2 to zero. In both cases, the input is applied at

INPUT1, INPUT2 is set to zero and the ouput is obtained at OUTPUT?2.
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It has been shown in chapter 6 that any implementation of the structure of figure 8.1
can be used to process two signals simultaneously. With appropriate modifications, the
implementation may be used to realize both the lattice arms. Therefore, a multiplexed
scheme based on a single three port adaptor may be used to realize either L.C ladder or

lattice WDFs.

The above ideas have been used to design a reconfigurable programmable
architecture which may be used to implement two separate LC ladder WDFs, two LC

ladder WDFs in cascade or a lattice WDF.
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8.3 ARCHITECTURE

8.3.1 DESCRIPTION

The architecture is shown in figure 8.5, The pipelined three port parallel adaptor
(fipure 8.2b) implementation comprises the subtractors 51, 52, the pipeline registers, the
multipliers, the adders and the coelficient RAMs. COEF RAMI1 holds the coefflicients y1
angd COEF RAM2 holds the coefficients y2. The multiplier ML3 performs a gating
function in that it either multiplies by one or zero. This is necessary in order to implement
the condition where a3 is zero. It follows that the COEF RAMS3 registers are one bit wide.
For a cascade of n three port adaptors separated by half delays (see figure 8.1), the

number of registers in the coefficient RAMs is 2n,

The T/2 delays corresponding to the unit elements (see figure §.1) are implemented
with STACK1 and STACK2, The cascaded pair of T/2 delays corresponding to the
inductors and capacitors are implemented with STACK3. For a cascade of n three port
adaptors separated by half delays, the number of registers in STACKI1 is n, in STACK2 it
is n+1 and in STACK3 it is 2n+2.

Consider the structure of figure 5.1, Implementing this structure with a multiplexed
three port adaptor involves computing the output values of each of the adaptors in turn.
For the first adaptor, the input al (see figure 8.2) is the input signal and for the last
adaptor, input a2 is zero. The multiplexer M3 (see figure 8.5) performs the function of
selecting zero at the appropriate time and the multiplexer M2 performs the function of
selecting the input signal at the appropriate time. At all other times, the multiplexer M2

selects the output of STACK2 and multiplexer M3 selects the output of STACKI.

The register M is used to store the b2 value corresponding to the last adaptor in figure
8.1. The registers K and L are used to store the bl value corresponding to adaptors 1 in
the two lattice arms of the structure shown in figure 8.3, The registers Q and R are used to

store the output signals.

The multiplexer M4 is used to reconfigure the architecture for either lattice WDF or

LC ladder WDF operation. The multiplexer M1 is used to reconfigure the architecture for

- 203 -



two separate LC ladder WDFs, two LC ladder WDFs in cascade or lattice WDF

operation. The subtractor 53 corresponds to the subtractor shown in figure 8.3.

The two signals to be processed are presented simultaneously. The function of register
P is to provide intermediate storage for one of the signals to achieve the required skew of

half the sampling period

8.3.2 CLOCK AND CONTROL SIGNALS

The clocking and control schemes used here are the same as in section 7.2.2.

Note that in reading tables 7.1 and 7.2 with respect to the architecture under

discussion here, the symbol n represents the order of an LC ladder or a lattice arm.

8.3.3 RECONFIGURATION SCHEME

The reconfiguration scheme used here is the same as in section 7.2.3,

8.3.4 PROGRAMMING

The architecture can be programmed to realize filters of different orders {up to and

including n - see figure 8.1) and characteristics.

For an LC ladder WDF of order L where L<n, the number of adaptors and therefore
the number of pairs of coefficients (y1 and y2) is L. Tt can be seen from figure 8.1 that in
order to realize such a filter with an nth order system, all y1 coefficients for the (L+1)th
adaptor and subsequent adaptors is set to —1. The y2 coefficient for the (L+1)th and
subsequent adaptors is set to zero. The output of the Lth order filter is then available at

OUTPUTI.

In order to implement two different LC ladder WDFs with the architecture of figure
8.5 where filter 1 is of order L and filter 2 is of order M, the two sets of coeflicient values
have to be interleaved between the two halves of the coefficient RAMs. This is illustrated
in table 8.1. Note that k1(i,j) is the y1 coefficient where i is 1 for filter 1 and 2 for filter
2. The j value represents the number of the adaptor, e.g. k(2,5) is the y1 value of the 5th

adaptor of filter 2. Similarly, k2(i,j) represents the y2 value.

=tan4i=



8.3.5 OPERATION

Assume that the architecture has been reconfigured to implement two separate LC
ladder WDFs as explained earlier and that the appropriate coeflicients have been loaded
into the RAMs. The two input signals are applied at INPUTA and INPUTB at the same

time. The operation of the system is as follows:

During clock cycle 1, the INPUTEB sample is clocked into register P and the output of
multiplexer M2 is switched to INPUTA. The first stape of the pipelined three port adaptor
implementation operates on the INPUTA sample. Effectively, during clock cycle 1, the

first stage of the pipeline operates on adaptor 1 in figure §.1.

During clock cycle 2, the output of multiplexer M2 is switched to the output of
STACK?2, Effectively, during clock 2, the first stage of the pipeline operates on adaptor 2
in figure 8.1 and the second stage of the pipeline operates on adaptor 1. This process is

repeated for succeeding adaptors in figure 8.1,

During clock cycle n-1, the output of multiplexer M3 is switched to zero and during
clock cycle n+2, the output sample value is clocked into repister M. This value is
transferred to registers Q and R at the beginning of alternate half sampling periods, i.e,
during the first clock cycle of the first half sampling period, register R is clocked and

during the first clock cycle of the second half sampling period, register Q is clocked.

A half sampling period is equal to n+3 clock cycles. From clock cycle n+4 1o 2n+6,
the processes described above are repeated except that during clock cycle n+4, the output
of multiplexer M2 is switched to the output of register P. One sampling period therefore
comprises 2n+6 clock cycles where the clock frequency is limited by the pipeline

Processes.

The operation for two LC ladder WDFs in cascade — assuming the architecture has

been appropriately reconfigured and programmed - is the same as above,

Now assume that the architecture has been reconfigured and programmed for lattice
WDF operation. This time, a copy of the input sample is stored in register P for use in the

second half sampling period. The essential difference between the lattice and LC ladder
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WDF operation is that the outputs of the two lattice arms are intermediately stored in
registers K and L, i.e. during clock cycle 3 of the first half sampling period, register K is
clocked and during the third clock cycle of the second half sampling period, register L is
clocked. The values stored in these two registers are subtracted and the result is

transferred to register R during the first clock cycle of a sampling period.
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8.4 FUNCTIONAL LEVEL SIMULATION

A program for the functional level simulation of the architecture under consideration

is given in appendix FI.

The approach taken is the same as in chapter 7 and the discussion of section 7.3

applies here.
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8.5 SIMULATION EXAMPLES

The program discussed in the previous section was used to simulate the architecture

under the following conditions.

)

(i)

The architecture was reconfigured to implement two separate LC ladder

WDFs and programmed for fifth and seventh order LC ladder WDFs. The

coefficients are given below.

5th

711

721

731

741

751 = -0.9339637

7th

711

721

731

741

751

761

771

order LC ladder WDF :

= -1.0

= -0.8507776

= -0.9003626

= -0.7366609

order LC ladder WDF

= -1.0

= -0.8035814

= -0.5122059

= -0.0517625

= -0.0146557

= -0.0138526

= -0.020662

712
722
732
742

752

yl2
722
732
742
752
762

772

-0.8701536

-0.8617879

-0.8462301

-0.9895446

-0.8392880

-0.8358278

-0.607597

-0.2721813

-0.0191030

-0.0138348

-0.0147933

-0.1653745

The frequency responses were obtained by performing an FFT on the

impulse responses. The frequency response of the fifth order LC ladder WDF

is shown in figure 8.6a and the response for the eleventh order LC ladder

WDF is shown in figure 8.6b.

The architecture was reconfigured to implement two LC ladder WDFs in

cascade and programmed for the same seventh and eleventh order LC ladder

WDFs as in (i).
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(iii)

The frequency response was obtained as before and is shown in figure 8.6c .
A zoom into the passbands of the frequency responses of figures 8.6a, b, c, is
shown in figure 8.6d from which it can be seen that the response in figure

8.6c is equal to the sum of the responses in figures 8.6a and 8.6b.

The architecture was reconfigured to implement a lattice WDF and
programmed for a fifth order lattice WDF. The coefficients for lattice arms

are given below

2nd order lattice arm :

711 = -1.0 yl2 = -0.466
721 = -0.507 722 = 0.0
3rd order lattice arm :

-1.0 712 = -0.466

ylil

721 = -0.327 722 = -0.711

The frequency response is shown in figure 8.7. The passband gain of 6 dB is

due to the omission of a 0.5 multiplier at the output of the lattice WDF

- 209



8.6 DISCUSSION AND CONCLUSIONS

A novel architecture has been presented which exploits the simultaneous processing

property discussed in chapter 6. The architecture can be reconfigured to implement;
(i) two separate LC ladder WDFs
(ii) two LC ladder WDFs in cascade
(iii) lattice WDF based on LC ladder networks.

The major part of the architecture is an implementation of the three adaptor. It has
been shown that with little additional hardware, an architecture which is versatile and

efficient can be obtained.

A program for the functional level simulation of the architecture has been presented

and examples have been given to show that the architecture performs as expected.

A full custom design of the architecture employing the logic circuits discussed in
chapter 3 requires approximately 24,000 gates for a fifteenth order system with 8 bit
coefficients and 20 bit signals. In VLSI technology, a macrocell of this complexity is
possible. The advantages of such a macrocell are that either a single cell or a cascade of

cells may be used according to the sampling rate requirements.

In practice, a dynamic MOS technology would be useful because it allows simple
implementation of the registers. The design of adders/subtractors and multipliers will be
influenced by the sampling rate requirements. If these are sufficiently low, then bit-serial
techniques may be employed to reduce gate counts. For high speed applications, fully
parallel techniques must be employed with a consequent increase in silicon area and

power requirements.

An important point to note in the architecture is that bidirectional and multiplexed
busses have been avoided. This is desirable because of the design complexity of such

systems.

Note that this architecture requires about twice the number of gates as the

architecture presented in chapter 7. However, the LC ladder WDF has lower coefficient
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sensitivity than the UEWDF and therefore, in practice, more stringent tolerance scheme
requirements can be satisfied with the architecture presented here. Also note from
chapter 2 that the LC ladder WDF can be used to satisfy tolerance schemes for which the
UEWDF fails. For this reason, both the architecture presented here and that presented in
chapter 7 are of practical value since the former can be used where the simpler

architecture of chapter 7 fails.
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COEFFICIENT VALUES

COEF RAM COEF RAMI1 COEF RAM2 COEF RAM3
LOCATION
1 k1(1,1) k2(1,1) 1
2 k1(2,2) k2(2,2) 1
k1(1,3) k2(1,3) 1
L k1(1,L) k2(1,L) 1
L+1 k1(2,L+1) k2(2,L+1) 1
L+2 -1.0 0 1]
M-1 k1(2,M-1} k2(2,M=1) 1
M -1.0 0
M+l -1.0 0
n -1.0 1] 0
n+l ki(2,1) k2(2,1) 1
n+2 k1(1,2) k2(1,2) 1
n+3 k1(2,3) k2(2,3) 1
n+L ki(2,L) k2(2,L) 1
n+L+1 -1.0 0 0
n+L+2 k1(2,L+2) k2(2,L+2) 1
n+M-1 -1.0 0 0
n+M k1{2,M) k2(2,M) 1
n+h+1 -1.0 0 0
2n -1.0 0 ]

L. = arder of first filter, M = order of second filter, where n>M=>L

TABLE 8.1 : MAPPING OF COEFFICIENTS ONTO RAMs FOR LC LADDER WDF
OPERATION
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a2

b2

FIGURE 8.2a : SYMBOLIC REPRESENTATION OF 3 PORT PARALLEL ADAPTOR

FIGURE 8.2b : PIPELINED 3 PORT PARALLEL ADAPTOR
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INPUT

OUTPUT

FIGURE 8.3 : WDF DERIVED FROM LATTICE FILTER WITH CAUER SYNTHESIS
OF LATTICE REACTANCES

FIGURE 8.4 : TWO PORT ADAPTOR WITH ONE DEPENDENT PORT
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CHAPTER NINE

CONCLUSIONS AND COMMENTS

9.1 SUMMARY

The advantages of using digital techniques for implementing electronic systems are
well known from the viewpoint of noise immunity, tolerance to component ageing,
tolerance to environmental factors, programmability, etc. The continuing advances in
fabrication technology and the consequent decrease in cost of digital implementations
means that more and more analogue functions are being replaced with digital

equivalents.

The realm of signal processing has been dominated by analogue techniques until
recently because of the complexity of digital signal processing (DSP) functions. However,
the advent of VLSI has made integration of complete DSP functions on single chips
possible. A key area for further advances in the VLSI implementation of DSP functions is
the study of efficient architectures for implementing such functions. The goal is to
minimize silicon area requirements, power requirements, design time and effort, and

maximize the speed performance.

The digital filter is an important DSP function. The problem of designing efficient
architectures for the VLSI implementation of digital filters has been addressed in this
thesis. The approach taken may be viewed in a top-down fashion. At the highest level,
the design of digital filters has been discussed and the important question of choice of
digital filter structure has been addressed. It has been pointed out that the choice of
digital filter structure is governed by finite wordlength effects and hardware

implementation aspects.

The following structures were chosen from the literature for detailed study ; direct
form II, cascaded second order sections, parallel second order sections, Gray-Markel

normalized ladder, cascaded unit elements WDF, lattice WDF, LC ladder WDF and the
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IVR generalized WDF. From the finite wordlength effects viewpoint, a detailed
comparison of these structures based on experiments performed on a range of filters was
given in chapter 2. The experiments were performed by simulating the filters with the aid
of a specifically written program and measures for coefficient wordlength sensitivity and
signal wordlength sensitivity were obtained. Stability aspects were also considered and it
was shown that of the structures considered, the wave digital filters were the most suitable

choice from the finite wordlength viewpoint.

The previously mentioned structures were considered from the hardware
implementation viewpoint in chapter 3. Measures for hardware complexity were
introduced and used to draw a comparison between the structures. The possibility of
implementing the structures with multiplexed subsections was considered for each
structure because this is an important method of coping with the hardware complexity.
The degree of parallelism of each structure was examined and speed aspects were
considered. Structures with high speeds are important not only for high speed applications
but also because the speed may be traded off against hardware complexity. A measure of

the speed performance of the structure was given in terms of the critical path.

Based on the results of chapters 2 and 3, the cascaded unit elements WDF and the
lattice WDF were selected for further study and for consideration at the architectural

level.

The cascaded unit elements WDF (UEWDF) was discussed in chapter 4. A novel
finite wordlength design program based on a heuristic approach was presented. The basis
of the program were a number of properties of low-pass UEWDFs which were identified
through experimentation and observations drawn from the literature. It was shown with

the aid of an arbitrarily chosen example that the technique is of practical value.

An architecture based on a single multiplexed two port adaptor implementation and
which is suitable for VLSI implementation was also presented in chapter 4. The novel
feature of this architecture is that the inherent parallelism of the UEWDF has been
exploited to pipeline the two port adaptor in order to optimize speed performance. It was
estimated that a gate count of 12,000 is required for a fifteenth order system with 20 bit

signals and 8 bit coefficients. It is thought that a system of this complexity can be used as
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a macrocell in a standard cell system. The advantage of the above architecture is that
either a single cell, or multiple cascaded cells may be used according to the sampling rate
requirements. A functional level simulation of this architecture has been given to show

that it is functionally correct.

Lattice WDFs were considered in chapter 5. Design programs for lattice WDFs based
on cascaded unit elements and those based on LC networks were given. It was shown that
the lattice WDF based on cascaded unit elements can be realized with an implementation
of a UEWDF with little or no modifications. The lattice WDF based on all-pass sections
was considered at the architectural level and a number of schemes were presented. It was
shown that a simple modification to the lattice arm may be used to obtain pipelining. A
scheme for this lattice WDF which allows the delay elements to be effectively used in a
pipeline in a multiplexed scheme was given. This is thought to be particularly useful for

further work.

In chapter 6 arguments were presented to show that the synchronous digital
implementation of a discrete system only behaves like the theoretical discrete system at
the clocking edge. This argument was developed to show that synchronous digital systems
realizing discrete systems with delay elements equal to half the sampling period behave
like the theoretical discrete system at two instants within a sampling period. It was shown
that this property may be used to process two signals, skewed by half the sampling period,
simultaneously. In the case of WDFs employing unit elements, it was shown that these
could be used to simultaneously process two signals without requiring any modifications.
The implication of this is that the efficiency of the above WDFs can, in effect, be
doubled.

The above property was exploited in the design of a reconfigurable, programmable
architecture for the implementation of UEWDFs or lattice WDFs and which is suitable for
VLSI implementation. This was given in chapter 7. The novel feature of this architecture
is that it is based on a single multiplexed two port adaptor which is pipelined for optimum
speed performance. The major part of the implementation comprises the two port adaptor
and the register stacks for the delays. With little additional hardware, an architecture has

been obtained which is capable of implementing two separate UEWDFs, two UEWDFs in
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cascade, or a lattice WDF. The gate count for the architecture is approximated at 13,000
gates for a fifteenth order system with 8 bit coefficients and 20 bit signals. A macrocell of
this complexity is possible in VLSI. One advantage of such a macrocell is that either a

single cell, or a cascade of cells may be used according to sampling rate requirements.

Similar ideas to the above were applied in the design of a reconfigurable,
programmable architecture for LC ladder and lattice WDFs. This was discussed in
chapter 8. The architecture can be reconfigured to implement two separate LC ladder
WDFs, two LC ladder WDFs in cascade, or a lattice WDF. The gate count was
approximated at 24,000 for a fifteenth order system with 8 bit coefficients and 20 bit
signals. Although the gate count is high, it is still suitable for VLSI implementation. This
architecture is useful in practice because the LC ladder WDF is more versatile in the
range of tolerance schemes that it can satisfy compared with the UEWDF. It would

therefore be useful to have both architectures available.

In the design of all architectures, particular attention was paid to the avoidance of
bidirectional and multiplexed busses because of the difficulty in the design of such

systems.

Finally, note that all gate counts are based on bit-parallel implementations. The
complexity of the logic circuits will be influenced by the speed requirements because high
speeds will require fully parallel techniques. However, where speed requirements permit,
it is better to use bit-serial techniques in order to optimize silicon area and power

requirements.
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9.2 FURTHER WORK

The ideas presented in this thesis may be usefully developed further by pursuing the

following aspects.

1. The continuing emergence of new digital filter structures means that
assessment of these in terms of finite wordlength effects is continually
required. The methods used in chapter 2 should be formalized and used to
develop software tools to perform a standard set of tests on the structure. A
useful addition to the methods in chapter 2 would be a test for limit cycles, A
simple method of testing for zero input limit cycles is to stimulate the filter
with a unit impulse and observing the response. Failure to settle to zero after
the ideal settling time can be taken as indication of a limit cycle. Further
practical methods of testing for limit cycles need to be developed. Analytic

methods of predicting limit cycles should be incorporated where possible.

As part of the same set of tools proposed above, the ideas of chapter 3 should
be used in a formal way to assess the suitability of a structure for VLSI
implementation. In addition to the measures proposed in chapter 3,
technigues for assessing the interconnection complexity of a structure need to
be developed. The aim of such a measure should be to gain an insight into

the silicon area requirements and delays associated with interconnections.

We can summarize the above discussion by stating that a set of programs may
be developed which takes as input a description of the structure and provides
as output a set of measures which reflect the suitability of the structure for a

particular application and style of implementation.

2. The heuristic program for the design of finite wordlength UEWDFs needs to
be developed further. The efficiency of the program presented may be
improved by designing mare efficient code and incorporating optimization
techniques. A [urther user defined wvariable representing coefficient
wordlength should be incorporated to make the program more versatile from

the practical viewpoint.
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Optimization procedures should be incorporated into the programs for the
design of lattice WDFs based on cascaded unit elements and LC ladder

networks in order to make them more suitable for finite wordlength design.

These design programs and design programs for other structures may be
incorporated into the software system discussed in 1. A very useful addition
to the design suite would be programs for the design of phase equalizers. This
would allow the design of linear phase IIR filters by cascading a filter
satisfying a particular magnitude response with a filter which has the function

of phase equalizing.

Detailed VLSI design of the architecture of chapter 7 should be carried out,
Optimum pipelinig schemes for the two port adaptor should be examined in
the context of a particular method of implementation and performance
measures need to be obtained. Application areas should be identified and
appropriate cells of varying speeds and complexities should be designed and
used to form part of a standard cell system. Similar treatment is required for

the architecture of chapter 8.

From the preceding discussion and the work presented in this thesis, a
framework for the computer aided design of VLESI systems for implementing
digital filters can be defined. Essentially, this would comprise two levels. At
the higher level, facilities to aid the designer in choosing a particular filter
structure would be provided. Once selection is complete, a range of
architectures in the form of standard cells would be available to the designer
at the lower level. These would then be used to build' the required filter.
Two novel and efficient architectures which may be used in this way have

been presented in this thesis,

Further work is necessary in designing similar architectures for implementing
WDFs which are based on passive filters comprising resonant circuits. This
would allow the realization of WDFs with elliptic responses. Architectures for
other structures which are known to be of practical value should also be

incorporated. It is important to ensure that in the design system proposed,
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addition of new cells should be a simple process so that the library of cells can

be continually updated.

In digital filters, the positions of the delays may, in effect, form a pipeline.
This is a desirable feature because generally such pipelining ensures a high
sampling rate. Pipelining of this form may be obtained by including additional

delays as was demonstrated in chapter 5.

In multilplexed schemes, it has been shown in chapters 4,7 and 8 that

pipelining of the basic section improves the sampling rate.

A useful area for further study would be to examine direct implementations —
i.e. one to one mapping of flow graph onto hardware — of filter structures
where the delay element is effectively 'spread’ over the other operations. In
essence, a number of pipeline registers are spread through the network in

such a way that the delay operation becomes implicit.

Clearly, such a highly pipelined architecture will have a high throughput rate
but the sampling rate will be slightly lower than in the case where pipelining of
this form is not employed. However, note {rom the discussion of chapter 6
that such an architecture would be able to process a number of signals
simultanecusly (where the number is determined by the ratio of pipeline
registers to number of delays in flowchart). Such a filter would be applicable
in situations where the same filtering operation has to be performed on a
number of signals, e.g. noise removal on the output of a bank of analogue to

digital converters.

The above method was employed in the context of a multiplexed scheme in
chapter 5. This technique should be further investigated in a wider context

for a range of structures,

Digital filters have a wide range of applications [81]. WDFs for a variety of
applications in communication systems have been reported particularly in the

desipn of transmultiplexers [B2-88].
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A requirement for high speed digital filters occurs in sigma-delta modulation
systems [89-94]. These systems are used for analogue to digital conversion
and are particularly relevant to VLSI systems because the analogue circuitry
is simplified at the expense of speed of the digital section. Oversampling at
very high speeds is carried out to shape the noise spectrum into a form which
is proportional to the frequency squared up to the sampling frequency. The
need arises for a high speed digital filter to remove noise at the higher
frequencies before decimation of the sampling rate can be carried out. It
would be very useful to obtain WDFs which require simple multipliers
(powers of half) and provide the necessary rejection at the higher
frequencies. High speeds with simple architectures is the main goal and
equalization of the passband may be carried out at the lower sampling rate

with appropriate WDFs.
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A MEASURE OF HARDWARE COMPLEXITY FOR DIGITAL
FILTERS

For any digital system, a measure of the hardware complexity can be obtained by the
number of two-input gate equivalents making up the system.

Digital filters are made up of adders/subtractors, delays and multipliers. The digital
filters considered in this thesis use the 2's complement number system.

TWO INPUT GATE EQUIVALENTS FOR THE BUILDING BLOCKS

Note that for our purposes, the standard circuits will be assumed for the building
blocks.

DELAYS :-
A delay is a set of edge triggered D-type flip-flops.
Number of D-types = number of signal bits.

Number of two input gates for M-bit signal = 7.M

ADDERS/SUBTRACTORS :-

Adders comprise cascades of full-adders. Boolean expression for full-adder is as
follows

SUM =A.B.C + AB.C + A.B.C + AB.C (14 two input gates)
CARRY = AB + A.C+ B.C (5 two input gates)

The same circuit (direct implementation of the above expression) can be used as
either adder or subtractor.

Number of two input gates for M-bit signal = 19.M
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MULTIPLIERS :-

The multiplier model used in measuring hardware complexity in chapter 3 is
the simple shift and add type and is illustrated below [9]. Here M is the signal

wordlength and N is the number of non-zero coefficient bits.

We will assume that the addition of the values in the columns is carried out
using ripple carry adders of the type discussed previously. In this case, the number

of full-adder stages required are M.N.

Note that in this model, the extra cireuitry required to handle the sign bit in 2's
complement arithmetic is ignored. The important point is that the multiplier is
assumed to be N times more complex than the adder where N is the number of

non—zero coefficient bits.

The number of two input gates required for a multiplier with an M-bit signal

and N-bit coefficients is therefore 19.M.N,

1 bl b2 b3 bM

2 bl b2 b3 bM

3 bl b2 b3 bM

N bl b2 b3 bM

ILLUSTRATION OF SHIFT-ADD MULTIPLIER

-2h4a-



APPENDIX C1

- 265 -



figure Cl: generation of coefficients which lie on a convex curve

The method used for generation of coefficient values which lie on a convex curve is illustrated in
figure Cl. The procedure used is as follows :

(i) select al value.

(ii) select a2 value greater than al value.

(Hi) select a3 value greater than a2 value but less than or equal to (a2-al)+a2.
(iv) select a4 value greater than a3 value but less than or equal to (a3-a2)+a3.
) select a5 value greater than a4 value but less than or equal to (a4-a3)+a4.

The steps (i) to (v) are repeated in sequence for all possible values of al, a2, a3, a4, a5.

-265a-
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