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Abstract

This thesis presents innovative advancements in bioimpedance technology, focusing on the
development and validation of systems tailored for accurate, reliable, and portable skin
health assessment and a broad range of biomedical applications. By identifying and
addressing the limitations inherent in current bioimpedance methods such as limited
bandwidth, reduced accuracies due to phase errors, operator dependencies, and limited
portability, this research introduces novel architectures designed to minimize systematic
errors, thereby enhancing the clinical applicability of bioimpedance technology.

The study begins by outlining the clinical and research motivations for advancing
bioimpedance technology, particularly for skin health monitoring. A comprehensive
examination of the electrical properties of biological tissues, with emphasis on skin,
establishes a strong theoretical foundation. This groundwork supports the investigation into
clinical diagnostic innovative circuit designs, skin hydration multimodal approaches, and error
mitigation techniques. This research integrates bioimpedance with optical assessment
techniques to develop a hybrid system for skin diagnostics, demonstrating the advantages of
multimodal sensing in providing a more comprehensive evaluation of skin hydration and
overall skin health.

Key contributions of this thesis include assessment of skin hydration using a multimodal
approach, analytical comparison of bioimpedance systems, the development of a Phase Error
Compensated Synchronous Demodulation (PECSD) system and an Adaptive Howland Current
Source (AHCS) with Automatic Gain Control (AGC). Additionally, the thesis presents a method
for assessing cell integrity under haemolytic conditions.

The experimental results indicate that the AHCS significantly improves measurement
accuracy by addressing bandwidth limitations in conventional Mirrored Enhanced Howland
Current Source (MEHCS), enhancing stability and accuracy across frequencies up to 3 MHz,
and maintaining consistent current output even at lower current amplitudes of up to 100uA.
The PECSD system further enhances accuracy by reducing phase errors in the synchronous
demodulation system from over 21% to below 5%. Experimental validations highlight these
systems' effectiveness in applications such as skin health diagnostics including skin hydration
monitoring, and cell integrity assessment in the case of skin cancer, underscoring their
versatility and robustness for real-time clinical diagnostics.

In summary, this thesis advances bioimpedance technology, making it a more precise and
adaptable tool for non-invasive diagnostics. The proposed innovations hold promising
potential for broad clinical applications, particularly in dermatology and tissue viability
assessment, positioning bioimpedance as a valuable technology of next-generation diagnostic
tools.
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Chapter 1.

Introduction:

Bioelectrical impedance measurements (BIM) involve the application of low-intensity
alternating current (AC) typically < 0.5mA for low frequency tissue applications (ideally below
5kHz) [1], and < 1mA for higher frequency tissue applications [2]. This current induces a
potential difference across the tissue[3][4][5][6]. Consequently, bioelectrical impedance
values offer crucial insights into the physiological and pathological conditions of biological
cells and tissues [4][7][8][9]. This technique is widely adopted in biomedical applications such
as Impedance myography, tomography, impedance for body composition and many other
physiological assessment and tissue characterization [10][11][12].

Amongst many clinical applications, one prominent application of BIM is in the area of skin
health monitoring. Monitoring skin health not only enhances quality of life and reduces
healthcare costs, but it can also be life-saving [3] [4].

Among various skin health issues, skin hydration is one of the most common concerns[13].
Untreated dry skin can lead to conditions such as eczema and infections, and it may serve as
a prognostic factor for more serious conditions, including diabetes, kidney problems, and, in
extreme cases, cancer[14], [15], [16], [17].

According to statistics from the United Kingdom's National Eczema Society, 1 in 5 children
and 1 in 10 adults in the UK suffer from eczema[18][19]. In the United States, an article by
WebMD reports that around 9.6 million children under the age of 18 have eczema, with one-
third experiencing moderate to severe forms of the condition[20].

At the more severe end of the spectrum, involving skin cancer, data from Cancer Research UK
indicates approximately 17,537 new cases of melanoma skin cancer annually between 2017
and 2020, with around 2,341 deaths each year in the UK[21]. On a global scale, GLOBOCAN
2020 as shown in Table 1.1 estimated the incidence of skin cancer across 185 countries,
reporting 173,844 cases of melanoma and 722,384 cases of non-melanoma skin cancer in
2020[22].

These statistics emphasize the critical importance of early and effective skin health
monitoring to prevent severe conditions and improve health outcomes. To detect skin
conditions, patients typically rely on visual inspection of the affected area and consult a
dermatologist, who primarily examines the skin visually. The effectiveness of this approach
depends heavily on the dermatologist's skill. In more severe cases, a biopsy may be taken,
which is an invasive procedure that causes discomfort and is often performed only after the
disease has already progressed.

The use of instruments allows for the detection of signs that may not be visible or
recognizable through sensory perception alone. This is where a portable skin health monitor
becomes highly valuable. Many diseases, including skin cancer, can have a preclinical phase
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or enter periods of remission, making early detection and ongoing monitoring crucial for
effective therapy and prevention[23]. The ability to recognize or track diseases in these early
stages could significantly improve outcomes, especially in detecting precursors to conditions
like melanoma(22], [23].

Home health monitoring devices provide numerous advantages. They enable early detection
of health issues, allowing for timely interventions and prevention of complications. These
devices also facilitate better communication between patients and healthcare providers,
leading to more personalized care plans. Additionally, they can reduce healthcare costs by
preventing unnecessary hospitalizations and emergency room visits. By offering convenience
and flexibility, home monitoring devices empower individuals to take control of their health
and improve their overall well-being.

Although non-invasive instruments for monitoring skin health exist, they are typically limited
to specialized laboratories due to their complexity, need for trained operators, and
constraints related to cost, functionality, or practicality. This highlights the need for a
portable, user-friendly device that enables patients to monitor their skin health at home,
minimizing operator dependency and requiring little to no specialized training.

While this Thesis will be focused on developing an accurate, portable and home instrument
for skin health monitoring, Chapter 1 will review non-invasive methods for monitoring skin
health, particularly focusing on skin hydration and the detection of extreme skin health
conditions such as skin cancer
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INCIDENCE MORTALITY
MALES FEMALES MALES FEMALES
Cancer Site | Cases Age Cumula | Cases Age Cumulat Cases Age Cumulat | Cases | Age Cumulative
standard | tive standar | ive Risk, standar | ive Risk, standardize | Risk,
ized Risk, dized Ages, O- dized Ages, O- d Ages,
Rate Ages, 0- Rate 74yrs, % Rate 74yrs, % Rate 0-74yrs, %
(world) | 74yrs, (world) (world) (world)
%
Lip, oral 264,211 6 0.68 113,502 2.3 0.26 125,022 2.8 0.32 52,735 1 0.12
Cavity
Salivary 29,694 0.7 0.07 23,889 0.5 0.05 13,353 0.3 0.03 9425 0.2 0.02
glands
Oropharynx 79,045 1.8 0.22 19,367 0.4 0.05 39,590 0.9 0.9 8553 0.2 0.02
Nasopharyn 96,371 2.2 0.24 36,983 0.8 0.09 58,094 1.3 1.3 21,914 0.5 0.05
X
Hypopharyn | 70,254 1.6 0.19 14,000 0.3 0.03 32,303 0.7 0.7 6296 0.1 0.01
X
Esophagus | 418,350 9.3 1.15 185,750 3.6 0.44 374,313 8.3 8.3 169,76 3.2 0.38
3
Stomach 719,523 15.8 1.87 369,580 7 0.79 502,788 11 11 266,00 4.9 0.55
5
Colon 600,896 13.1 1.49 547,619 10 1.12 302,117 6.4 6.4 274,74 4.6 0.45
1
Rectum 443,358 9.8 1.18 288,852 5.6 0.65 204,104 4.4 4.4 134,91 2.4 0.26
8
Anus 21,706 0.5 0.06 29,159 0.6 0.07 9,416 0.2 0.2 9,877 0.2 0.02
Liver 632,320 14.1 1.65 275,357 5.2 0.6 577,522 12.9 12.9 252,65 4.8 0.55
8
Gallbladder | 41,062 0.9 0.1 74,887 1.4 0.16 30,265 0.7 0.7 54,430 1 0.11
Pancreas 262,865 5.7 0.66 232,908 4.1 0.45 246,840 5.3 0.62 219,16 3.8 0.41
3
Larynx 160,265 3.6 0.45 24,350 0.5 0.06 85,351 1.9 0.23 14,489 0.3 0.03
Lung 1,435,94 31.5 3.78 770,828 14.6 1.77 1,188,6 25.9 3.08 607,46 11.2 1.34
3 79 5

Table continued on page 19
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Melanoma | 173,844 3.8 0.42 150,791 3 0.33 32,385 0.7 0.07 24,658 0.4 0.05
of skin
Nonmelano | 22,348 15.1 14 475,725 7.9 0.75 37,596 0.8 0.07 26,135 0.4 0.04
ma of Skin
Mesothelio 21,560 0.5 0.05 9,310 0.2 0.02 18,681 0.4 0.04 7,597 0.1 0.02
ma
Kaposi 23,413 0.5 0.05 10,857 0.3 0.02 9,929 0.2 0.02 5,157 0.1 0.01
Sarcoma
Breast 2,261,41 47.8 5.2 684,99 13.6 1.49
9 6
Vulva 45,240 0.9 0.09 17,427 0.3 0.03
Vagina 17,908 0.4 0.04 7,995 0.2 0.02
Cervix uteri 604,127 13.3 1.39 341,83 7.3 82
1
Corpus 417,367 8.7 1.05 97,370 1.8 0.22
uteri
Ovary 313,959 6.6 0.73 207,25 4.2 0.49
2
Penis 36,068 0.8 0.09 13,211 0.3 0.03
Prostrate 1,414,25 30.7 3.86 375,304 7.7 0.63
9

Table 1. 1 World cancer incident in 36 countries [22].
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1.2 Skin health monitoring assessment methods.

1.2.1 Corneometry

Corneometer is currently the gold standard for measuring skin hydration[24]. Corneometry
measures variations of the capacitance of the stratum corneum by means of instruments that
translate the biophysical data into units of skin hydration. The Corneometer operates based
on the principle of capacitance measurement, which relates to the electrical properties of the
skin. The skin's stratum corneum behaves like a dielectric material. Water, being a highly polar
molecule, increases the capacitance of the skin. When the skin is hydrated, the water content
in the stratum corneum causes a measurable change in capacitance which is directly
proportional to the skin’s moisture level[24], [25], [26]. The capacitance values measured by
the device are converted into units that represent the level of skin hydration. These units
provide a relative scale to assess how dry or hydrated the skin is. A higher capacitance
indicates higher water content in the skin, while a lower capacitance indicates dry or
dehydrated skin.

While skin hydration measurements with Corneometer is non-invasive and painless, it suffers
from several limitations.

a) Sensitivity to pressure: Since the electrodes are always spring loaded, results can be
affected by how much pressure is applied when the probe is placed on the skin.
Uneven or excessive pressure may cause inaccurate readings. As such, results may
vary from one operator to another[27].

b) Lack of profiling: Measurement result with the Corneometer is a hydration value for
a constant depth of about 30um[28]. Consequently, hydration changes at varying skin
depths which could reveal critical clinical information and diagnostic features of skin
conditions may not be captured by Corneometer measurements.

1.2.2 Fluorescent Confocal Microscopy:

Confocal microscopy, utilizing near-infrared lasers in the range of 800-850 nm, has been
designed to enhance the visualization of skin structures up to a depth of 200-250 um.
However, this maximum depth is restricted by light scattering at the surface of the stratum
corneum and the limited penetration of ultraviolet light. To further improve contrast within
skin tissue, the use of external fluorescent markers has been adopted [29].

As reported in[29], the clinical application of in vivo fluorescence confocal microscopy for the
non-invasive diagnosis and therapeutic monitoring of non-melanoma skin cancer was
explored. The researchers evaluated the clinical utility of a fluorescent confocal laser scanning
microscope (FLSM), which used an argon-ion laser at a wavelength of 488 nm, for
systematically assessing normal and diseased skin in vivo, correlating the findings with routine
histology. The results revealed characteristic features of basal cell carcinoma, such as basal
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cell nests, which were clearly visible under fluorescent confocal microscopy and were
confirmed through histological analysis.

Despite the fact that this method shows promising capabilities and high sensitivity to cancer
cell detection, there are also some limitations and some of which are:

a) Limited Penetration Depth: The typical wavelength of around 800 nm provides good
resolution but limits penetration depth. Resolution decreases at higher wavelengths,
making this approach less suitable for detecting deeper tumours [14].

b) Complex Instrumentation: The equipment required for this procedure is highly
complex and necessitates specialized training for proper operation and interpretation
of results.

c) Slightly Invasive: To enhance the accuracy of distinguishing between cancerous and
non-cancerous cells, an intraepidermal injection of fluorescein may be used. This can
cause discomfort or pain for patients [29][14].

d) Operator-Dependent Errors: The accuracy of this method is highly dependent on the
skill and expertise of the operator, which can introduce variability in the results.

1.2.3 Photodynamic Fluorescent Spectroscopy.

Photodynamic fluorescent spectroscopy, involves the introduction of a photosensitive marker
such as 5-aminolevulinic acid (ALA), which is metabolized into protoporphyrin IX (PplX)
through chemical reactions in the skin, followed by light exposure. PplX is absorbed by healthy
cells but accumulates in tumor cells. In basal cell carcinoma, the most common form of cancer
worldwide, exposure to ultraviolet light causes the cancerous areas to exhibit a distinctive
coral-red fluorescence, which can be easily differentiated from the lower fluorescence of
surrounding normal tissue[30].

In addition to its diagnostic use, this method can also be employed to destroy cancer cells.
Photosensitizers, which are inactive on their own, are activated when light of a specific
wavelength is applied to the treated skin. Upon activation, the photosensitizer generates
excited oxygen molecules within the damaged cells. These molecules selectively kill the
abnormal cells, affecting only the skin areas exposed to the light source. This leads to localized
inflammation, which typically heals after the treatment, restoring normal skin health[31].
Challenges with this method are:

a) Post-Procedure Effects: Photosensitizers like 5-ALA have a low penetration rate,
necessitating the application of high concentrations. After treatment,
photosensitization remains active for at least 32 hours. During this period, exposure
to ambient light may lead to severe phototoxic reactions such as swelling, erythema,
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and scaling. Therefore, patients are advised to avoid bright light and sun exposure for
24-48 hours post-treatment [31].

b) Inaccuracies and False-Negative Fluorescence: False-negative results may occur due
to interference from factors such as the high fluorescence of surrounding hair, making
this method unsuitable for examining skin lesions in densely hairy areas. Additionally,
interference from dermal infections, viral warts, and inflammatory diseases may
compromise the accuracy of the fluorescence [31].

c) Operator-Dependent Errors: The accuracy of this method is highly dependent on the
skill and technical expertise of the operator, which can lead to variability in results.

1.2.4 Multispectral Optoacoustic Tomography (MSOT).

An imaging technique that produces high-resolution optical images in scattering media, such
as biological tissues. MSOT works by illuminating tissue with light pulses, typically lasting 1—
100 nanoseconds[32], [33]. These light pulses are absorbed by the tissue, leading to thermo-
elastic expansion caused by slight temperature changes, a process known as the optoacoustic
or photoacoustic effect. The resulting temperature changes generate sound waves, which
travel to the skin’s surface. By detecting these sound waves at multiple locations, detailed
images of the underlying tissues can be reconstructed [32], [33].

While MSOT has shown promising results in detecting skin cancer at depths greater than
2mm[34], several challenges still hinder its widespread clinical use for skin cancer detection.
These challenges include technical complexities, limited availability, and the need for further
refinement to improve accuracy and reliability. Some of the challenges are:

a) Overestimation of Melanoma Thickness Due to Lymphocytic Infiltration:
Lymphocytic infiltration, a benign accumulation of lymph cells in the skin commonly
associated with basal cell carcinoma and malignant melanoma, can create hypoechoic
extensions. This may lead to an overestimation of tumour thickness on
ultrasound[17].

b) Cost: High-resolution ultrasound equipment is expensive, which limits its accessibility
for widespread clinical use.

c) Operator Dependency: The accuracy of this method is highly dependent on the
operator’s skill and technical expertise, meaning that results can vary significantly
based on the operator’s proficiency [32], [33].

1.2.5 Bioimpedance for skin cancer

Bioimpedance technique has proven to be another important non-invasive method for the
detection of skin cancer. Impaired tissue sites due to cancer characteristically lose the
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integrity of the cell[35]. As a result, the phase shift caused by the cell membrane is
compromised, with values significantly lower than those observed in normal reference non-
impaired sites. Also, the altered cellular structure and increased vascularization associated
with cancer result in distinctively lower impedance magnitude compared to a reference non-
cancerous site[36], [37]. Studies have shown that malignant melanoma can be differentiated
from benign nevi with approximately 75% specificity at 100% sensitivity [23].

While various methods for skin cancer detection, such as thermal imaging, exist, they come
with their own set of challenges. Bioimpedance techniques offers unique advantages, It is
user-friendly, as it does not require specialized training, thereby reducing operator
dependency errors. Additionally, it is relatively affordable and can be adapted for point of
care devices[23]. Depending on the instrumentation, bioimpedance demonstrates relatively
high sensitivity in detecting skin cancers. However, the accuracy of bioimpedance systems can
decline across different loads and frequencies due to systemic and instrumentation errors,
limiting its broader clinical applicability[38]. Nevertheless, research suggests that
advancements in instrumentation and technology could significantly enhance the diagnostic
accuracy of bioimpedance systems for skin cancer detection[40], [41].

Overall, it can be claimed that there is a clear need for a portable instrument that will monitor
skin health outside specialised settings and without the need for a trained operator. An
instrument that will exhibit appropriate accuracy to inform the patient / user promptly about
the onset of the change of their skin condition. Among the aforementioned technologies,
bioimpedance emerges as the most promising candidate for non-invasive skin diagnosis,
owing to the fact that it can be portably adapted for home, requires little or no special skills
operate and can scan deeper tissues layers[17], [23], [25]. However conventional
instrumentation cannot offer the desired performance, due to systematic errors in the
architectures used in the most widely used designs[38][41].

1.3 Motives

There is a need for enhanced bioimpedance circuit architectures in skin health monitoring,
driven by the need for more accurate, reliable, and comprehensive assessments. To achieve
this, several key performance parameters must be optimized. One of the primary parameters
is the bandwidth of the injection circuitry. This plays a crucial role in determining the depth
of tissue penetration during scanning, thereby enabling a more thorough evaluation of skin
layers and conditions[42]. It has been reported that higher bandwidth allows for more
detailed tissue profiling and, as such would lead to better diagnostic capabilities[23].

Another critical parameter is the phase error on the injection side, which directly affects the
accuracy of phase measurements in bioimpedance analysis. Eliminating this error is essential
for enhancing the precision of tissue characterization and ensuring that the collected data
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accurately reflects the physiological properties of the skin particularly in bioimpedance skin
applications where phase difference between the injected current and measured voltage
serves as a key diagnostic factor[43]. Optimizing these parameters will ultimately lead to
bioimpedance systems that offer improved performance, facilitating better diagnostics and
interventions in skin health assessment.

1.4 Aims

To design, analyse, and test novel bioimpedance circuits that address and overcome
systematic sources of error, and thereby enhance diagnostic accuracy in skin health
assessments.

1.5 Objectives

e To experimentally assess skin tissues using a non-optimized bioimpedance circuit,
compare bioimpedance methods with optical techniques and standardized skin
hydration measurements (using a Corneometer), and identify gaps for improving
measurement accuracy.

e Toanalyse the sources of error in bioimpedance systems and mathematically quantify
their impact on measurement accuracy.

e To conduct a system-level simulation of common bioimpedance topologies,
introducing the sources of errors and illustrating how various sources of error affect
the measurement accuracy in each system.

e Todesign and test a novel circuit for phase error correction in bioimpedance systems.

e To design and test a novel circuit aimed at achieving a wider bandwidth for improved
system performance.

e To also experimentally investigate the performance of the improved system in
assessing the integrity of cells by measuring the impedance of lysed and unlysed blood
samples.

1.6 Novelty

The novelty of this project lies in its multi-faceted approach to optimising bioimpedance
systems for skin health monitoring and cell integrity assessment which represents a key
diagnostic marker in skin cancer evaluation, focusing on aspects that have not been fully explored
or improved in existing systems. Specifically, the key innovative elements include:
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e The author conducted a multimodal assessment of skin hydration using a standard
magnitude-only impedance measurement circuit, comparing it with an optical
approach against the Corneometer. This assessment identified complementarity in
methods and highlighted areas for improving sensitivity and accuracy

e The author did a comprehensive Comparison of Bioimpedance Measurement
Techniques: The project proposes a thorough mathematical analysis and simulation-
based comparison of existing bioimpedance measurement systems, analysing their
sources of error and accuracy in a detailed manner. While many studies focus on the
performance of individual bioimpedance systems, this project’s comparative
approach offers a new perspective that will provide insights into which system is the
most suitable for skin health monitoring, particularly for diagnostic applications such
as skin cancer detection.

¢ The author also designed an Error Correction and System Optimization circuitry for
synchronous demodulation system (PECSD): A significant novel aspect is the focus on
correcting error sources in the selected bioimpedance system, particularly those that
affect its phase accuracy, which is a crucial signature in the early detection of skin
cancer. Existing bioimpedance systems often overlook phase measurement
optimisation, making this project’s emphasis on improving phase accuracy a key
innovation that could lead to more reliable diagnostic results.

e The author further enhanced the bandwidth of the system injections side for better
skin assessment: Another innovative part of this project is the introduction of an
automatic gain control (AGC) circuit at the injection side current source, designed to
improve the system’s bandwidth. Unlike the traditional approach, which focuses on
enhancing output impedance at a single frequency, the use of AGC enables broader,
more accurate measurements. This addresses a key limitation of current systems,
which are typically optimised for a narrow frequency range. The wider bandwidth
facilitated by the AGC allows for a more detailed analysis of tissue properties, enabling
the collection of comprehensive result about skin health and achieving greater scan
depth across impaired tissue sites.

e The author also performed cell integrity measurements using lysed and unlysed blood
samples, comparing the measurement accuracy of the optimised system with
standard impedance laboratory instruments at relatively high frequencies. This
validation demonstrates the efficacy of the optimized system over non-optimized
systems in cell integrity assessment and biological sample analysis.

1.6 Thesis Organisation

e Chapter Two: This chapter provides an in-depth discussion of the skin and its
properties. It includes an analysis of the equivalent circuit model of biological skin,
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with a focus on the electrode configurations used for skin measurements. The chapter
also covers interface impedances, electrode design, geometry, and placement.

e Chapter Three: This chapter discusses the multimodal assessment of skin hydration,
combining optical method and technology with bioimpedance. It examines the
strengths and weaknesses of each technique and concludes by highlighting the
complementarity of a hybrid approach.

e Chapter Four: This chapter explores the drive and sense circuits in bioimpedance
systems. It provides a detailed mathematical analysis of the sources of error in both
circuits and introduces three primary bioimpedance systems, which are then analysed
mathematically.

e Chapter Five: This chapter offers a system-level comparison of the three
bioimpedance systems using MATLAB SIMULINK. Systematic and topology-specific
errors are identified, simulated, and their impact on measurement accuracy is
evaluated and compared.

e Chapter Six: This chapter describes the phase error correction circuit developed for
this thesis, titled "Phase Error Correction for Synchronous Demodulation System." It
explains the design approach, including the underlying concepts and circuit design
protocols. The results demonstrate the improvements in measurement accuracy
achieved through the phase error correction.

e Chapter Seven: This chapter details the design and procedures used to achieve wider
bandwidth at the injection side. It discusses bandwidth enhancement techniques,
their limitations, and proposes an improved mechanism involving automatic gain
control (AGC) feedback. This approach not only ensures wider bandwidth but also
enhances the accuracy of the measurements.

e Chapter Eight: This chapter demonstrates the use of AHCS in blood cell integrity
assessment. It detailed the measurement protocol employing ACHS and a standard
Laboratory Impedance analyser, used to profile the integrity of blood cells during lysed
and un-lysed conditions. Results showed a good performance and accuracy was over
95% match to the result of impedance analyser.

e Chapter Nine: This chapters concludes the work done and also suggest directions for
future work.
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Chapter 2.

Tissue Impedance: Exploring the Characteristics of Biological Tissues.

Understanding skin conductance requires knowledge of the skin's underlying structure. Figure
2.1 illustrates the skin's anatomy, comprising three main layers: the deepest layer, the
hypodermis (subcutaneous tissue), followed by the dermis and the epidermis. These layers
collectively shield the body from external elements. Beneath the surface, the skin harbours’
blood vessels, nerves, sweat glands, and hair follicles. The outermost layer of the skin, the
epidermis, contains the stratum corneum, a layer of dead cells that contributes significantly
to its high impedance, which has been reported to exceed 100kQ for frequencies below
1kHz[44].

L Opening of sweat

Hair shaft ducts

Stratum corneum 1 iz
—Epidermis

Germinative layer =~ —p—& - JSE F© F FH------ .
Dermal papilla —Dermis
Meissner's
corpuscle AR S ST
Sebaceous gland

Arrector pili muscle — Subcutaneous fissue

Hair root
Hair fedlicle
Hair papilla (bulb)

Pacinian corpuscle

Cutaneous nerve Sweat gland

Figure 2. 1 Skin Anatomy, showing the various layers of the skin adapted from [44]

Every bioimpedance measurements on the skin begins with placement of electrodes. The skin
layers can be modelled and represented as RC components connected both in series and
parallel. Deeply analysing the equivalent circuit of the skin yields the diagram as shown in
Figure 2.2. When electrodes are placed on the skin, electrode half-cell potential Enc is
developed due to the electrochemical reactions occurring at the electrode's surface, involving
the transfer of electrons between the electrode and the ions in the solution[45], [46].
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The electrical double layer, which behaves like a lossy capacitor (Cq)) due to limited charge

mobility, and a resistor (Rai) due to the presence of electrolytes, constitutes the skin interface
impedance[47].

Furthermore, when an electrode is coupled to the skin, the skin surface itself behaves like a
semi-permeable membrane, giving rise to a potential difference Eg, across the skin. In
addition, the resistance due to sweat on the skin surface is represented as R;.

2.1 Electrical Equivalent circuit of Human Skin.
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— Epidermis (50-150um thick)

Rae1 Caes
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Subcutaneous layer (1-2 mm thick)

Internal layer of
— nerves and sweat
glands

Figure 2. 2 A detailed electrical equivalent circuit of skin, adopted from [44], [48]

Although the stratum corneum is technically considered part of the epidermis, it has
significantly higher impedance compared to the rest of the epidermis. The stratum corneum
is composed of cell remnants known as corneocytes and fatty acids, interspersed with skin
appendages such as sweat glands and hair follicles. Corneocytes, responsible for the water-
absorbing properties of the stratum corneum, mainly contribute to its capacitive properties
(Cst1-3). Meanwhile, the skin appendages are primarily responsible for its resistive properties
(Rst1-3) [45], [46] .
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The epidermis layer lies directly beneath the stratum corneum and varies in thickness across
different parts of the body. Its electrical properties are primarily influenced by ionic diffusion,
represented as capacitive components (Cep1-3), and ionic transport occurring mainly through
skin appendages, represented as resistive components (Rep1-3) [45], [49].

The electrical properties of the dermis layer, including its capacitive components (Cge1-3) and
resistive components (Rqe1-3), are significantly influenced by its primary constituents such as
collagen, elastin fibres, blood vessels, lymph vessels, sweat ducts, and other skin appendages.
The ion content in sweat notably impacts the dermis's conductivity, creating a parallel current
path alongside the skin appendages. Furthermore, the presence of blood and lymph vessels
facilitates the diffusion of ions, such as sodium (Na+), which further affect the electrical
characteristics of the dermis. Notably, the dermis is thicker than the upper skin layers,
typically ranging from 1 to 4 mm[45].

2.2 Frequency dependency of biological tissue electrical properties.

Tissues exhibits dual characteristics of both conductors and dielectrics, housing both free and
bound (fixed) charges within their structure. Consequently, tissue impedance encompasses
both conductive and dielectric elements. The conductivity o facilitates the movement of free
charges, directly correlating with the concentration of dissolved ions within the biological
medium. As the ion concentration diminishes, electric resistance correspondingly increases.

On the other hand, the relative permittivity factor &, accounts for the movement of bound
charges within the dielectric in response to an applied electrical field. At lower frequencies,
variations in the applied electric field are slow enough to allow dipoles within the medium to
align with the field and reach equilibrium before its polarity reverses. Beyond a certain
frequency threshold, however, the medium's viscosity arising from the interactions between
the molecules and the constraints they impose on each other's movement impedes dipole
response to field variations, causing a time delay in medium reaction and subsequent energy
dissipation in the form of heat[50].

&0

Figure 2. 3 Ideal slab of a biological tissue where A is tissue thickness, o is the conductivity ande, the relative
permittivity[51].
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Figure.2.3 can also be represented in its basic parallel RC equivalent circuit model in Figure.2.4 from
where frequency dependency properties can further be calculated.

- g A/x

Figure 2. 4 The Basic equivalent circuit of the slab of tissue represented with a resistor in parallel to the capacitor. (Image
adapted from [3]).

The frequency dependency of tissue is known as dispersion and this can mathematically be
represented in relation to complex admittance Y* and capacitance C* .

V' =G +jwC = = (0 + jweoe,) (2.1)

Where G, w and C are conductance, angular frequency, and capacitance respectively. As such, as the
frequency increases jwC > G , permittivity becomes dominant while conductive component of
admittance dominates at low frequencies.

2.2.1 Tissue Anisotropy.

The electrical properties of tissues, such as permittivity or conductivity, typically exhibit
directional dependence. This phenomenon arises from the inherent morphological patterns
within the tissue, such as the alignment of muscle fibres, tendons, nerve fibres, and blood
vessels[51]. Skeletal muscle demonstrates anisotropic behaviour, meaning its conductivity
differs significantly along the fibre axis (longitudinal) compared to perpendicular directions.
As such, tissue impedance is contingent upon its specific structural arrangement and
geometry[50], [51].

The frequency dependent behaviour of permittivity and conductivity in biological tissues is
known as dispersion[51]. As shown in Figure 2.5, the frequency-dependent dielectric
behaviour of biological tissues is typically grouped into three dispersion regions: alpha (a),
beta (B), and gamma (y).
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Figure 2. 5 Dispersion in Tissues and relative pernittivity as a function of frequency adapted from [52]

(i) adispersion: Alpha dispersion is a characteristic low-frequency phenomenon observed
between approximately 10 Hz and 10 kHz, as shown in the leftmost region of the graph where
the relative permittivity reaches extremely high values (above 10°) and then decreases
steeply with increasing frequency[53]. This behaviour is primarily attributed to interfacial
polarization mechanisms, including the slow diffusion and accumulation of ions near cellular
membranes and at electrode interfaces (Maxwell Wagner effects), as well as the formation
of capacitive double layers that dominate the dielectric response in this range[53], [50], [54].

(ii) B dispersion: Beta dispersion occurs in the intermediate frequency range between about
10 kHz and 100 MHz, as marked in the central region of the graph where the relative
permittivity decreases further while the specific conductivity continues to rise. This dispersion
mainly arises from the capacitive polarization of cell membranes, which act as dielectric
barriers separating conductive intra and extracellular fluids. Under an applied alternating
field, charges accumulate along the membrane surfaces, producing a pronounced dielectric
response that resembles a distributed RC circuit. As frequency increases, membrane
capacitive effects diminish because the field oscillates too rapidly for charge separation to
persist, resulting in a further drop in permittivity and a continued increase in conductivity. B
dispersion is particularly important in bioimpedance measurements for skin assessment
because it reflects impedance changes arising from both intracellular and extracellular
compartments, thereby offering a holistic representation of the tissue’s composition and
integrity [50], [54].

(iii) vy dispersion: Gamma dispersion occurs within the gigahertz frequency range and is
primarily attributed to the polarization behaviour of water molecules [50], [54].
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2.3 Biological tissue impedance model and model equation
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Figure 2. 6 Diagram illustrating the biological cell model[55]

Biological media are distinguished by the presence of cells, within which exist the intracellular
medium, consisting of intracellular water (ICW), and the extracellular medium, composed of
extracellular water (ECW) [61]. The resistance of intracellular electrolytes is represented by
resistors Ricf, while extracellular resistance is modelled by Rect. ICW and ECW are separated by
the cell membrane, acting as a dielectric, and represented by a capacitor Cn and with

membrane resistance Rn. as shown in Figure.2.6.

While there have been several models describing the behaviour of biological tissues, the
Fricke’s model has been reported to have given good method for giving a simple description
of biological model and its environments at microscopic level. In this model as shown in
Figure2.7, Rect and Rics represent the resistances of ECF and ICF, respectively, while Cn, is the

cell membrane capacitance.

_ (Ro_Roo)
Z= Ro + 1+ (jor) -«

_ Ricr*Recy _ (D
Roo - Ricf+ReCf' RO = Recf, T = ( wa + Recf)Cm

Rinf C

—
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—
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Figure 2. 7 Fricke model of biological tissue with equivalent resistances [56].
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With w = 2rf, Ry, and R, are the respective impedance at low and high frequencies. t is
the time constant. The value of a typically ranges between 0 and 1, with O representing a
purely resistive behaviour and 1 being purely capacitive [51], [57].

2.3 Impedance Measurements.

Bioimpedance measurement involves the assessment of tissue electrical properties across a
spectrum ranging from a few Hertz to several megahertz. The choice of frequencies depends
on the specific application. Depending on whether dynamic or static properties are being
assessed, bioimpedance can be measured either sequentially, at one frequency at a time, or
concurrently across multiple frequencies. This technique, often referred to as bioimpedance
spectroscopy, offers insights across a range of frequencies[26], [58], [59].

For bioimpedance measurement on the skin as considered in this Thesis, a known signal is
applied to the tissue to excite its electrical properties in relation to the applied signal
frequency. This signal must be precisely determined and is typically kept constant to facilitate
impedance calculation using Ohm’s law. In most instances, a constant AC current is injected
to measure voltage, although voltage injection has also been explored; however, the former
is more widely favoured due to safety considerations. Firstly, maintaining a constant current
eliminates the need for additional circuitry to monitor the injected current. Secondly,
constant current injection is generally considered safer, as the impedance of biological tissue
can unexpectedly decrease due to physiological factors, which may otherwise lead to an
increase in current and potentially pose a risk to the subject [58], [59].

2.4 Interface Impedance

When a metal electrode comes into contact with an electrolytic solution, charged ions are
generated at the interface between the electrode and the solution. These ions migrate into
the solution, creating a charged layer on the electrode's surface. Consequently, a double layer
is formed immediately upon the wetting of the metal[60]. The first double layer model of
electrode/electrolyte interface was proposed by Helmholtz in 1853[60]. Helmholtz assigned
the double layer a molecular capacitor where one layer of the capacitor represents the
charges in the electrode side and the other the ions, separated by the minimum distance of
the electrolytes. The double layer capacitance as proposed by Helmholtz is further shown in
eq.24

Cy = % (2.4)

Where Cy is the Helmholtz capacitor, &y and &, are the permittivity of free space and relative
permittivity of the material, [ is the distance between the double layer. However, in Helmholt
model, the thickness of the double layer would increase in diluted solution, making the model
only suitable for high concentration electrolyte[47]. Gouy-Chapman’s model further
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illustrated the influence of thermal motion in facilitating exchange of counterions between
the double layer and the electrolytic solution. While Gouy-Chapman’s model showed good
result for low concentration of electrolytes, it was not suitable for highly charged surfaces[60].

Stern model which is the widely adopted model when modelling interface impedance was
developed by Stern and taking into consideration the finite size of the counterions and their
binding properties at the surface. Stern’s interface impedance model is shown in Figure.2.8.

Helmholtz Gouy-Chapman’s
layer layer

Figure 2. 8 Stern electrode/electrolyte interface impedance model adopted from[47].

The Stern model combines the Helmholtz layer (compact layer right at the surface) with the Gouy—
Chapman diffuse layer further out, providing a more realistic description under these
circumstance[61]. The double layer capacitance is mathematically represented by eq2. 5.

11,1 (2.5)

Cs Cu Cec

Where C is the double layer capacitance, Cy is the capacitance of the Helmholtz outer layer
and Cg is the capacitance of the diffuse layer. It can be seen that the electrode/electrolyte
interface impedance are from the charge transfer within the Stern/Helmholtz layer and the
Gouy-chapman'’s layer. This can further be represented in the equivalent circuit model in
Figure.2.9.
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Figure 2. 9 Equivalent circuit model of electrode/electrolyte interface[62]

The equivalent circuit model of interface impedance represented in Figure 2.9 shows the Nest
impedance controlled by change transfer resistor (Rc), the diffusion limitation impedance
within Gouy-chapman’s layer known as Warburg impedance (Zw), the electrical double layer
modelled as a lossy capacitor due to limited charge mobility and electrolyte resistance (Rpulk).

2.5 Electrode configuration.

There are several electrodes’ configurations in bioimpedance measurements, however the
two most popular ones namely bipolar and tetrapolar configurations have been considered
in this work.

2.5.1 Bipolar configurations

In a bipolar electrode configuration, the same pair of electrodes is used for both current
injection and voltage measurements[63]. While this setup is less complex and easier to
implement, it presents significant challenges. One of the main issues is the sensitivity of the
shared injection and measurement path, which can lead to erroneous measurements. This is
primarily due to the substantial effects of the electrode/electrolyte interface, which can
introduce inaccuracies in the measured voltage[63], [64]. These interface effects, such as
impedance changes and polarization, can significantly and erroneously affect the
measurements. Figure.2.10 illustrates a bipolar electrode configuration set-up.
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Figure 2. 10 A bipolar electrode configuration set-up illustrating the electrode / electrolyte interface impedance.

In Figure.2.10, the same electrode used for injection is used for measurement, as such the
injected (I,,;) current travels throughout interface impedances and the target skin
impedances. The cumulative voltage drops of the interface impedances adds to the total
voltage measured by the instrumentation amplifier.

Assuming that input impedance of the instrumentation amplifier is ideally infinite, then the
total impedance (Zr) seen by the current source is

Zrp = (XCqi1// Rain) + Rsw1 + (XCs1// Rs1) + Rewz + (XCaiz// Rarz) (2.6)

Rdll Rsl Rdlz
Z + Rsy1 + —————+Roy2 +
7 14 joRuCan " T 1+ jwRnCer T 1+ jwRapCars

(2.7)

Where (Cg11, Rai1, Caiz Raiz) are the electrode / electrolyte interface impedances between
the pairs of current injection and voltage measurement electrodes and the skin site it was
placed on.

R, and R,,,, are the impedances due to fluid i.e sweat on the skin. Cq, Ry, are the target
skin site. As such correlating with Fig 2.9, (C4;; and Cy;,) represents C; the double layer
capacitance while (R;; and Rg;) represents Rc the charge transfer resistance and
R, and R,,,, represents the bulk resistance of the electrolyte (Rouk). Warbug impedance
Zw has been omitted for simplicity.

Hence the voltage measured by the instrumentation amplifier (Vimeas)

Vinoass = | { Ran gy B R } (28)
measb out 1+ ijdllcdll swi 1+ ja)Rlesl sw2 1+ ijdIZ CdlZ .

Vineasb = Van + Vw1 + Vs1 + Voo + Vaiz (2.9)
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Therefore, assuming infinite output impedance of the current source and infinite input
impedance of the measurement circuit and negligible parasitic electrode reactance and
resistance, the total measured voltage in a bipolar electrode configuration becomes a
summation of the electrode/electrolyte interface impedances and the target tissue
impedance which resultantly would create errors in the accuracy of the measurements. "The
summation of electrode interface impedance and target tissue impedance would lead to
measurement inaccuracies.

2.5.2 Tetrapolar Electrode configurations.

Injection side Interface Measurement side

i~ Tmpedance 1 Fuid

Can | |

Iaut

[
: Fluid(sweat)

Injection side Interface Measurement side
impedance Interface impedance

Figure 2. 11 A tetrapolar electrode configuration set-up illustrating the electrode / electrolyte interface impedance

In the tetrapolar electrode configuration, as illustrated in Figure. 2.11, a specific arrangement
of four electrodes is employed to enhance measurement accuracy. Two pairs of electrodes
are used, with the first pair designated for current injection and the second pair reserved for
voltage measurement. This configuration helps to isolate the voltage measurement from the
influence of the electrode/electrolyte interface impedance at the measurement electrodes.

When taking measurements, the current injection electrodes deliver a known current into the
target tissue. This current flows through the tissue and through the electrode/electrolyte
interface impedance at the injection site electrodes. The current then travels through the
tissue, reaching the target site. Importantly, the input of the measurement instrumentation
amplifier, connected to the voltage measurement electrodes has high very input impedance,
so little or no current flows through. As a result, the current pathway is limited to the
electrode/electrolyte interface impedance at the injection electrodes and the target tissue
itself.

By isolating the voltage measurement from the interface impedance effects, the tetrapolar
electrode configuration provides a more accurate and reliable representation of the target
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tissue's electrical characteristics[63]. The transfer impedance (Z;) contributing to measured
voltage in the tetrapolar electrode configuration is

Zre = (XCs1// Rs1) (2.10)
Ry
Loy = ——————— 2.11
"7 14 jwRs; Csy (211)
R
Vimeast = lout {—Sl} (2.12)
1+ jwRs1Csq
Vmeast =~ Vs (2-13)

Where V5; =The impedance contribution mainly from the measurement across the target
skin site.

2.6 Electrode design.

Bioimpedance measurement is influenced by various factors, not only including
anthropometric parameters such as body size, shape, and composition but also the design
characteristics of the electrodes themselves. Bioimpedance measurement electrodes for
human skin measurements come in various types, each tailored to specific requirements
based on the measurement mode, external conditions, placement method, and electrode
location on the body. The measurement mode can be static, where impedance
measurements are not dynamically varying due to volumetric blood changes, or dynamic,
where impedance measurements are due to blood volumetric variations. External conditions,
such as laboratory settings or different physical activities, also influence the choice of sensor
type[62].

When selecting electrodes, it is crucial to consider the method of fixation and the location of
the electrodes on the skin. Given that naturally skin is not a uniform structure and exhibits
varying local properties, the design of the sensor must account for these variations. To obtain
a reliable average local impedance, the geometry of the electrodes plays a significant role.
The construction of the sensor should ensure adequate contact with the skin across different
areas to accurately reflect the local impedance.

The electrodes' geometry is essential in achieving consistent and representative
measurements. Various electrode shapes and configurations can be employed to maximize
contact area and ensure uniform pressure distribution on the skin [65].

The following subsection delves into these electrode design factors in greater detail. It
explores how different electrode shapes and interface models affect the measurement of
electrical impedance, particularly in the assessment of the skin layer. By understanding these
influences, we can better interpret impedance measurements and improve the accuracy of
diagnostic procedures that rely on this technology.
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2.6.1 Interdigitated Electrodes

The interdigitated or interdigital electrode (IDE) normally used in bipolar measurement is a
finger-like shaped electrode used to measure the capacitance value of a device under test
(DUT). The operation principle of an interdigitated sensor is based on the electrodynamics of
two parallel plate capacitors. An AC current or voltage source is applied between the positive
and negative terminals to generate an electric field between the electrodes. This electric field
penetrates the DUT, altering the impedance of the sensor. Since the sensor behaves like a
capacitor, its capacitive reactance is influenced by the DUT. When the measurand interacts
with the sensing membrane (the dielectric material) of the interdigitated capacitor (IDC), the
dielectric constant changes, thereby changing the sensor's capacitive reactance.

(2.12a) (2.12b)

Figure 2. 12 Interdigitated electrode configurations showing (a) electrode configuration and (b) the equivalent circuit{66].

Figure 2.12 illustrates the diagrammatic representation of the interdigitated electrode, with
it’s equivalent circuit model in Figure.2.12b showing R; the lead resistances, Cq, the double
layer capacitances, Ry, the resistance of the medium solution, Ces, the direct capacitive
coupling between the parts of the fingers.

Rsiis a function of electrolyte conductivity os and the cell constant K.y which serves as a
geometrical scaling factor for the electrode configuration, as expressed in eq. (2.14).

Kcell
Ry = (2.14)
sl gl
The Cell constant Kcei can also be represented following eq. (2.15)
2 K (k)
Keen = (2.15)

(V=1L K(Vi-k?)

Where N and L are the number and length of fingers respectively, and K (k) is the integral of
the modulus k , where k is defined in eq.(2.16).
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”W) (2.16)

k = cos (T

Where W and A are the width of the electrode and wavelength representing the periodicity
of the interdigitated electrode structure.

The direct coupling between the two electrodes Cer is represented by

Ceenn = Zo%rst (2.17)

Kcenl

& and &, are respectively the absolute permittivity and the relative permittivity of the
solution

2.6.1.1 Biomedical Applications requiring Interdigitated electrodes

One of the major advantages of the interdigitated electrode configurations is its high
sensitivity[66], making it particularly well-suited for measuring capacitance values. This high
sensitivity is advantageous for bioimpedance applications, including skin hydration
assessment, a critical factor in detecting skin conditions such as eczema. In skin hydration
assessment, the dielectric constant of the skin changes with its water content. Interdigitated
electrodes can detect these changes with high precision due to their ability to measure
minute variations in capacitance. Though not used in the skin hydration experiment in this
project, they are a key component in most Corneometer and skin hydration sensors[67].

2.6.2 Spiral Shape Electrodes

(2.13a) (2.13b)

Cst Cep +de+ sb

I
R I I

Rs: Rep+de+sb

Figure 2. 13 Spiral electrode configuration showing (a) electrode configuration and (b) the equivalent circuit model
[66][62].

Spiral electrodes are a type of bioimpedance electrode, typically used in a bipolar electrode
configuration and designed to measure the average local impedance of human skin. These
sensors are constructed in the form of two concentric spiral-shaped electrodes. The spiral
geometry allows for the averaging of skin impedance measurements from a relatively large
area of the skin. This design is particularly effective in accounting for the anisotropic
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properties of the skin. This is mainly because it could be adapted to measure areas of high
impedances i.e dry skin and low impedances (sweat skin area) by varying the distances
between the spiral electrodes[45], [62].

Figure.2.13 (a) and (b) shows the spiral electrode design shape and its equivalent circuit
respectively. These can be analysed using eq.2.27.

R Repted+st a

2(f) = R + 1+12n;1t?stcst * 1+12nfRepfed+stcep+ed+st * Jinf (2.18)
Following the eq.2.27. Z is the measured impedance at a specified frequency f. R is the
coupling material resistance between the electrode and the skin. R, and C; are the
resistance and the capacitance of the stratum corneum respectively, Repeq+st aNd Ceptedst
are the resistance and the capacitance of underlying skin tissue represented as a series
combination of epidermis, dermis, and subcutaneous layer. a is the Warburg coefficient
where 0< a<1.

2.6.2.1 Bioimpedance Applications requiring Spiral electrode geometry.

The use of spiral electrode geometry has been employed in most measurements to eliminate
the anisotropic properties of the skin and measure the impedance independently of the
direction in which the sensing device is located. This geometry has found its applicability in
skin sweat and stress level monitoring[50], [62].

2.6.3  Concentric Electrodes.

Figure 2. 14 Concentric electrodes.

42| Page



The concentric shape of the electrodes as shown in Figure 2.14 consists of multiple rings
centred at the same point, creating a highly organized and efficient design for impedance
measurement. This is a tetrapolar configuration that includes a guard electrode positioned
between the voltage sensing electrode and the current measurement electrode, effectively
eliminating unwanted leakage currents at the skin surface. This design feature enhances the
accuracy of the measurements by preventing external interferences[23].

The circular edge of the concentric electrode shape is specifically designed to minimize the
fringing electric field, which can distort measurement accuracy. By reducing this field, the
electrodes ensure a more uniform distribution of the electric field across the skin surface.
Additionally, the increased electrode area contributes to a higher signal-to-noise ratio,
resulting in clearer and more reliable data.

The penetration depth of the current, an important factor in measuring impedance, is
influenced by the distance between the electrodes. A greater distance allows the current to
penetrate deeper into the skin, enabling the measurement of impedance at various skin
depths.

2.6.3.1 Bioimpedance Applications requiring Concentric electrode geometry.

The variability in penetration depth offered by concentric electrode designs makes them
highly versatile for assessing different skin types and performing diverse measurement
protocols[23], [68]. This adaptability allows researchers and clinicians to adapt the electrode
configuration to target specific tissue layers or depths, improving measurement accuracy and
sensitivity. Concentric electrode geometry is commonly employed in bioimpedance
applications that involve detailed cellular investigations. For example, it has been used in the
detection and monitoring of skin conditions such as skin cancer [23].

2.6.4 Square and circular array shape.

Tetrapolar square
Electrodes

Figure 2. 15 Square electrodes [69]
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Square and circular array electrodes are among the most common electrode configurations
to implement. They are widely used in bioimpedance applications, such as ECG monitoring,
plethysmography and tomography. Typically, these geometries consist of four electrodes,
with one pair designated for current injection and the other pair for voltage measurement.
This tetrapolar measurement approach effectively minimizes the impact of the electrode-
electrolyte interface[45].

Despite their advantages, these configurations are known to suffer from fringing effects,
particularly at the edges of the electrode. Fringing effects, caused by the non-uniform electric
field distribution inherent to square electrode geometries, can introduce nonlinearity in
impedance measurements. This makes it challenging to accurately estimate changes in the
skin’s electrophysiological parameters. [45].Impedance changes within the fringing electric
field area exacerbate this issue, further complicating the measurement process[45][70].

2.7 Electrode Placement

The accuracy of bioimpedance measurements depends significantly on the precise placement
of electrodes. Tissue conductivity varies based on the direction relative to the tissue structure,
a property known as anisotropy. This means that in many biological tissues, the conductivity
can differ when measured laterally (parallel to the tissue surface) versus perpendicularly
(orthogonal to the surface). Such variations are often attributed to the structural organization
of cells and the extracellular matrix[71].

For example, muscle tissue typically exhibits higher conductivity along the direction of the
muscle fibres (lateral) compared to perpendicular to the fibres. This is due to the alignment
of conductive pathways within the muscle, which facilitate easier flow of electrical currents
along the lateral fibre direction.

Electrode placement for bioimpedance applications can be broadly categorized into two
types: whole body electrode placement and localized electrode placement[71], [72], [73].

2.8 Current profiling of equivalent circuit model of skin Tissue.

Figure 2.16 illustrates a graphical representation of a basic equivalent model of skin tissue.
The equivalent circuit model employed is a simple RC parallel circuit, as shown in Figure. 2.4,
adopted for its simplicity. R fixed at 1kQ represents the intracellular fluid, and C represents
the cell membrane, varying from 5nF to 30nF. The respective currents through the resistive,
capacitive, and combined resistive-capacitive components were individually measured. As
expected, at higher frequencies, the cell membrane impedance becomes very small, allowing
most of the current to pass through. The circuit schematic and parameter used to generate
graph of Figure 2.16 is shown in Appendix B.
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Figure 2. 16. Spice simulation of Current profiling of equivalent circuit model of skin Tissue.
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Figure 2. 17 Electrode Placement Configuration and Possible Electrode Shapes for a Bioimpedance Application[23] [66][72][74]
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2.9 Summary of Bioimpedance application electrode configurations and placement.

Figure 2.17. illustrates the various configurations for electrode placements in a bioimpedance
application. It also showcases the different electrodes shapes, demonstrating the versatility
and adaptability of electrode design to specific bioimpedance measurement needs.

2.10 Conclusion on Chapter 2.

This chapter provided a detailed explanation of the skin, its layers, and associated structures,
drawing connections to their equivalent circuit models. The presented equivalent circuit was
analysed in depth. Additionally, various electrode configurations, placements, and their
impact on geometry and interface impedances were discussed. The analysis from this chapter
helped categorize different electrode shapes for specific bioimpedance applications.

A simulation of the skin’s equivalent circuit model was conducted in LTspice to further
illustrate how biological tissues are profiled by alternating current (AC). This simulation
enhanced understanding by demonstrating the principles underlying tissue profiling through
bioimpedance.

The next chapter, Chapter 3, will focus on a multimodal assessment of skin hydration, utilizing
different techniques, with a particular emphasis on bioimpedance and optical methods.
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Chapter 3

Multimodal Experimental Assessment of Skin Hydration using
Bioimpedance and Optical sensing.

The typical techniques used in measuring the hydration of the skin and its barrier function are
electrical-based sensors, with the gold standard device being the corneometer. However,
although such devices are widely used and considered accurate, they may exhibit a range of
errors that can introduce significant measurement discrepancies which have not been
adequately addressed in commercial devices[24]. Corneometer errors can be grouped into
two main categories: (i) errors that relate to the electrode—skin contact properties, and (ii)
errors due to the nature of the measurand, given that the corneometer does not directly
measure water content, and they lack detailed skin profiling [6—10].

Errors in category (i) include variability as a function of contact area and geometry, electrode
material, and applied pressure [24]. These errors can be associated with the fact that such
instruments feature a two-electrode (bipolar) configuration. The corneometer’s principle of
operation is described by the wider theory of bioimpedance measurements. Bioelectrical
impedance (or bioimpedance) sensing is applied in a broad range of biomedical applications,
including body composition estimation, cardiac output measurements, cell culture
monitoring, and monitoring of skin hydration, to name a few [9]. The electrical properties of
biological tissues are influenced by factors including their morphology, physiology, and
pathological conditions[75][50].

The primary source of errors in bipolar bioimpedance systems, including typical
corneometers, relates to the electrode—electrolyte double layer introducing a contact
impedance that can significantly interfere with the measured value[76]. As measurements
are taken across a range of frequencies the detrimental effect of the contact impedance
varies significantly, especially when small electrodes and/or low frequencies are
employed[77][78].

A commonly employed method for mitigating the impact of contact impedance on
measurements involves utilizing four electrodes[78][54], [79], [80] . Referred to as tetrapolar
electrical impedance measurement (TEIM), this technique effectively reduces the adverse
effects of the double layer on the measurement. The appropriateness of the tetrapolar
approach for measuring hydration has been demonstrated in the literature [16], [26]. It is,
therefore, desirable to compare the effectiveness of tetrapolar versus bipolar hydration
measurements to assess the significance of the double layer errors in electrical sensing
methods.

Bioimpedance hydration sensing relates to the skin’s electrical properties, like permittivity
and conductivity, whose combined values vary with different water content levels. As the
measurements reflect water content only indirectly, they are expressed in arbitrary values
[26]. This reliance on electrical properties results in errors in category (ii), including decreased
sensitivity at high hydration levels, susceptibility to environmental variations, and fluctuations
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with electrolyte concentrations. These errors can be minimised by sensing water content
directly, which can be made possible through optical sensing based on the capability to
directly detect water-related bands present within the spectral response[26].

The ex vivo investigation involved employing the desorption of porcine skin over a 6h duration
at room temperature, with measurements taken at fixed intervals. Furthermore, an in vivo
indicative study was conducted to ascertain the sensors’ accuracy when applied to human
skin by examining their raw outputs, considering various affecting parameters. Analysis of
both methodologies facilitated comprehensive insights into the efficacy and advantages of
employing multi-modal approaches for skin hydration measurement with a focus on
optimizing the bioimpedance system to potentially eliminate the aforementioned errors of
corneometer.

3.1 Design and development of Bioimpedance measurement system.

The block diagram of the bioimpedance magnitude measurement system designed and used
in this experiment is shown in Figure 3.1. It consists of an AC current generation stage
connected to a pair of current-injecting electrodes and an impedance magnitude
measurement stage connected to a separate pair of voltage-measuring electrodes. Both the
current injection and voltage measurement electrodes are typically a conductivity sensorin a
tetrapolar configuration shown in Fig3.2a. The current injection comprises a Howland current
source (U1l). The measurement stage consists of the blocks U2-U4, comprised of an
instrumentation amplifier, an active full-wave precision rectifier, and an active second-order
low-pass filter. Full details of the set-up is shown in Fig.3.3.

L= Iypsin(wt)
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Figure 3. 1 Bioimpedance Measuring system based on Magnitude detection[58]
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The component U1 is a mirrored-enhanced Howland current source (MEHCS), allowing for a
fully floating load, this is further discussed in Chapter 4 in great detail. The output current
flowing through the load impedance |Z| of the biological sample under test is

Lout = 9mVin (3.1)
_ Vixm
12l = o =& (3.2)

Where A4, is the gain of the instrumentation amplifier, g,, is the transconductance of the
current source. U2 is the instrumentation amplifier measuring the resulting voltage across the
porcine skin.

The instrumentation was connected to a commercially available [81], tetrapolar conductivity
sensor featuring electrodes shown in Figure 3.2a, specified for a frequency range of 100 Hz to
10 kHz.

\-
4,
A
\x

Figure 3.2a. Measuring tetrapolar sensor used in the experiment[81]
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Figure 3. 2b The experimental set -up for multimodal experimental skin assessment [81].

The current injection electrodes (Ei14) were spaced 3 mm apart, whereas the voltage
measurement electrodes (E2,3) were positioned with a 2 mm separation. Theoretically, the
penetration depth is approximately equal to half the inter-electrode distance[23]; thus, the
approximate sensing depth was 1.5 mm. Given that the average skin thickness is less than 6
mm [82], [83], [84], this sensor predominantly covered the top layers of the skin.

3.2 Design and Development of the Optical Sensor.

A multi-wavelength optical sensor was designed and developed, comprising 4 LED
wavelengths and a single central photodiode. The photodiode employed in this experimental
configuration was the LAPD-09-17-LCC, a photodetector with a large surface area based on
InGaAs (indium gallium arsenide) semiconductor technology. InGaAs sensors are known to
have high sensitivity and responsiveness within the wavelength range spanning 900 nm to
1700 nm, appropriate for the LEDs selected.

The selected light-emitting diodes (LEDs) were within the near-infrared wavelength range,
i.e., 975 nm, 1050 nm, 1300 nm, and 1450 nm, each equipped with a dome lens. Among these,
the 1050nm LED was characterized as the reference wavelength due to its minimal
interference from water absorption bands at that specific wavelength [85].

A 3D-printed casing enclosure was created to surround the printed circuit board (PCB)
comprising the optical sensor in order to provide a consistent spacing for an optical window
whilst permitting minimization of the occlusion effects due to direct skin contact. The optical
window utilized was a Raman-grade calcium fluoride (CaF2) window, permitting near-infrared
wavelengths to pass through without significant absorption [86]. Watch straps were attached
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to the PCB casing to allow the sensor to be used as a wearable device on the wrist. The final
wearable optical sensor and the 3D-printed casing can be seen in Figure 3.3.

ZenPPG

AICP Manitor (Custom-madt devicel
t

EXCLUSIVELY FOR CLINICAL INVESTIGATION

Figure 3. 3 Optical wearable sensor connected to the ZenPPG processing system.

The developed optical sensor was interfaced with a processing unit named ZenPPG[87]. This
ZenPPG system encompasses essential components for producing the output signals,
including a transimpedance amplifier circuit for converting the photodiode’s output current
into a corresponding voltage signal, current sources responsible for supplying power to the
LEDs in a multiplexed manner, and a composite board structure housing a microcontroller,
along with power distribution components. The output of the ZenPPG processing system was
connected to a computer via a data acquisition card (DAQ) (NI USB-6212), facilitating data
pre-processing and a graphical representation of the results using LabVIEW software.

3.3 Ex_vivo measurements using Bioimpedance and Optics.

A sample of porcine skin was secured and cut to remove any extraneous adipose or
connective tissue. The skin sample had a thickness of 3 mm, consisting of the skin layer and a
thin layer of fat. In order to establish optimal hydration, the sample was placed in a humidity
chamber set at a controlled relative humidity (RH) of 90%, with the temperature maintained
at 25 °C over a duration of 12hrs. Porcine skin is a suitable model for testing skin hydration
measurement devices due to its high similarity to human skin in terms of optical properties
and tissue layer composition. It offers reproducibility and consistency, making it appropriate
for use in controlled ex vivo experiments[88].

Once the sample had achieved its augmented hydration level, it was placed directly onto an
analytical scale, where its initial gravimetric measurement was recorded. In the initial 120 min
of the experiment, porcine skin bioimpedance measurements from bipolar and tetrapolar
electrode configurations were taken, as shown in Figures 3.4 and 3.5, respectively, where
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data recorded at 20 min intervals are indicated by the markers and a spline interpolant was
used to generate the data trend traces. Measurements were carried out for frequencies of 1
kHz, 5 kHz, and 10 kHz. The selection of frequencies was influenced by the bandwidth
constraints of the conductivity sensor and the impedance system and were lower than the
typical maximum bandwidth of corneometers (about 0.9—1.2 MHz), but within range of the
lower end of their reported bandwidth [89][90] making the chosen values relevant.

As anticipated, in all cases, impedance increased over time, reflecting transepidermal water
loss from the surface of the porcine skin. The impedance values at 5 kHz and 10 kHz were
lower, which was attributed to the decreased reactance of the tissue’s reactive impedance
component at higher frequencies. Notably, the bipolar configuration (denoted as B in the
legend) exhibited higher impedance baseline values compared to the tetrapolar
measurements (denoted as T), indicating the influence of electrode/electrolyte interface
impedance. The impedance variation over the course of the experiments seemed more
pronounced in the tetrapolar results.

The overall impedance variation in each case was better illustrated through the plotting of
the percentage impedance magnitude increase, shown in Figure.3.6 and 3.7. for the bipolar
and tetrapolar configurations, respectively. The percentage increase for each data set was
calculated using the formula in Eq. (3.3):

Final Value—Starting Value

x 100 3.3

Percentage Increase = ,
Starting Value

A percentage increase of >21% in impedance magnitude was observed in both cases of
electrode configuration as can be seen in Figure.3.6 and Figure.3.7. However, the bipolar
configuration exhibited a lower percentage increase in impedance at lower frequencies. This
can be attributed to the domination of electrode to electrolyte effect of bipolar configuration
which is more pronounced at lower frequencies[63].
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Impedance magnitude vs time
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Figure 3. 4 Impedance magnitude vs. time for bipolar electrode configuration.
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Figure 3. 5 Impedance magnitude vs. time for tetrapolar electrode configuration
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Figure 3. 6 Percentage increase in impedance magnitude for bipolar electrode configuration
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Figure 3. 7 Percentage increase in impedance magnitude for tetrapolar electrode configuration
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At the same time, measurements were recorded with the optics sensor probe however for
6hrs. An upward-sloping correlation was evident in the voltage measurements over the total
experimental duration. This was consistently observable across all four distinct wavelengths,
with the least perceptible variation recorded at 1050 nm, indicating a 0.02 V increment, while
the most significant alteration was at 1450 nm, reflecting a pronounced 0.15 V increase, and,
thus, an increased rate of change. This is consistent with the established literature, which
suggests the presence of a distinct and significant water absorption peak at 1450 nm[91]. This
is illustrated in Figure 3.8.
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Figure 3. 8 Raw voltage output from optical sensor for selected LED wavelengths

Furthermore, the Corneometer was used to assess the hydration status of the porcine skin
sample at the start and end of the experiment. Hydration results from Corneometer furthers
validates the bioimpedance measurements with result shown in Figure 3.9. It can be
observed from Figure 3.9 that average hydration index before the desorption test and ideally
wet porcine skin was more than that observed after the desorption, further confirming the
results obtained in the experiment.
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Corneometer Readings of Wet and Dry Porcine Skin in
the Ex Vivo Experiment
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Figure 3. 9 Corneometer output readings for porcine skin sample (a) before and (b) after the ex vivo desorption experiment

3.4 In-Vivo Experiment.

The in vivo indicative case study was an investigation aimed at further validating the efficacy
of the developed bioimpedance measurement system when applied to human skin. Two
conditions were examined on the forearms of the participants: dry skin (baseline) and damp
skin (simulating external influences and changes in water content). Bioimpedance
measurements were performed at 1 kHz, while optical sensor measurements were also taken
at the wavelength of 1450 nm.

The introduction of ionized water on the skin resulted in a reduction in the measured
impedance magnitude. This can be attributed to the substantial influence of dissolved ions on
the electrical conductivity of water, providing it with the capacity to conduct electricity. The
anticipated decrease in impedance magnitude when ionized water is applied to the skin
aligned with corneometer measurements, indicating an increase in hydration levels following
water application. Trends observed from the optical sensor output presented a decline in
measured voltage with increased hydration, analogous to the bioimpedance sensor.

Figure.3.10 presents a bar chart illustrating measurements from the three systems. Notably,
under dry skin conditions, bioimpedance measurements was adopted here and it displayed a
higher impedance value for dry skin than for damp skin, which was attributed to decreased
ionic presence on the skin surface due to reduced water content. Corneometer values were
higher for damp skin than dry skin, as anticipated due to increased capacitance resulting from
elevated water levels on the skin surface. Optical measurements exhibited higher reflected
voltage for dry skin compared to damp skin, indicating reduced light absorption.
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In Vivo Results - Comparison of Techniques in
Different Conditions
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Figure 3. 10 Comparison of outputs from all techniques for in vivo experiment. Bioimpedance measurement here is
Tetrapolar

3.5 Conclusion on Chapter 3.

This chapter presents an analysis of skin hydration measurements using bioimpedance,
validated through experimental testing alongside an optical sensor. The results from both
methods were compared with the Corneometer, the gold standard for hydration
measurement. Findings indicate that bioimpedance demonstrates greater sensitivity to
hydration changes and better dynamic range than the optical sensor.

A hybrid measurement approach, combining the strengths of both bioimpedance and optical
sensors, holds promise for an improved hydration monitoring system. Increasing the scanning
frequency of bioimpedance beyond the range of the Corneometer could enhance depth
profiling and measurement accuracy. Furthermore, adopting a multifrequency bioimpedance
approach would enable hydration assessment at various skin depths, creating a detailed
hydration profile across skin layers.

Also, the bandwidth limitation of the bioimpedance circuit used for this experiment further
restricts the ability to scan deeper layers of the skin. This highlights the need for a system
capable of scanning at higher frequencies to achieve effective skin depth profiling while
maintaining accuracy.

Chapter 4 will explore bioimpedance instrumentation in greater depth, providing a
mathematical analysis to identify potential error sources and discussing strategies to optimize
both measurement accuracy and bandwidth.
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Chapter 4
Bioimpedance instrumentation (Drive Circuit).

Determining the transfer impedance of a biological material requires injecting a
predetermined low-amplitude constant current. As previously noted, this is typically < 0.5 mA
for low-frequency tissue applications (ideally below 5 kHz)[1], and < 1mA for higher
frequency tissue applications, above the aforementioned frequency [2]. The resulting voltage
is then measured, and the impedance values are derived using Ohm’s law. Voltage sources
can also be used, however current sources are preferred due to being a safer procedure[59].
Most bioimpedance systems use a Voltage-Controlled Current Source (VCCS) that converts a
sinusoidal voltage (Vi) into a current (/out) with theoretically infinite output impedance (Zout).
This high impedance ensures that the current magnitude remains constant and is unaffected
by variations in the load impedance. Figure.4.1 illustrates the ideal equivalent circuit model
of VCCS, with injection electrodes Ze1 and Z.; delivering constant current into a load Z,.

VCCS

S<
‘/
|+

Figure 4. 1 equivalent circuit model of VCCS [92].

Further analysing the circuit in Figure 4.1, the total impedance Zotqa is a parallel combination
of output impedance and the series combination of the electrode impedances and the load

impedance. I}, is the leakage current through the output impedance of the current which
ideally should be zero if Z,, is infinite.

1 1 1
S WS S (4.1)
Ztotal Zo Zert ZL+ Zep
Zert+ Z1+ Zpy
I = < 4.2
leak out Zo+ (Zer+ ZL+ Zep) ( )
Z
I, =1 0 4.3
L™ Toul Zo4 (Zer+ 21+ Zeo) (4.3)

With Z, approaching infinity
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Lo >>Zp1+ Z + Zoy (4.4)

Zert Z1+ Zoy

Ileak ~ Iout Zo (4-5)

Ligar = 0 (4.6)
Zo

I, = IoutZ = lout (4.7)

It can be seen from the analytical equation from eq.4.1 to eq.4.7 that the output current
I,,t equals the current flowing through the load with infinite Z,.

4.1 Howland Current Source (HCS).

The Howland current source is widely used in designing current sources due to its
bidirectional output, relatively high output impedance, and stability[93]. Figure 4.2 below
shows the basic configuration of Howland current source.

=

Figure 4. 2 Basic Howland current source (BHCS) [92].
Analysing, Figure 4.2

Assuming V, = 1,

v, = Yok 48

Assuming that the resistors are perfectly matchedi.e Ry = R, = R; = R,

Vo= Vp= 2 4.9

[, = linle 4.10
Ry

[, = % ta 4.11
Ry

IO‘U_tZ M + u 4'12



Substituting forV, ineq.4.12

Vo
Vin—~"

Tout= — 2+ = 4.13

Since R; = R,, R, could be substituted for R;

|4 \4
Vin= 5" Vo=
+ 4.14
Ry Ry

Current through the load
lout= 2= 11

4.15

Following the assumptions:

If Vip =1V

Ry = R, = R; = R, =50KQ
R, = 10KQ

out= 72 = 20pA

Vo= Iou« Ry = 1V for R = 50KQ.
Following eq.4.9,2 xV, = V,
V, =2V.

One of the main drawbacks of basic Howland current source as shown in Figure 4.2 is
inefficiency and especially when driving a high load. Voltage output of basic Howland current
source is dependent on the load and, as such, as the load increases, the op amp output voltage
increases and might have the op amp output saturated, more power is wasted unlike EHCS.
Additionally, the Enhanced Howland current source is capable of driving more current into
the load, as demonstrated in the analysis below.
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Figure 4. 3 Enhanced Howland current source (EHCS) [92].

In the Enhanced Howland current source as shown in Figure 4.3, it can be observed that the
positive feedback resistor R2 was split into R2a and R2b and the transconductance
determined by R2b. As such, the ratio of the feedback resistors becomes (R3/R4) =
(R1/R2a+R2b) instead of (R3/R4) = (R1/R2) as in the case of BHCS. Op amp output voltage in
EHCS is independent of the voltage across the load. This can further be exemplified below.

If the resistors are perfectly matched i.e
R3 = R4,and Rl = RZa + RZb 4.16
Recall thatineq.49 V, = V}, = %

Assuming that V, = V,, as specified in eq.4.9, current through R; and R2,

[, = —ln 4.17
current through R2,,
L= 2 4.18

Rzp

v v,

loyi= = L+ I, = T 2 4.19
out= 1t b Ri+ Rzq R2p
Recall thatineq.4.9 V, = 2V,
V,= 2V, =21, x Ry, (I, = I, for avirtual grnd reference now at V;) 4.20
Substituting for I; in eq.4.20

Ry+ Ragq

Substituting for I/, in eq. 4.18
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2+Vin*Raq

I, =
2
Rap(R1+ R2q)

4.22

Vin 2xVin*Raq

423
Ri+Rzqa  Ryp(Ri+ Rzq)

lowe = L+ L=

_ (Vin*Rap)+(2+Vin* Raq)
four = Ryp(R1+ R2q) 4.24

Substituting R; — Ry, = Ry, of eq. 4.16 in the numerator of eq.4.24

_ Vip*x(R1— R2q)+(2+Vin* Raq)

four = Rzb(Ry+ Rza) 4.25
_ Vipx(R1+ R2q)
four = R2p(R1+ Rzq) 4.26
Lot = Zﬂ where the transconductance determined by R2b 4.27
2b
As such the transconductance gain
gm=la = L R 4.28
Vin Rzp R3
gm also depends on the feedback the ratio ff;, used and in this case
R3
Brp= Py 4.29
1-Bfp _ Ra
R 4.30
gm:ﬂ:L*R‘*_L*ﬂ 4.31

Vin Ryp Rz Rzp  PByp

Hence for the same reference voltage V;, of 1V, R; = R, =50kQ, R, =50kQ, R,, = 49kQ,
R, = 1kQ. Using eq.4.16-4.27

I,;=10.1 uA.
V, = 10.1 uA = 49kQ = 0.494V.
V,=0.989V

I, = 0.989mA

lout = 1mA

It could be seen that with exactly same parameters, Enhanced Howland could drive more
current into the load and also the operational amplifier output voltage V, was half to that
obtained in basic Howland current, as such this ensures the amplifier does not saturate and
the current source remained within its power supply compliance limits.
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Figure 4. 4 Current output of BHCS for varying resistive Loads.

Figure 4.4 shows the frequency response of BHCS for input reference volage V;,, of 1V peak,
and resistive load voltages spanning from 1KQ to 5KQ. The output current I,,; was notably
20pA agreeing with the calculations. In contrast, Figure.4.5 presents the frequency response
of the Enhanced Howland Current Source (EHCS), which demonstrates an output current of
1mA for the same load values and parameters as used in the BHCS. This indicates that, with
identical parameters, the EHCS is capable of driving a significantly higher current into the load
compared to the BHCS. As a result, the current source adapted in this project is a derivative

of EHCS.
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Figure 4. 5 Current output of EHCS for varying resistive Loads

4.2 Sources of Error with Drive Circuit (HCS)

There are many sources of errors and considerations that can potentially degrade the
performance of a Howland current source. These include non-idealities of components such
as the operational amplifiers, feedback resistors tolerances, printed circuit board layouts,
parasitic capacitances, and the op amps circuit's slew rate limitations etc.

4.2.1 Effects of Resistor Tolerance (T) on the output impedance of Howland current source.
Resistor tolerances can impactfully degrade the performance of HCS by degrading the output
impedance of the HCS following eq.4.32

7 = (Rat Re=Rap)//Rpp (=T
o 1_be +4T

4.32

Eq.4.32 indicates that the output impedance of the Howland Current Source (HCS) is directly
affected by the tolerance of the matching resistors[93]. Specifically, resistors with higher
tolerance values will result in a decreased output impedance. In contrast, resistors with very
low tolerance values will maintain a higher output impedance, thereby improving the overall
performance of the HCS. This relationship underscores the importance of selecting precision
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resistors with minimal tolerance to ensure optimal impedance characteristics and reliable
operation of the current source.

The tolerance of the resistors also leads to an imbalance between the positive and negative
inputs of the Howland Current Source (HCS), which adversely affects the Common-Mode
input voltage the circuit. As shown in Equation 4.33, the CMRR of the HCS is inversely
proportional to the tolerance of the feedback resistors. This means that as the tolerance of
the resistors increases, the CMRR decreases, resulting in reduced ability to reject common-
mode signals. Conversely, using resistors with lower tolerance enhances the CMRR, thereby
improving the system's performance in rejecting common-mode noise and maintaining signal
integrity. Therefore, selecting precision resistors with minimal tolerance is crucial for
achieving high CMRR and ensuring the accurate and stable operation of the HCS[93], [94].

CMRR =1 + i*(1+ RL) 4.33
2T Ry

4.2.2 Effects of Mismatches in the Resistor Network in the accuracy of HCS output current.

While the non-ideal behaviour such as the input offset voltages of the op amp can degrade
the performance of HCS, however mismatches in the feedback and resistor network can also
induce some error in the output current[92]. i.e if

R3 Ry
Ry Rzq+ R2p

This can induce an error term and imbalance according to eq.4.34

1-Brp
Brb

1 1
Loue = Ror * (Vin) - R_(R11b+ - R3Ib—) 4.34
2b 2b
Eq.4.34 shows that the input bias currents of the op amp and respectively I, and I;,_ could
lead to an error in the output current if there is a mismatch in the resistors.

4.2.3 Degradation of Output Impedance of HCS by Parasitic Capacitances.

The most crucial characteristic of current sources is the accuracy of their output current over
a range of frequencies[58], [95], [96], [97]. To achieve this, the output impedance must be
very high, ideally approaching infinity. However, several factors introduce parasitic
capacitance at the output, including cable capacitances, stray capacitances from VCCS and
tracks, and the sense circuit. These parasitic capacitances reduce the output impedance at
higher frequencies and resulting in a decay of the current source's performance.

While some of the sources of errors of Howland current source can be mitigated with
appropriate component selection, the decay in output impedance of a HCS is often due to
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multiple factors, many of which can be beyond the designer's control. This has led to the
development of various HCS variants aimed at improving output impedance.

Figure 4. 6 Block diagram of VCCS with the parasitic capacitances C1, C2 and C3 C3 [1].
Analysing the circuit in Figure 4.6
XC, //XC; = (C; + C3) = C.py forfrequencies >>1MHz 4.35

As such electrode contact impedances Z.1, Ze2 and Z; will not to taken into account when
accounting for the output impedance in this calculation.

Zo % XCy

ZO//XC2 = m 4.36
Zo
Z,//XCy = 24— 4.37
Zo+._
jwCz
Zo
jwC
Zo/1XC; = zoacm 4.38
jwCz
Z,//XC, = —22 4.39
0 27 ZpjwCy+1 :
XCom = — XC, = — 4.40
M wCem 2 jwCqiry '
Total output Impedance Z,; (i.e Z,with the reactance of the parasitic capacitances)
z 1
Zop = —= . 4.41
ZojwCqirr+1 jwCem
Zo
_ (Zoijd-ff+1)jwccm
ZOT - ZijCCT:l +Zoijdiff+1 4'42
jwCem(ZoiwCqiff+1)
z
ZOT = ° 4.43

ZojwCem +Z0jwcdiff+1
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From the eq.4.43, at high frequencies, Z,r approaches zero and at very low frequencies,
Zor = Z,.

4.3 Output impedance compensation of HCS

There have been several modifications and variants of EHCS in bid to improve the output
impedance of the HCS and as such improve the accuracy. Some of which are the buffered
feedback topology, negative impedance converter, generalised impedance converter,
mirrored enhanced Howland current source.

4.3.1 Buffered feedback Topology

qcy

Figure 4. 7 Buffered feedback topology for HCS [98]

In the buffered feedback topology as shown in Figure 4.7, the buffer configured in the
feedback path maintained a virtual ground point at the inputs. Effectively increasing the
impedance in the positive feedback loop of the current source that otherwise would have
caused instability if this was to be done by the using large values of resistors [93]. Following
equation 4.44 Click or tap here to enter text..

Zy = (Rap//(Ry + Ryq — R2p))(1 + ABysp) 4.44

Where A is the open loop gain of the op. amp. Thus, it can be seen that with increase in the
positive resistance R,,, the output impedance increases.

4.3.2 Negative Impedance Converter (NIC).

The NIC circuit as shown in Figure 4.7 utilizes positive feedback through the capacitor Cn to
counter the current flowing into the output parasitic capacitances of the current source. By
injecting a current that is 180 degrees out of phase and equal in magnitude to the current
flowing into the output parasitic capacitance, the net current flow is effectively reduced to
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zero. This cancellation increases the output impedance of the current source, enhancing its
performance by mitigating the effects of parasitic capacitance.

R4
R
> F—————————- |
| |
L o | Ch NIC |
R s | — |
= ! R2a : :
| |
| Vin 'Vout |
o | _ |
= | |
L L R |
- | 2R1n I
| |
| = |
I |
Figure 4. 8 EHCS with negative impedance converter [98]
Further analysing Figure 4.8,
Ran
Vour = (1+ 22)V; 4.45
Rin

Current flowing through the feedback capacitor C,, = I,

I _ Vin— Vout
n=———

~ where Z. is the impedance due to the feedback capacitor C, 4.46

Vin—(1+ %)Vin

I = ———— 4.47
Ron
Vin (1-1-321
I, = (Z—R“l) 4.48
Ipe — 22y Jin 4.49
Rin Zc
Vin
ZNCC = ? 4.50
Vin
Znece = Ry Vi 4.51
“Rin Zc
Inee = —Smy 7 4.52
NCC T T c .

2n

For R,,, = R, the input impedance of the converter thus appears as negative impedance
due negative capacitance reactance[99].

ZNCC = — ZC 4,53
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4.3.3 Mirrored Enhanced Howland Current Source (MEHCS)

The Mirrored Enhanced Howland Current Source is another topology that achieves
symmetrical current generation by connecting two Enhanced Howland Current Sources
(EHCS) with opposite polarities in series. This configuration is designed to generate both
sourcing and sinking currents, resulting in differential voltages across the load.

One of the primary advantages of the MEHCS topology is that it facilitates a truly floating
load, meaning the load is electrically isolated from the ground. However, a notable
consideration in this design is the effect of the combined output impedances of the individual
EHCS units. Since the output impedances of the two EHCS are connected in series, they sum
up, effectively increasing the total output impedance that the load experiences.

R4
R
V\R —_—
>
_’\é\/\,—" §
! R2a
L AN——————¢
; Ry 32
'R B S -1
L Ry
[
LI +
L Llawn—s / o |
| R gg |
o R2a |
| ___ Mirrored part !

Figure 4. 9 Mirrored Enhanced Howland Current Source (MEHCS) [97]

4.3.4 Generalised impedance converter (GIC).

The GIC-based topology employs two operational amplifiers and five adjustable impedances,
configured to provide either a frequency-dependent negative resistance or an inductive
behaviour. To cancel the parasitic capacitances at the output of the Current Source, the
inductive behaviour of the GIC is preferred. When the reactance of the parasitic capacitance
matches the reactance of the GIC-generated inductance, the net current flow becomes zero,
resulting in a high impedance at the output of the current source. Figure4.10 shows the
diagram of GIC based HCS topology.
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Figure 4. 10 EHCS with GIC for output impedance improvement [98].
Analysing Figure 4.10

V, = I,Zs 4.54
V, = linZin 4.55

Where Z;,, is the input impedance of GIC

Vo= Vo= Iilin = 12, 4.56
_ LinZy
I, = 7 4.57
V=V, =15 =1,Z, 4.58
I, = 2% 4.59
Zy

Substituting equation 4.57 in equation 4.59

I;nZ1 Z
I, = Anl 3 4.60
Zy  Zy

Substituting eq.4.54 and eq.4.55 in eq.4.60

Vo _ Z3 Z1 Vg

=5 4 4.61
Z] Zy Zp Zip
_ 212375
Zin = 222 4.62
Assuming Zy = Ry,Z; = Ry, Z3 = Ry, Z4 = ——,Zs = Rs
4
RyR3Rs—
113 Y.
Zip = —2 4.63
2
[ = PaRsRsCa 4.64
Rz

The output impedances of the Howland current source and the variants is shown in Figure
4.11.
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Figure 4. 11 Output impedances of EHCS and the corresponding variants.

To measure the output impedances, the input of the current sources was shorted to ground
and an ideal current source was connected at the output and a constant current amplitude of
1mA was injected at the output of the current sources and the output impedances were
calculated following equation 4.65-4.66

linj*Z1,

L= Iz 4.65

IZo - Iinj - IZL

linj.Z1,
Z, = (+) 4.66
° Uinj—IzL)ZL

While NIC and GIC presented with the highest amplitude in output impedance, it could be
seen that GIC only has effect on a specified frequency and a change in frequency would need
recalculation of the components used. In this case, the output capacitance of interest to
cancel was approximately 17pF, and for a centre frequency of 3kHz gives reactive impedance
of 3.6MQ, while for the respective values of R, = R; = Rz = 100kQ, C4 = 100pF,R, =
600Q gives reactive impedance of 3.14MQ. Thus, by matching the parasitic impedance due
to parasitic capacitances of the current sources to the impedance due to the inductive
behaviour of the GIC, output impedance is improved at the frequency of interest. While most
bioimpedance designers concentrate on enhancing the output impedance of the EHCS to
improve bandwidth, limitations persist in various topologies. For instance, GIC topologies are
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frequency-dependent, and NIC topologies are influenced by the parasitic capacitance of
components like electrodes and operational amplifiers. These factors often require
recalibration when component characteristics change. The work presented here explores
alternative methods to maintain the accuracy of current output amplitude without the need
to further increase the output impedance.

4.4 The sense Circuit.

The voltage measured between two electrodes placed on tissue primarily depends on the
injected current and the electrical properties of the tissue. Although various topologies exist
for bioimpedance measurement systems, they all incorporate a voltage-sensing amplifier to
detect the voltage drop caused by the tissue's impedance. Among these, the three op-amp
instrumentation amplifier is widely utilized in the front-end of bioimpedance voltage sensing
due to its high input impedance, which is achieved through its dual pre-amplifier stages.
Additionally, this configuration is highly effective in minimizing common-mode voltage.

4.4.1 Instrumentation Amplifier

Figure 4. 12 schematic diagram of instrumentation amplifier

In Figure 4.12 V; and V, are connected to the electrodes which are placed on the
subject/tissue and for a common mode signal at both inputs, the net current flow though the
gain setting resistors R;43 R;44 and R, 43 is zero and hence, no amplification. Since no current
flows throughR;,3 (and, therefore, through both R2 resistors, amplifiers U; and U, will
operate as unity-gain followers (buffers). Since the input voltage at the outputs of
amplifiers U; and U, appears differentially across the three-resistor network, the differential
gain of the circuit can be varied by just changing the value of R;4.

The voltage output from the differential op-amp U3 which is a subtractor, is simply the
difference between its two inputs ( V; —V,) and which is amplified by the gain of A3 can also
unity, (assuming thatR;4; = R;4,). Then we have a general expression for overall voltage gain
of the instrumentation amplifier circuit as:

V= (V, — V) [1 + ”ﬂ] (Faz) 4.67

Rjag Rja1
4.4.2 Common Sources of Errors in Instrumentation Amplifiers
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The performance and the measurement accuracy of the instrumentation amplifiers could be
notably affected by their common sources of errors, some of which are:

4.4.3 Measurement Electrode Impedance mismatch.

Ideally, the common-mode gain of the pre-amplifiers should be zero. To work out the
common mode gain, let’s assume that there is only a common mode DC voltage of V,,
present at the inputs, i.e., V; =V, =V_,,,=5V. As there is no voltage drop across the gain setting
resistor R;4g4, the voltage on the outputs of each of the amplifiers, U1 and U2, should ideally
be equal to V.,,,. However, Instrumentation amplifiers are not perfect and undesired signals
are also amplified due to incomplete rejection of common-mode signals, and an undesired
component due to electrode impedance imbalance.

Common mode rejection errors of the instrumentation amplifier were tested with and
without electrode impedance (Z,.; and Z,,) imbalance connecting to the input of the buffers,
Ul and U2. In the first instance where Z,; = Z,, =10kQ, in the second instance where
Ze1=10kQ and Zg; = 5kQ. Rjaq1 = Rpap = Rjpz = 1KQ, Ry = 100k(, Vem =5V and
connected as in Figure.4.13 with simulations in LT_Spice.

Figure 4. 13 Schematic diagram of instrumentation amplifier with common mode inputs

Figure 4.14 demonstrates that a SPICE simulation of an imbalance in electrode impedance can
degrade the common mode rejection of the instrumentation amplifier, leading to the
conversion of common-mode signals into differential signals, which then appear at the
output. The Figure also shows that when the electrode impedances are equal, the common-
mode voltage at the output of the instrumentation amplifier is significantly reduced to 390uV,
compared to 3.41mV when the impedances are unequal. This disparity can pose challenges
in biosensing applications. However, techniques such as using a tetrapolar electrode
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configurations, implementing a high-pass filter at the pre-amplification stage, and employing
FET-input stage op-amps can mitigate these effects

Effects of electrode impedance imbalance on the
5 «10*common mode rejection of instrumentation amplifier

4,

3.5

3k
g - = IZe1=Ze1
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Figure 4. 14 Effects of electrode impedance on common mode signals rejection of the IA.

4.4.4 Effects of mismatches in the Sense circuit differential amplifier feedback resistors.

In addition to the impedance mismatch at the electrodes, mismatches in the differential
amplifier feedback resistors R;4; and and R;4, can also degrade the common-mode
rejection ratio (CMRR) of the instrumentation amplifier, as described by equation 4.68.

4.68

CMRR = 20L0g( gain100 )

%mismatch

This can be mitigated by using application-specific integrated circuit (ASIC) instrumentation
amplifiers, where the resistors are laser-trimmed for precise matching.
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4.4.5 Effects of Input and Output Capacitances of Instrumentation Amplifiers.

Figure 4. 15 Schematic diagram of instrumentation amplifier showing input and output parasitic capacitances.

The input and output parasitic capacitances can significantly degrade the performance of an
instrumentation amplifier. These stray capacitances often arise in leads, switches, input
capacitors, and PCB traces, with a substantial portion occurring between the traces that
connect the circuit components. These parasitic capacitances also introduce erroneous phase
shifts to the measurement output (V,.4s), Mmaking the accuracy of the output frequency-
dependent. Although methods such as incorporating a load in the loop [1] have been
employed to minimize stray capacitances, they restrict the current source to a grounded load.
Proper PCB layout techniques can also mitigate these effects, but they may sometimes be
beyond the designer's control. Designs covered in this work also aims to develop a system
that significantly reduces the phase shift effects of these stray capacitances on
measurements.

4.5 Bioimpedance measurement system

There are several types of impedance measurement systems ranging from Inductance,
Resistance, and Capacitance (LRC) meters, Bridges, Network Analysers, Impedance Analysers
[51]. However, the work done here had focused on the most commonly adopted system for
bio-impedance measurements, namely Synchronous demodulation(SD), Synchronous
sampling(SS), and Magnitude and phase system(MP).
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Figure 4. 16 System-level block diagram of the three designs: SD, MP and SS systems [58], [59]

In Figure 4.16, all three systems connect to the load through an instrumentation amplifier
that would be included in each system and the signal is provided by a voltage-controlled
current source (VCCS) driven by a signal generator which also produces unity amplitude
sinusoids at 0° and 90° phase shifts. The known amplitude of the injected current is used in
post processing to derive the exact value of the unknown load magnitude. Details about the
functions of the various systems will be explained in their subsequent circuit diagrams.
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4.5.1 Synchronous demodulation bioimpedance system and analysis.
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Figure 4. 17 Synchronous demodulation system.

Figure 4.17 illustrates the synchronous demodulation system for bioimpedance measurement
designed and implemented in this work. The synchronous demodulation method for
bioelectrical impedance measurement utilizes the principles of lock-in amplifiers. This
approach involves multiplying two sine waves: one is the signal carrying the resultant voltage
measurement from the current injection and the other is a reference signal with a chosen
frequency and phase. In this topology, a voltage-controlled MEHCS injects a constant
alternating current of fixed amplitude into the tissue through a pair of electrodes. The
resultant potential across another pair of measurement electrodes, measured by the
instrumentation amplifier, is multiplied by a signal in phase with the injected current. The
output is then filtered by a low-pass filter to obtain the DC component, which corresponds to
the real part V{RE}. Similarly, a reference signal that is phase-shifted by 90 degrees is used to
multiply the resultant voltage to obtain the imaginary part of the signal V{IM}. Equations 4.69
to 4.88 further described the process.

The injected current into the biological tissue
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i,sin(wt) 4.69
Resultant measured voltage across the tissue is
Vmeas = AploZyxsSin(wt — @) 4.70

To further extract the impedance data from v,,,.,5, demodulation signals are utilized. These
include the in-phase lock in signals (v_g) and the quadrature sinusoidal signal v 9o defined as:

V_o = vpsin (wt) 4.71
Vg9 = Vpsin (wt + 90°) 4.72

In phase multiplier output can further be analyzed as

Viuitodeg = Avlo ZxSin(wt — @) * vysin (wt) 4.73
sin(wt — @) * sin (wt) = % [cos((wt — ) — wt) — cos((wt — @) + wt) | 4.74
sin(wt — @) * sin(wt) = %[cos(—q)) — cos(Rwt — @)] 4.75

Substituting back the constants,
Umuitodeg = Ayigzy sin(wt — @) * vy sin(wt) =

% Aioz,vp[cos(—@) — cos(Rwt — ¢)] 4.76

1 ,
Umuitodeg = EAULOZx [COS(—(p) - COS(Zwt - (P)] 4.77

Ignoring the right-hand frequency components, as would be eliminated by the low pass filter,
as such, the DC signal that would appear at the output would be.

loAvZxVo

VLPFygeq = Tcos(q)) 4.78

Hence the Real part of the impedance {RE}

2+VLPFogeg

Re{Z} = 4.79

igAyvg

Similarly, the quadrature demodulation procedure involves multiplying vp,eq5 by v o9, yielding
the output of quadrature multiplier (V1900 )-

Viuitooe = ApigZeSin(wt — @) * vysin (wt + 90°) 4.80
sin (wt + 90°) = coswt 4.81
Viuitooe = AploZysin(wt — @) * vy(coswt) 4.82
sin(wt — @) * (coswt) = %[sin((wt — @)+ wt) + sin((wt — @) — a)t) ] 4.83
sin(wt — @) * (coswt) = %[sin(Za)t — @) — sin(p)] 4.84
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Substituting back the constants,

Viuirooe = AploZy Sin(wt — @) * vy cos(wt) =

%Aviozxvo [sinQRwt — @) — sin(¢)] 4.85
1, . . .

Vmultooe = EAvlozxvo [sinRwt — ¢) — sin(¢)] 4.86

Ignoring the right-hand frequency components, as would be eliminated by the low pass filter,
the DC signal that would appear at the output would be.

VLPFagqeq = 22220 sin(—¢) 4.87
Im{Z} = % 4.88

Figure 4.18 below presents the experimental data, showcasing the outputs from different
circuit stages within the synchronous demodulation system for bioimpedance measurement.

1&Q Demodulation signals and Vmeas Vs Time
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Figure 4. 18 Demodulation signals and Vpmeqs as a function of Time.

Figure 4.18 illustrates a graphical plot of the I&Q demodulation signals of the synchronous
demodulation system for a constant current of 1mA across a 5kQ resistive load. The resultant
measured voltage of 5V is then multiplied by the in-phase and 90-degree modulation signals
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of 1V peak amplitude to yield the corresponding real (V{RE}) and imaginary (V{IM})
components, as illustrated in Figure 4.19.
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Figure 4. 19 Multiplier and low pass filter outputs for 5V peak of Vmeas at no phase shift

The results presented in Figure 4.19 show that, with a multiplier scale factor of 10 and a purely
resistive 5 kQ load, the voltage output of the filter corresponding to the real part of the
impedance (V{RE}) is approximately 250 mV. This represents the average DC output of the
multiplier. As expected for a purely resistive load, the imaginary component (V{IM}) is ideally
zero, although minor offsets exist due to system nonidealities.

4.5.1a Potential Sources of error of SD system.

» Phase shift between VCCS and the measurement Instrumentation Amplifier: The
phase shift introduced by the current driver due to factors such as parasitic output
capacitance of VCCS, is a significant source of error reported in the literature for
synchronous demodulation systems [43]. These errors become more pronounced at
higher frequencies, leading to a degradation output impedance and hence
measurement accuracy.

» DC offsets of the filter: Errors in form of dc offsets from Low pass filter could also
exist in the measurement.
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Figure 4. 20 Synchronous Sampling system implemented in this work
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4.6 Synchronous Sampling system and analysis:

Another popular system for measuring the bioelectrical impedance of tissue is synchronous
sampling. In this approach, the signal is sampled at points where the injected signal peaks and
crosses zero, allowing for the determination of the real and imaginary components of the
tissue impedance[100]. Unlike synchronous detection, which locks onto a specific input signal
frequency, synchronous sampling can utilize a band-pass filter to mitigate unwanted signals,
in multifrequency measurements[59]. Figure 4.20 is the schematic of the synchronous
sampling circuit designed and implemented in this work.

In the implementation shown in Figure 4.20, the reference signal Vin is multiplied by itself
using the AD633 multiplier [U4], effectively doubling the frequency and adding a DC offset.
The output of the multiplier is then AC-coupled through a high-pass filter with a cut off
frequency more than 10 times less than the doubled frequency to minimize any impact of the
filter on the phase and amplitude of the measured signal. The signal, now free of DC
components, is squared by the AD8561 comparator [U5] and fed into a D-type flip-flop
composed of [U6] and [U7], generating 0° and 90° phase-shifted square wave pulses relative
to Vin at the same frequency as the reference signal Vin. These 0° and 90° phase-shifted pulses
are fed to inputs of monostable circuits [U8] and [U9] to further generate sharp pulses of
approximately 3 us, corresponding to the zero crossing and peak pulses of the reference signal
Vin . These timing pulses are used to trigger sample and hold circuits [U10] and [U11], thereby
sampling the measured signal V.45 - The resulting outputs of the sample and hold circuitry
corresponds to the real and imaginary components of the measured impedance. This process
is described in detail in Equations 4.89-4.97.

Recall
Vmeas = AploZesin(wt — @) 4.89

A sample of v, at the zero crossing of the reference signal Vinat t = 0 gives

V{IM},s = A,igz,sin(wt) cos(p) — A,igz,.cos(wt)sin(p) 4.90

V{IM}¢s = Ayipz,sin(0) cos(p) — Ayipz,cos(0) sin(p) 4,91

V{IM}ss = — A,igz,Sing 4.92

V{IM}ss .

m = — Z,Slngy

(IM}g; = —z,sinp = s 4.93
vto

Hence, a sample of v, taken att = 0 vyields the imaginary part of the impedance.

The Real part of the impedance value is also derived from sampling v,,,.4s at the peak of the
reference signal Vinat t = g
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Figure 4. 21. SS system graphs showing the peak detector pulse, the sampled Vmeas data and the Vmeas for a purely

resistive load of 5kQ for an injected current of ImA.
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The data in Figure 4.21 illustrates the results obtained from a sample of Vmeas data for a
resistive load of 5 kQ. One of the outputs from the D-type flip-flop is displayed as a square
wave, which is phase-shifted by 90 degrees relative to the reference signal Vin. This phase-
shifted output is used to generate a trigger pulse for the monostable circuit, which in turn
produces the pulse used by the peak detector sampling. The resulting peak detector pulse is
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observed in the diagram. Additionally, the Sample-and-Hold (S/H) output (VREss) accurately
reflects the peak amplitude of the measured data, confirming the expected 5V output.

The trigger pulses obtained at 100kHz is further shown in Figure.4.22.

Vin, peak and zero crossing pulse vs Time.

5 T

\

in

Pk.det pulse
zero cross pulse

Time(s) «107°

Figure 4. 22 Sampling pulses of synchronous sampling at 100kHz

4.6.1a Potential Sources of errors in Synchronous Sampling System.

> Aperture Time Error: This error is the duration it takes for the S/H circuit to switch from
sampling the input signal to holding its value. Ideally, this transition should be
instantaneous, but in practice, it takes a finite amount of time. During the aperture
time, the input signal might change, causing the held value to deviate from the true
value at the precise moment the hold command was given, as such introducing an

error.

» DC offsets of the measurement Instrumentation Amplifier filter[U3]: Any DC offsets
introduced by the instrumentation amplifier would cause an erroneous output in the
sampling and hold system.
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4.7 Magnitude and Phase Bioimpedance system and analysis.

Figure 4. 23 Magnitude and Phase Bioimpedance system implemented in this work

In the magnitude and phase method illustrated in Figure 4.23, a process similar to
synchronous detection is employed on the injection side. A constant current with a fixed
amplitude is injected into the load sample via a pair of electrodes. This current is then
measured by another pair of electrodes connected to an instrumentation amplifier [U3]. The
peak detector circuit, comprising [U5a] and [U5b], captures the peak amplitude of the
measured signal Vmeas, Which is then used to calculate the impedance magnitude using Ohm's
law.

The phase difference is determined using a complex circuit involving comparators, a reference
sense resistor, and an XOR gate [U8] [101]. The reference resistor (Rsense) is a small resistor
connected in series with the Load (R.) sample under test, and the voltage across this resistor
is measured using a separate instrumentation amplifier [U4]. This voltage is then converted
into a square wave by feeding it through a comparator [U7], which compares the signal to
ground(0V).

Similarly, Vmeas is squared by comparing it to zero ground using another comparator [U6]. The
outputs from both comparators [U6] and [U7] are fed into an XOR gate [U8], which generates
a pulse signal. The width of this pulse corresponds to the phase delay (At) introduced by the
load at the set frequency.

The magnitude and phase values of the load are derived using the equations 4.98—4.99

7] = ek 4.98
vto
@= 360 x At * freq 4.99
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Figure 4.24 further illustrates the measurements stages for magnitude and phase detection
system at 1kHz.

Magnitude and phase result stages at 50°
phase shift between V and V at 1kHz
sense meas

L
sense

—V

meas
Pk.det

Xor out

0 0.5 1 1.5 2
Time(s) %1073

Figure 4. 24 Magnitude and phase measurement result measurement stages of measurements at 1kHz

Figure 4.24 shows an experiment where the signal generator was directly employed to inject
a 5V amplitude sinusoidal waveform across 1kQ resistor RL connected across instrumentation
amplifier [U3] as Vmeas. A further 1V sinusoidal waveform was applied across 1kQ sense
resistor instrumentation amplifier [U4] as Vsense. Vmeas is 50° phase shifted relative to Vsense.
The peak detector circuit accurately detects the peak amplitude of Vimeas, which is Vpea.

The output of the XOR gate produces a pulse with a duration of approximately 0.00014
seconds, corresponding to a phase shift of 50 degrees following eq.4.99. This result effectively
verifies the initially introduced phase shift, further verifying the initial added phase.
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4.7.1a Potential sources of errors for Magnitude and Phase detection System.

» Phase shift and dc offsets introduced by Instrumentation amplifiers: If the measurement
instrumentation amplifiers [U3] and [U4] are not well matched to achieve low offset
voltage and phase drifts. They will respond differently to external stimuli, and as
such introducing phase and offsets errors in the estimated impedance phase.

» Propagation delays and DC offsets introduced by comparators amplifiers: |f the
comparators are not well-matched, they may introduce varying levels of delay, which
can lead to inaccuracies in the phase measurement.
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A 4
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Errors

Current-injection
side errors
Voltage

measurement
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Electrode-related

Topology-specific

Common

Y Y Y Y
Design-specific: Design-specific: Design-specific:
_Front'e"d (FE_) (eg. . e Inter-demodulation e Pulse-width meas. o S/H related errors:
|nstrumenta.t|on amplifier): pulse phase error bandwidth limits mismatched
* Phase-shifts o Rectifier errors acquisition time

e Voltage offsets

e Bandwidth, Dynamic
Range, Slew Rate

e Time and temperature drift

e [nput impedance wrt the

e \Votage droop in low
frequencies

measurand + electrodes \ 4 \ 4 \ 4
e Noise Component-specific: Component-specific: Component-specific:
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mismatches bandwidth, e Integrator drifts (e.g. aperture)
nonlinearity e Output time-constant e Capacitor charging
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Figure 4. 25 Summarized systematic and topography related sources of errors in Bioimpedance measurement system([39],
[43], [102]
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Figure 4. 26 PCB photographs of the MECHS and SD, SS, and MP systems designed in and explained in this chapter
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4.8 Conclusion on Chapter 4

In conclusion, Chapter 4 has analysed the current injection and voltage measurement circuits
used in bioimpedance systems. The chapter focused on three primary bioimpedance systems:
the synchronous detection system, the synchronous sampling system, and the magnitude and
phase bioimpedance system. Results derived from these systems provided deeper insights
into the mathematical models and analyses previously discussed, enhancing the
understanding of their operation.

Through both mathematical and experimental analyses, potential sources of errors were
identified. The next chapter will explore the effects of these identified errors on the accuracy
of the measurements, which guided and had influenced the final selection of the
bioimpedance system optimized in this thesis.
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Chapter 5

Effects of the systematic sources of errors on the measurement accuracy of the
bioimpedance measurement system.

The previous chapter, chapter four discussed the types of drive circuits and sense circuits used
in various bioimpedance systems, highlighting the potential sources of errors. However, it is
not straightforward to identify the characteristics of an impedimetric system that are best
suited for the application considered in this this thesis and in this case, bioimpedance for skin
cancer. There is insufficient information in the research literature when it comes to any
systematic categorization of biomedical applications in terms of required design
specifications of such systems. Moreover, and more importantly, the system-level
characteristics of the aforementioned three designs are not clearly defined when it comes to
their respective advantages or disadvantages for any specific application. As a result, new
research and development in this area often includes some level of recycling of some of these
designs randomly or optimizing some of their characteristics towards the desired
performance. However, this is mostly done without a clear indication as to whether a
different design might have been preferable for a specific application. This lack of clarity in
the literature hampers future design decisions, especially in new application areas. As such,
in this chapter and in order to take this line of research forward more systematically, a clear
classification of the advantages and disadvantages of these designs in relation to the
requirements of different applications was demonstrated, in addition to level of the accuracy
degradation in the presence of their potential source of errors. This will help in identifying
the best suited system for the bioimpedance for skin cancer application considered in this
thesis.

Through experiments and system-level simulations, | proposed an approach to classifying
these designs in terms of their appropriateness for different applications, by: a) briefly
categorizing applications in terms of technical specifications of the measuring
instrumentation; b) identifying the main systematic error sources of each design; c)
comparing systems within the context of such systematic errors; and d) assessing the
appropriateness of each system for each application category. Through this systematic
comparison, | aimed at making a choice for which system to optimise for the bioimpedance
for skin cancer application proposed in this work. To this effect, a brief category on the
bioimpedance application category based on the system specifications were further analysed.

5.1 Bioimpedance Application classification in terms of system specifications

Depending on the application, a bioimpedance measurement system may have to interrogate
samples that are relatively stable during the acquisition time or tissues that are dynamically
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varying in composition. This was labelled here as “static” and the second one “dynamic”
application as in (Figure. 5.1). A brief overview of the two categories follows below.

» Static Application Category: From an impedimetric system perspective, the first category
applications might have constraints related to achieving repeatable and accurate
measurements of either magnitude or phase, often requiring a wide frequency range
of operation[23], [73]. Systems that are appropriate for applications in this category
will not necessarily be required to operate over a wide range of magnitudes, especially
if standard electrode geometries are used in combination with prior knowledge or
look-up tables of reference values. Low amplitude currents are often used,
necessitating a low-noise, high gain first stage at the front end of the measurement
stage. Bioimpedance measurements in this category are either localized, across body
segments, or over the whole body. Examples of the first include applications that
assess cell integrity e.g. skin cancer[23] and applications that detect variations
(spatially or in comparison with healthy tissue) of cell geometric disposition over small
areas e.g. in the case of impedance myography [73]. In both of these examples the
measurement of phase over a wide frequency range is essential and accuracy of
measurement will result in better detection of localized variations of tissue properties.
Segmental measurements as in limb bioimpedance analysis involve average
measurements from certain body sections scaled to specific anatomical features[103]
In such cases low system drift and accurate relative magnitude readings at specific
frequencies are essential. Whole body measurements involve obtaining and analysing
impedance measurements of the whole human body using standardized electrode
positions as used in determining body composition [104]. Figure 5.1 further illustrates
the categories of bioimpedance application diagrammatically.

Bioimpedance Applications
with respect to
Measurement System Specifications

Static Dynamic

Real-time

Tissue area, imaging, e.g. Respiration
Whole body . & g & P .
) structural analysis, Electrical dynamics, e.g.
analysis, e.g. body X . .
.. e.g. impedance impedance impedance
composition
myography Tomography of pneumography

lungs

Segmental
volumetry, e.g.
thoracic variations
for cardiac
output

Vascular
volumetry, e.g.
impedance
plethysmography,

Segmental
measurements,
e.g. limb
impedance

Localised tissue
sensing, e.g. cell
integrity / cancer

Figure 5. 1 Categories of bioimpedance applications in relation to the impedimetric system specifications required.
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5.2

Dynamic Application Category: The second application category requires fast settling
systems often at one or more fixed frequency values with a wide dynamic range, as
impedance values may change with time even by an order of magnitude. One of the
major applications, bioimpedance plethysmography (or electrical impedance
plethysmography — IPG)[105] involves impedance measurements through the skin
relating to venous or arterial blood volumetric variations, often at extremities,
synchronized to the heart rate [105]. In impedance cardiography, cardiac volume
variations are assessed through thoracic impedance variations corresponding to blood
volumetric variations across the chest area [106]. In both cases the 0.6-2Hz frequency
of variation sets the response time of the instrumentation to at least double that
frequency and capturing features like the “dicrotic notch” may require responses of
up to 10 milliseconds or faster. Given that all impedimetric systems aim at generating
dc values that correspond to magnitude / phase or real /imaginary readings, their
outputs are often slow varying low-pass filter type stages with relatively long-time
constants[106]. Impedance pneumography, a respiratory plethysmographic method
requires similar specifications, albeit with higher dynamic range but much slower
response requirements[107]. If measurements need to be used for imaging, electrical
impedance tomography (EIT) applications range from static to dynamic biological
functions including assessment of swelling, stroke, intracerebral blood perfusion and
lung function [108] [109]. Irrespective of the biological dynamics, all real-time imaging
applications should be considered as dynamic as number of measurements per frame
and number of frames per second are often generated, with fractions of milliseconds
response times required in some cases. Magnitude only measurements are usually
made requiring only half of the instrumentation, while linearity over a wide dynamic
range is required[58]. Good matching between identical instrumentation channels is
also important.

Methods employed to analyse and compare bioimpedance systems.

In order to comparatively assess the impact of the aforementioned systematic errors on the
performance of the three topologies, system level parametric simulations were caried out
using a range of applied magnitudes and phases corresponding to different impedance
measurands, calculated using eq. (5.1) and (5.2). These were followed by experimental
analysis on the speed and accuracy of measurements of the systems for multifrequency
inputs. Figure.5.2 shows the three topologies which were simulated in Matlab Simulink in the
presence of some of the major error sources mentioned previously.

(5.1)

@ =tan*(-wC,R,) (5.2)
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Figure 5. 2 Simulink model developed for the comparative assessment of the three impedimetric topologies.



In Figure. 5.2, a sine and a cosine waveform were generated respectively representing the
Vodeg (V_o) and Vaodeg (V_o0) signals, both with unity 1V amplitudes and a frequency = 100Hz.
A transconductance gain stage of 0.001 was subsequently applied to the first to represent the
injected current of 1mA. The resistive and capacitive input values Rt and C; (Table 1) forming
the load representing tissue impedance were converted to ideal magnitude and phase using
mathematical blocks representing eq. (5.1) and (5.2). The magnitude was multiplied with the
injected current to represent the voltage (Vmeas) appearing across the load with a subsequent
stage of scaling representing the Vmeas instrumentation amplifier and its gain.

Table 5.1. Applied Rx, and parallel R« - Cx values in the
simulations

Resistive load (Z: = Ry) Parallel R-C load (Z: = R; || C¢
1KQ 50KQ || 20nF
5KQ 5KQ || 50nF

Table 5. 1 Applied Ry, and parallel Ry - C, values in the simulations

Systematic sources of error including common errors affecting all which is the error of
measurement instrumentation amplifier. The error injection blocks will be discussed further
in this chapter, as well as the individual blocks of the topologies as represented in Figure.5.2.
To further understand the model and system block diagram as shown in Figure.5.2, the
individual blocks has further been explained in the subsequent paragraphs.

5.3.1 Injection, load and measurement Side Simulink Block and analysis

MEASURAND / LOAD |A for measurement (all s5ystems)

INJECTION SIDE

ﬂ

lamplitude

N —

v v
e Lamp

IA_meas_offsel_error

v Fl

x » m )

phase_deg

D

phase_rad

(5.3b)

Figure 5. 3 Showing the details of (5.3a) current injection, and (5.3b) load measurement stages of Bioimpedance system
Simulink block.
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In the input stage shown in Figure 5.3a, the injection signal, assumed to be a VCCS signal, is a
generated sinusoidal waveform with a 1V amplitude. This signal produces a sinusoidal output
current, lout , with a transconductance gain of 0.001, giving an output current of 1mA. The
output current is then multiplied by the respective load, whether it's a resistive load (Rioad), @
capacitive load (Cioad), or an RC load, to generate the resultant voltage, Vmeas , Which is
measured across the instrumentation amplifier, also with a gain of 1.

The ideal impedance magnitude and phase, used for cross-referencing and comparing with
the other impedimetric systems mentioned, are calculated using equations 5.1 and 5.2 and
determined by the block diagram in Figure. 5.3b. To further demonstrate the stage outputs
shown in Figure 5.3, Figure 5.4 presents the measurement result Vmeas along with the
computed magnitude and phase for an RC load of 5 kQ in parallel with 50 nF at a frequency
of 100 Hz.
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meas
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out
0.4 vmeas 12
—~ 02 11 ~
< 2
E o} 0 @
3 g
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Figure 5. 4 Details of (5.4a) the injected current and measured voltage and (5.4b) Magnitude and phase graph for
5KQ//50nF simulation graph of Simulink.
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Figure 5.4 (a) and (b) demonstrate that, for a unity gain instrumentation amplifier, the
measured voltage (Vmeas) across a parallel RC load of 5KQ and 50nF at 100Hz, for an injected
current of 1mA, is 4.939V. The ideal impedance magnitude and phase for the same RC load
were also computed using the Simulink block shown in Figure5.3(b), yielding the result
|4939|<-8.927°. These Simulink-based results were further confirmed through mathematical
calculations which gave the same result.

With the accuracy of the injection and sensing blocks of the Simulink model verified in the
absence of errors, the precision of the bioimpedance systems—specifically SD, SS, and MP
was then evaluated before introducing error injections for comparison.

5.4 Synchronous detection Simulink Block.

]
1]
SD System SD_Re ‘ | ! > 0
2 ‘ L »
Vdemod_0 > b L,
< X in out .
Vmeas =
LPE & scaled “» Rein  mag_out »<_SD_Mag
> ; : SD_Mag
Im in phi_out %(SD_phase
\me : SO_phase
—— 0 e X I - SD_Re,lm to Mag,phase
LPF & scale2

(5.5a)
— (1)
Rein plre~ | [~ mag_out
P im S
Im in phi_out
(5.5b).

Figure 5. 5 Synchronous detection system showing (5.5a) the system block diagram (5.5b) The real and Imaginary to
Magnitude and phase block diagram

Figure 5.5(a) shows the system simulating the SD topology. The scaled Vimeas was fed into two
channels, each featuring a multiplier, respectively multiplying the signal with Vodeg and Voodeg
before low-pass filtering stages generated the real and imaginary outputs. These were
converted into magnitude and phase signals to better compare the performance of the
systems by the Simulink block in Figure.5.5(b)
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Figure 5. 6 lllustrating the measurement stages for SD system showing (5.6a) the multiplier outputs and (5.6b) Real and
imaginary measurements results and their converted magnitude and phase values.

The results shown in Figure 5.6a shows the multiplication of Vmeas from Figure. 5.5a with the
1V amplitude signals, Vodeg and Voodeg. The generated real and imaginary outputs are then
transformed into magnitude and phase signals. In the absence of errors, the results remained
the same with the mathematically computed data, yielding |4939|<-8.927°.
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5.5 Synchronous Sampling Simulink Block and analysis.
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Figure 5. 7 Synchronous Sampling system Simulink blocks showing (5.7a) SS system block diagram, (5.7ai) The peak
amplitude pulse generation block, (5.7aii) Zero crossing detection pulse and (5.7aiii) Error injection block

In the SS system, the real impedance V{RE} is sampled at t =§ of the zero-degree

demodulation pulse (Vdemod_0), as shown in Figure 5.7ai. The peak of the in-phase
demodulation pulse (Vdemod_0) is continuously tracked by a maximum detection block.
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Once the signal reaches its peak amplitude, this value is stored in memory by the maximum
detection block.

When the demodulation pulse (Vdemod_0) reaches its peak amplitude, it marks the start of
a 90° phase. The stored peak amplitude of (Vdemod_0) is then multiplied by a gain of 0.9999
and subtracted from the original (Vdemod_0). This subtraction results in a small positive
value.

This small positive difference is used to generate a pulse by comparing it to a very small
threshold value (epsilon) in a relay switch. The relay is turned on or off depending on whether
the difference exceeds this epsilon threshold. A falling-edge monostable with a pulse duration
of 5*10°%s is triggered by the relay pulse, producing the SS peak detection pulse. This process
repeats, resetting at each zero crossing of Vdemod_0 to track the next peak.

Figure. 5.7aii is the zero-crossing sampling pulse circuit. In this circuit, a zero-crossing detector
block detects the zero crossing of Vdemod_0 signal and a rising edge monostable with a pulse
duration of 5*10°®s is used to capture a sharp rising pulse, thereby creating zero crossing
sampling pulse.

Similarly, Figure 5.7aiii represents the error-adding block, which simulates aperture delay
errors. This block introduces delays using variable transport delay blocks to the sampling
pulses as the error increases, as illustrated in Figure 5.8. The error injection block will be
further discussed later in this chapter

The respective zero crossing and peak detect trigger pulse of Vdemod_0 is further used to
trigger the sample and hold(S/H) block which now samples the measured signal (Vmeas). Their
respective outputs of the S/H blocks corresponded to the real and the imaginary parts of the
impedance load, subsequently further filtered and converted to magnitude and phase for
comparison with the other systems.

Repeating Sequence Stair (mask) (link)

Discrete time seqguence is output, then repeated.

Main  Signal Attributes

Vector of output values:

0.1%1e-2*[00 1 5 10 25 50 75 100]. <9x1 double>
Sample time:
tsample 1

Figure 5. 8 Error values for SS system trigger pulses.
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Vdemodo,Vdemod0 Peak AmpIitude,Vdemod0 Peak sampling Pulse

] for RC Load of R= 5K and C= 50nF at 100Hz
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Figure 5. 9 SS Peak sampling pulse derivation graphs.

Figure. 5.9 provides a more detailed graphical explanation of the sub-circuit presented in
Figure. 5.7ai, showing the derivation of the peak sampling pulse in the synchronous sampling
system. The graphs illustrating the zero-crossing detection pulse, along with the circuit block
previously shown in Figure. 5.7aii, are shown in Figure.5.10.

Vdemodo, Vdemod0 zero crossing Peak sampling Pulse for
RC Load of R= 5K() and C= 50nF at 100Hz

1 N | N O W |
Vdemod
0.8 | 0
Vdemod0 Zero crossing pulse
0.6 i
0.4 i

Voltage(V)
o

- 1 1 1 1 1 1 1 1 1 1

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 01
Time (s)

Figure 5. 10 SS Peak sampling pulse derivation graphs.
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Vmeas Sampled at the time, wt=0, (zero crossing) and at time wt = g (peak detect pulse) of the

Vdemod_0, divided by the injected current, gives the real and Imaginary impedance values
for RC load of 5KQ and 50nF at a frequency of 100Hz using a synchronous sampling system.
These values here are in the absence of the errors and are in shown in Figure 5.11. These have

also been further converted to their magnitude and phase values for comparison with other
systems.

SS Real, Imaginary, Magnitude and Phase Impedance Values

for RC Load of R= 5K and C= 50nF at 100Hz
5000 ~ T T L ————————J———o ———a-——-—=-—=—30
N\ 7/
\ / X 0.679984
\ / Y 4939.43
\ / 1
\ !
\ !
4000 |- ! /
\ !
\ I 2
1 1
\ /
\ I
\ II -3
L \
3000 "
v Real
\ " Imaginary -4
S \‘ I — — — - Magnitude §
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S 2000 \ 15 o
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! \
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\\ Y -8.927
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Figure 5. 11 SS systems showing the result of Real, Imaginary, Magnitude and Phase Impedance values for RC load of 5KQ
|| 50nF at 100Hz for an injected current of ImA.

In the absence errors, SS system magnitude and phase impedance values for RC load of
5KQ| |50nF at 100Hz remained the same with the mathematically computed data, yielding
|4939|<-8.927° and which is also the same as the SD System.
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5.6 Magnitude and Phase detection system and analysis.

MP System

Vmeas =

|u| in  out MP_mag
Réc MP | mag

rectifier ~ smoothing

T ax

in S out » MP_phase
MP_phase

| j_ counter or integrator t to phase

(5.12a)

ES

S |—’ polarity detection
— oblef max(u,y)
5e—U§Ts . from Vm-V0 rise adge .—’ Y

=

dummy<

L »

out

Duty Cycle block

bessalt
Timing —oolnter f N
—P reference o curement S BYEE
in

(5.12ax)

Figure 5. 12 MP system showing (5.12a) the system block diagram and (5.12ax) The polarity and phase detection block
diagram.

Figure 5.12 shows the magnitude and phase system block diagram. In this block, Vmeas is
divided by the injected current of 1mA and its peak amplitude is obtained using a max-min
block giving the Impedance magnitude. The phase is detected by converting both Vmeas and
Vdemod 0 into square waves using comparator blocks, and a subtractor block is used to
obtain the pulse corresponding to the phase difference between the two square waves.

A duty cycle detection block, which is part of a subsystem shown in Figure 5.12ax, captures
the duty cycle of the pulse from the subtractor circuit. A gain of 360 is applied to the detected
duty cycle to calculate the phase value. Additionally, the subsystem block in Figure 5.12ax
functions as a type Il phase detector, determining whether Vmeas is leading or lagging. The
graphs of Figure.5.13 shows the result stages of the of the Simulink blocks for the magnitude
and phase bioimpedance measurement system.
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Phase difference between Vmeas and Vdemod0
for RC Load of R= 5K and C= 50nF at 100Hz
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4+ 4
N | 1 | | | | |
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Time(s)
(5.13a)
Duty cycle of phase difference pulse btw Vmws & Vdemodo of
0.05 RC Load of R= 5K(2 and C= 50nF at 100Hz
'
0.045 - A
0.04 A
0.035 |- 3
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Q
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(5.13b)
MP systems Magnitude and phase results of
RC Load of R= 5K and C= 50nF at 100Hz
5000 T T T — 0
X 0.534555
4500 - Y 4939.41 -1
4000 F Impedance Magnitude
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% 3500 5
] e
Z 3000 &
(o) 4 5
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S 1500 1°
E
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(5.13c)

Figure 5. 13 Illustrates the measurement stages of the MP system showing (5.13a) Detected phase with MP system,
(5.13b) Duty cycle and (5.13c) Magnitude and Phase measurement.
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In the absence of errors, the final results for an RC load of 5 kQ in parallel with 50 nF at a
frequency of 100 Hz for MP system remained the same with the mathematically computed
data, yielding |4939|<-8.927° and which is also the same as the SD and SS System.

5.7 Systematic errors of Bioimpedance measurement system

Two categories of errors were considered: common errors, arising from the measurement
instrumentation amplifier connected to the input of all systems, and topology-specific errors,
which comprises of errors related to synchronous detection and synchronous sampling. The
MP topology specific error were considered as part of originating from the common errors of
the VCCS and IA, as such, MP specific were not simulated separately.

The five errors simulated here are not exhaustive as there many more errors peculiar to these
systems, however, these errors are considered to be most popular and reported in the
literature[43][110][111]. The common for all the systems considered here are:

» Phase errors noted at the sense circuit, i.e output of the measurement
instrumentation amplifier(der ia)
» Dc Offsets voltage of measurement instrumentation amplifier (Vof ia)

The topology specific errors considered here are

» Intermodulation phase errors (@er_demod ) Of the synchronous demodulation system. i.e
when the | & Q demodulation pulses are not perfectly locked to 0°and 90° phase apart.

» Aperture errors (Zer-pk, Zerzer ) Of the S&H circuit of the Synchronous sampling system.

» Comparator phase shifts and offsets of the M&P phase detection block, however this
was considered to have been introduced by the common errors from the
measurement IA.

5.8 Errors Injection block and analysis.

The error Simulink block in Figure 5.14 consists of six multiport multiplexer switches, each
with seven selectable ports. These six multiplexers are connected to a central control port,
where selecting a specific port number activates the error source connected to the
corresponding multiplexer, while all other ports are shunted to 0. Each of the five errors
considered, {@er ia, Vof ia, er demod, Ter-pk, Terzer} Were varied through 7 percentage levels of
their highest value: 1%, 5%, 10%, 25%, 50%, 75% and 100% using the repeating sequence
stair.

105|Page



error selection
1 4D< IA_phase_ermor_deg I
emo b——»

em_selector

& meas errors

z 4>-< IA_meas_offset_error I
0 b——®no er val: {
NO ERROR : 3 4>< SS_delay Ocr_error

55 related

EEE— phase_err_'\raiuels 4 4>-<55 delay pk_det_errod

phase_error var (deg)

5D relataed

5 4>-<:‘3D_in terdemod_phi_en
Jr,l' —————» uﬁs_&rr_ualuals
NA_offset_errar var (V) — 6 4’< 1A sens_offset error

——— P delay x*T_emr_values

zero —————»—] 7 = no error

S5_delay_err

Error_Selection

Figure 5. 14 Error selection and injection block.

For phase errors ¢ger ia and @er_demod the highest error value considered was 45°; for the offset
error Vof ia the maximum value was set to 500mV; and for sample and hold aperture delays,
errors Ter-pk and Zerzer of up to 100ms was used.

5.7.1. Effects of IA phase errors on the MP measurements of the systems.

The magnitude and phase measurements result of the systems were compared against the
ideal measurements when phase errors at the output of instrumentation amplifier was
introduced. Figure 5.15 shows introduced phase errors.

Phase errors of up to 45° were incrementally introduced at the sensing block. The measured
and converted magnitude and phase impedance and their percentage error values for all the
systems are illustrated in Figure 5.16-Figure 5.19.
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Error(degrees)

Figure 5. 16 Effects of IA phase errors on the Impedance magnitude results of all the system.
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Figure 5. 15 Introduced phase errors at the output of sensing block.
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Effects of IA phase error on the Impedance phase of the three systems
for R and RC load at 100Hz
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Figure 5. 17 Effects of IA phase errors on the Impedance phase results of the all the system.

Percentage Impedance magnitude errors due to IA phase errors
for the three systems for R and RC load at 100Hz
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Figure 5. 18 Relative percentage impedance magnitude errors of R and RC loads due to added IA phase shifts errors.
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Relative and absolute Impedance phase errors due to 1A
phase errors for the three systems for R and RC load at 100Hz
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Figure 5. 19 Relative and absolute impedance phase errors of R and RC loads due to added IA phase shifts.

Figure 5.16 - Figure5.19 shows the effects erroneous phase shifts of the sense circuits on the
magnitude and phase measurement results of both R and RC loads. The relative and absolute
errors of Figure.5.18 and Figure.5.19 further shows that while erroneous phase shifts of sense
circuit affect the phase values of all the systems, the impedance magnitude remained
unaffected.

Recall the measured resultant voltage out of the instrumentation amplifier sense circuit is
from equation 4.89 is

Umeas = AploZySin(wt — @)

As such with additional erroneous phase shifts added

Vmeas = AploZyeSin(wt — @ — AD) (5.1)
For MP system,

The Impedance magnitude |z, | is peak amplitude of v, divided by the peak amplitude
of the injected current.

|Zx |= Avlozs

. no effects of phase shift (5.2)
For SS system,
Vmeas = AploZesin(wt — @ — AB)

A sample of v,,,4s at the zero crossing of the reference signal Vinat wt = 0 further gives the
Imaginary impedance component V{IM}
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V{IM};s =  Ayipzesin(—¢ — AB) (5.3)

V{IM]s
Aylo

= —z,sin(p + Af) (5.4)

The Imaginary part of the impedance is hence

V{IM]ss

{IM} = i = z,.sin(ep + AB) (5.5)

A sample of v, at the peak of the reference signal Vinat wt = g further gives

% = z,Cos(p + AB) (5.6)
v

V{RE}ss
(RE},, = % = 7,Cos(¢ + A) (5.7)

The impedance magnitude is:

12| = \/{RE}SSZ + (1M}, (5.8)
{RE}ss" =(z,Cos(p + A0))2 = z,2cos2(¢ + AB) = (5.9)
{IM}s® = =(—2z,Sin(p + A0))2 = z,2Sin?(p + AB) (5.10)
Z,2cos?(p + AB) + z,2Sin?(¢ + A9) (5.11)
z,*((cos? (¢ + AB) + Sin?(¢ + AB)) (5.12)
(cos?(p + AB) + Sin%(p + A6) =1 (5.13)

| Z, | =/2,% % 1 (5.14)
Hence the magnitude is not affected by phase errors in Synchronous sampling system

For SD system,
V_y = Vpsin (wt) (5.15)

V 99 = Vpsin (wt + 90°) (5.16)

The in-phase demodulation procedure involves multiplying v;,,.4s by V_g, yielding the output
of in-phase multiplier

_ AploZxvg
Umultodeg - 2

[cos(p + AB) — cos (2wt — @ — AB)] (5.17)
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The output of the multiplier Vy,t0qeg i also passed through a low pass filter to eliminate
high frequency components leaving out the DC components. The output of the low pass
filter for the in-phase demodulation is

AypioZyvg(cos(p+ AB))

ULpFodeg =~ > (5.18)
. . _ __ 2*VLpFodeg
Hence the real part of the impedance is Re{Z,} = (cos(p + AB)) = i (5.19)
vto¥o
Similarly, the quadrature demodulation procedure involves multiplying vy,e45 by v g,
yielding the output of quadrature multiplier (V1900 )-
A,,iOvao . .
Vinult90° = T{sm(Zwt — @ —AB) +sin (—p — A8)} (5.20)

VUmuitooe 1S also passed through the low pass filter from where the imaginary part of the
Impedance (Im) is derived as in eq. (5.19).

VLPF90° = - %Sin(fp + A0) (5.21)
Im(Zy) = (sin(p + A9)) = 22w (5.22)

Aylgvg

The impedance magnitude is:

|Z| = Zy\Jcos2(p + AB) + sin2(p + AB) = 1 - magnitude is unaffected
by A8 in SD system.

5.7.2.  Effects of IA dc offsets errors on the MP measurements of the systems.
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Introduced IA offset errors
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Figure 5. 20 Introduced dc offsets of the sense circuits

One of the key requirements for sense circuits is a high Common-Mode Rejection Ratio
(CMRR) to effectively reject common-mode voltages at the input of the instrumentation
amplifier (1A)[111]. However, mismatches in electrode impedances and DC offsets from the
Voltage-Controlled Current Source (VCCS) can introduce DC offsets at the output of the IA.
Since the final outputs of the system are DC-measured values, any DC offsets at the IA output
will impact the accuracy of these measurements.

To investigate the effect of these DC offsets on the overall system accuracy, offsets of up to
500 mV were introduced in the sensing block, as shown in Figure 5.20.
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Effects of IA offset error on the impedance magnitude of the three systems
for R and RC load at 100Hz
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Figure 5. 21 Effects of IA offset errors on the Impedance magnitude results of the all the system.

Effects of |A offset error on the Impedance phase of the three systems
for R and RC load at 100Hz
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Figure 5. 22 Effects of IA offset errors on the Impedance phase results of the all the system.
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Figure 5. 23 Relative percentage impedance magnitude errors of R and RC loads due to added IA offset errors.

Percentage Impedance magnitude errors due to |A offset errors
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Relative and absolute Impedance phase errors due to |A offset errors for
the three systems for R and RC load at 100Hz
2 RC Load.R= 5K2,C= 50nF 55 RC Load.R= 50K(2,C= 20nF
—o mp/" = -MP|
60 — — .SD 3 — = 8D
—=——55 ———=SS
50 - 2.5 -
< 2 < 4
X 40 4 R 2 S,
5 % 5 e
£ 30 4 15 S
L l,l w / ’
20 7 1 W
é" 7 / ’
10 ,’ 0.5 - .
_'.4 o e 1 e - e
0 @mnmgmno=" 06——o—o =2
2 4 6 8 2 4 6 8
Time(s) Time(s)
RLoad= 1KQ RLoad= 5K
70 12
[
— o MP|# — e -MP{/
60 - = 8D 10 = = :SD
—==—=S3 —=—=SS
7‘2‘ 50 g 7‘2\ s -
= 7 2 V4
@ 40 P 2 ’
g g »
< 30 d = p =
S / o -
i 20 / i 4 ’ 7
- ¢ Rd
d Pt s 7
10 24 ,—" 2 K
o .- N
0o--—o—-a-mE-=" [ SPRRPCE, i
2 4 6 8 2 4 6 8
Time(s) Time(s)

Figure 5. 24 Relative and absolute impedance phase errors of R and RC loads due to added IA offset errors.

Figures 5.20 to Figures 5.24 illustrate the effects of erroneous DC offsets in the IA circuit on
the magnitude and phase measurement results for both R and RC loads. The relative and
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absolute errors shown in Figures 5.23 and Figures 5.24 further demonstrate that, while the
erroneous DC offset in the sense circuit affects the magnitude and phase measurements in
both the MP and SS systems, the impedance magnitude and phase measurements in the SD
system remain unaffected. This was further mathematically analysed below:

Recall

Umeas = AploZxsin(wt — @)

In the presence of 1A offsets VDC,

Vmeas = AvloZyxsin(wt — @) + VDC (5.23)

In-phase multiplication becomes

Vimuitodeg= AvioZx (sin(wt — @) + VDC) * vysin (wt) (5.24)
Vimuitodeg = AvloZyx sSin(wt — @) * vosin(wt) + VDC * vysin(wt) (5.25)
A,ioZ, sin(wt — @) * vysin(wt) = @ [cos(—¢@) — cosQRwt — ¢)] (5.26)
VDC * vysin(wt) = VDCvysin(wt) (5.27)

Following a low pass filter stage

AvioZ
VLPFodeg = %[cos(—q))] (5.28)

VDCvysin(wt) will not contribute to the final Component of the DC output of the filter
because it oscillates at frequency (w) and will be removed by the Low pass filter. Therefore,
SD is immune to the DC Offsets of the IA sense circuits.

5.7.3. Effects of inter-demodulation phase shift errors of SD system.

One of the main sources of error in SD systems occurs when the intermodulation signals lose
their 0-90-degree phase synchronization. This can happen if the signals are not accurately
locked to a 90-degree phase shift or if the phase oscillator used is temperature-sensitive, as
is the case with RC oscillators, where tolerance and temperature variations can impact the
accuracy of the phase values. To further investigate how these factors affect the accuracy of
magnitude and phase measurements in SD systems, phase shifts of up to 45° (Figure 5.20)
were incrementally introduced to the 90-degree intermodulation signals for both R and RC
loads at a frequency of 100 Hz.
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Figure 5. 25 Effects of SD inter-demodulation phase errors on the Impedance magnitude results of SD system.

Figure 5. 26 Effects of SD inter-demodulation phase errors on the Impedance phase results of SD system
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Percentage Impedance magnitude errors due to SD interdemodulation
phase errors for the three systems for R and RC load at 100Hz
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Figure 5. 27 Relative percentage impedance magnitude errors of R and RC loads due to added SD inter-demodulation phase
errors.

Relative and Absolute Impedance phase errors due to SD Interdemodulation
phase errors for the three systems for R and RC load at 100Hz
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Figure 5. 28 Relative and absolute impedance phase errors of R and RC loads due to added SD inter-demodulation phase
errors.

Figures 5.25 to Figures 5.28 illustrate the effects of intermodulation phase errors on the
resultant magnitude and phase measurements using the SD system. While the other systems
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show no impact from these errors, as they are topology-specific to the SD system, the SD
system exhibits a relative error exceeding 100%, particularly in the phase measurements,
significantly affecting the accuracy of the results.

5.7.4. Effects of Aperture delay error of the S/H circuit of SS system.

Timing inaccuracies in the sampling process of an analogue-to-digital converter (ADC) in the
S/H could cause errors in the measurements. This error is most critical at high frequencies
because where a sampling pulse width may not significantly affect the accuracy of a sampled
signal at lower frequencies, at higher frequencies, the pulse width will play a significant role
as the period of the sampled signal will be relatively small compared to the period of the
signal at lower frequencies, making the contribution of this error significant. To simulate the
effects of this error on the magnitude and phase of the measured data using SS system, the
zero crossing and peak detect sample and hold pules where delayed in time for a maximum
delay of up (.01* pulse period) where the period 10ms. The injected pulse delays which
simulate the apertures delays is shown in the Figure 5. 29.

%1073 Introduced aperture delay errors
T T T T T T

-

—

——©— Added SS aperture phase errors {

o
©
T

e ©°
~ [e¢]
T T

o
(o]
T

SS aperture delay errors(secs)
o o o
w B [6)]
T T T

o
N
T

©
a
T

o
@
®

Time(s)

Figure 5. 29 Introduced Aperture delays errors.

The aperture phase delay errors illustrated in Figure 5.29 were gradually introduced by adding
a specific time delay to both the zero-crossing and peak detection pulses at intervals of 1
second. These errors were applied simultaneously to both types of pulses with the effects
shown in Figures 5.30 to 5.33.
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Figure 5. 30 Effects of SS aperture errors on the Impedance magnitude results of the all the system

Figure 5. 31 Effects of SS aperture errors on the Impedance phase results of the all the system
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Percentage Impedance magnitude errors due to SS aperture
delay errors for the three systems for R and RC load at 100Hz
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Figure 5. 32 Relative percentage impedance magnitude errors of R and RC loads due to added SS aperture errors

Relative and absolute Impedance phase errors due to SS (zero crossing) aperture
delay errors for the three systems for R and RC load at 100Hz
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Figure 5. 33 Relative and absolute impedance phase errors of R and RC loads due to added SS aperture errors.

As shown in Figures 5.30 and Figures 5.31, when the aperture errors of the SS systems are
simultaneously added to both the zero-crossing and peak detection pulses, the impedance
magnitude derived from their respective real and imaginary measured results remains
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unaffected. This behaviour is consistent with other topologies without this error and aligns
with the mathematical derivations presented in equations 5.3 to 5.14. However, the phase
results for SS systems exhibited a relative percentage error of up to 90%.

In contrast, when the aperture delay errors are not simultaneous or not identical such as
when the zero-crossing pulse and peak detection pulse circuits are not ideally matched the
impedance magnitude and phase are affected, unlike when the delays are matched and
introduced simultaneously. To further illustrate this, the aperture delay error was introduced
only to the zero-crossing delay pulse, and the relative percentage error and absolute error
were calculated for both the impedance magnitude and phase for the R and RC loads used in
the simulations. These results are displayed in Figures 5.34 and Figures 5.35

Relative Percentage Impedance magnitude errors due to SS aperture
(zero crossing) delay errors for the three systems for R and RC load at 100Hz
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Figure 5. 34 Relative percentage impedance magnitude errors for R and RC loads due to added SS aperture (zero crossing)
errors.
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Relative and absolute Impedance phase errors due to SS (zero crossing) aperture
delay errors for the three systems for R and RC load at 100Hz
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Figure 5. 35 Relative and absolute impedance phase errors for R and RC loads due to added SS aperture (zero crossing)
errors.

5.8 Multifrequency Measurements with the three (SD, MP, SS) bioimpedance systems.

Figure 5.36 illustrates the injection circuit used for the multifrequency experiment. This
involved the front-end injection and measurement side circuit arrangement.

These systems were tested for their ability to maintain accuracy during applications that
require multifrequency signal injections, such as neuromuscular disease assessment as in the
case of bioimpedance myography and impedance for cancer [23], [73], [112]. To achieve this,
a summation of voltage signals of different amplitudes and frequencies were fed into the
instrumentation amplifier of via a summing amplifier stage as Vmeas .
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Figure 5. 36 Diagram of circuit used for multifrequency experiment.

In this summation, signals at frequencies of 100 Hz and 53 kHz were of primary interest, while
the 100 kHz signal was introduced as noise. The respective peak amplitudes of the individual
signals 1 Vpk, 5Vpk, and 4Vpk were fed into the summing amplifier. These amplitudes ideally
represent the product of the injection current (1 mA) and load magnitudes of resistive loads
(1 kQ, 5 kQ, and 4 kQ). The test loads were assumed to be purely resistive, eliminating any
need for phase shifting the signals.

In the SD system, the summed output from the summing amplifier is multiplied by modulation
signals whose frequencies is the same as that of the signals of interest (100 Hz and 53 kHz).
The band-pass filter's cut-off frequencies were tuned accordingly, as shown in Table 5.2, to
isolate the desired signals.

Amplitudes(V) Frequencies (Hz) | Band pass filter | Band pass filter | Centre
lower cut off | Higher cut off | Frequency
frequency (Hz) frequency (Hz) fc (Hz)

1 100 10 1K 100
5 53k 10K 282K 53K
4 100k Introduced in the sum as signal interference

Table 5.2. Amplitudes and frequencies of summed signals for multifrequency experiment

Table 5. 2 Amplitudes and frequencies of summed signals for multifrequency experiment

123 |Page



5 Summed output of the summing amplifier

summed signals |

voltages (V)
o

-6 I I I I
0 0.005 0.01 0.015 0.02 0.025

Time(s)

Figure 5. 37 Summed signals at the output of the instrumentation amplifier.

Multifrequency Measurement at 1Khz and 53khz.
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Figure 5. 38 Impedance magnitude of the three bioimpedance systems with a summed input.

Figure 5.38 shows that with summed input, SD remained the most accurate of all the systems.
This system uses locking effect of the multiplier to lock to the measured signal of interest and
ignoring the interferences of different frequencies that are contained in the sum. MP and SS
systems relies entirely on the filtering ability of the band pass filters tuned individually for
centre frequencies corresponding to the frequency of the signals of interests i.e. at 100hz and
53KHz.
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Results shows that SD retained a better accuracy than MP and SS systems, with SS suffering
the worst performance and most particularly when the difference between stop band
frequencies and the signal interferences/noise are less than a decade apart. This is because
of the phase locking advantage of SD system against MP and SS systems that employs filters
to segregate frequencies. The locking mechanism of the SD can further be mathematically be
proven below

Recall

Umeas = AploZysin(wt — @)

Assuming Ayiyz, for two dif ferent summing Amplifier gains(A,) = Vo Vs,
Assuming there are two frequencies of interest namely w4, w,

The output of the multiplier (Vyyi04eg), Multiplying the signal at the summed frequencies
with a signal at a reference frequency

Umultodeg = [Vinz sin(w 1t — @) + Vg sin(w,t — )] * v sin(w4t) (5.29)
Where v, sin(w, t) is the reference signal oscillating at the reference frequency w,
Vo sin(wqt) * Vi, sin(wit — @) + vy sin(wqt) * Vs sin(w,t — @) (5.30)

Applying product to sum identity

VoVimz sin(w, t) sin(w,t — @) = 2m2 Va2 =12 [cos(¢) — cos(Rw,t — ¢)] (5.31)
This generates:
> DCterm: 2 =2 cos(p) (5.32)
> Frequency term at 2w, = 2 Vm [cos(Qw,t — ¢)] (5.33)
Vo sin(wqt) * V3 sin(wyt — @) (5.34)

VoVinz sin(w;t) sin(w,t — @) = °Vm3 [cos((wy — wz)t + @) — cos((w; + wy)t — ¢)]

(5.35)

This generates:

» Difference frequency term: cos((a)1 —wy)t+ <p) (5.36)
» Difference frequency term: cos((a)1 + w,)t — <p) (5.37)
Hence

Vo sin(wt) * Vi sin(wit — @) + vy sin(w t) * Vs sin(w,t — @) =

170 m2 VoVims3

Vmuitodeg = [cos(p) — cos(2wyt — @)] + == [cos((w, — w1)t — ) =
cos((a)2 + wl)t — <p)] (5.38)

Further analyzing
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VoVm2
2
—UOZ’”Z cos(2w,t — @): High frequency term at 2w,

cos(¢) : DC constant term

VoVms
2
VoVms3
2

cos((w; — w,)t + @): Difference frequency term oscillate at w, — w;

YV V V V

cos((w1 + w,)t — <p) : Sum frequency term oscillate at w, + w,

This same procedure applies with 90 degrees out of phase modulation. Therefore, passing
the output of the multiplier through a low pass filter would remove the frequency
components, leaving out only the DC terms which corresponds to the frequency
components of the reference signal v, sin(w;t).

While multifrequency experiments offer various advantages, environmental factors such
as mains noise and motion artifacts [39] can negatively impact the accuracy of the
measurements. This necessitates continuous filtering of the signals. Since noise
frequencies can fluctuate, systems like MP and SS require continuous tuning of the filter
cut-off frequency. In contrast, SD systems lock onto the frequency of the reference signal,
maintaining measurement accuracy and preserving signal integrity.

5.9 Comparing the Systems response to input step change

Some bioimpedance applications requires faster response than others. For example,
electrical impedance tomography (EIT) measurements are performed at relatively high
frame rates to allow multiple acquisitions per second[113], [114]. To assess the speed of
these systems, their settling times were compared by applying a step input. A time-varying
signal with a sudden amplitude change was introduced to the input of all systems via the
instrumentation amplifier (IA), and their responses to this change were analysed. Figure
5.39 presents the graph of their respective responses.

While MP and SS exhibit similar performance in terms of speed, SD appears to respond
more slowly to changes in the input signal. The SD system incorporates a low pass filter at
its output, with a cut-off frequency of less than 1 Hz, a feature not present in the other
systems.
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Response to step input of all the systems
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Figure 5. 39 Comparing the response of the systems in response to step change.

5.10 Discussion on the System Comparison

Having analyzed the systems both mathematically and in simulations, they will now be
categorized according to specifications as below

» Speed: Dynamic bioimpedance applications such Impedance plethysmography
which are measurements through the skin relating to venous or arterial blood
volumetric variations, synchronized to the heart rate. Impedance for Tomography
requires high frame for mapping out the conductivity boundary voltages as a result
of injected currents would require fast response time and, SP and MP system
responded faster to the step change experiment as such can be adapted for any
of these applications. This is mainly because SS and MP does not have the delays
introduced by low pass filter of the SD system which tuned at a low cut off
frequency, further delays the response of the signal and hence measurements.

» Multifrequency measurements: In static body measurements such as impedance
for body composition, multifrequency measurement provides a more precise
estimate of total body water (TBW) and extra cellular water (ECW). This could be
limited to single frequency measurements. The ability to differentiate Intracellular
water, extracellular water and the total body water using multifrequency
measurements is particularly important in assessing clinical situations such as
renal diseases[115]. Multifrequency measurements in impedance for
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compositions proves more powerful and more sensitive in detecting the variations
in the ratio of ECW:TBW. An increase in the ECW/TBW could be indictive of
diseases such as edema which multifrequency measurements would be more
sensitive to even when they are no visible changes to body weight. This is will not
be possible with single frequency measurements. Furthermore, in cell integrity
measurements, Impedance of skin cancer and in neuromuscular application such
Impedance myography where multifrequency injections has been known to
provide richer assessment of disease status[73], SD system performs better.
Though it can be argued that swept frequency applications may achieve similar
result, however, in many bioimpedance systems, the sense circuit are normally
designed with a filter at the output [58]to remove any unwanted signals in the
measurements, as such in swept applications, it will need for the filter to be
continually re-tuned for each frequency, where SD will automatically lock to the
reference frequency providing a better accuracy.

» Complexity: Some bioimpedance applications such as impedance for skin
hydration often times will have no requirements for speed and multifrequency
injections, relatively needing a system that will determine the impedance
magnitude of skin as a measure to monitor its hydration status[90]. MP system is
relatively less complex for impedance magnitude only measurements. As such less
complex system like MP would for such an application.

» Motion artefact Tolerance: Bioimpedance impedance technique has been
adopted in water balance monitoring in preterm neonates because they show
variable needs of fluid replacement [116]. A reduced fluid intake can cause
dehydration, electrolyte imbalance, and arterial hypotension[116]. The studies
that assessed TBW in neonates reported a good correlation with bioelectrical
impedance analysis, however measurements in neonates can be challenging due
to motion artefacts. This is because motion artifacts result from the movement or
interaction between the electrode and the skin, they affect the electrodes
unevenly and cause variations in the impedance signal, leading to baseline drift or
DC offsets[117]. However it is proven, SD system is immuned to a Dc offsets errors
of the sense circuits and hence suitable for neonatal measurements.

» Impedance Phase Diagnostic factors. Some Impedance applications like
Impedance for cancer and Myorgraphy, albeit could benefit from the multi-
frequency assessment uses phase as diagnostic factors for disease such as skin
cancer and neuromuscular diseases respectively[23], [73], [118]. However, all
systems reviewed are affected by erroneous phase shifts in the sense circuits,
particularly at high frequencies, which compromises phase measurement
accuracy. Further optimization is required to mitigate these errors for applications
where phase detection is critical.
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5.10 Conclusion on chapter 5.

This chapter provided a detailed discussion and comparison of three major bioimpedance
systems, using both Simulink models and mathematical analyses. The findings informed the
selection of appropriate systems for specific applications. SD system has better wide range
applicability and immunity to errors such as DC offsets. However, just like every other system,
it suffers from phase errors which may however limit its applicability too.The next chapter
will focus on optimizing the phase measurement performance of the SD system through
experimental validation and simulations to improve its accuracy for phase-based diagnostic
applications, such as bioimpedance in skin cancer diagnostics.
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Chapter 6

Phase Optimisation for SD system.

Chapter 5 has compared various bioimpedance measurement systems through which it was
highlighted that most of the systems are affected by the erroneous phase shift at the output
of the sense circuit.

SD system has been identified as most suitable for measurements on the skin due to its lock
in amplifier mechanism. Research in improving SD based systems is predominantly focused
on minimising systematic errors that affect the measured impedance magnitude, including
bandwidth limitations and issues related to output current amplitude degradation at
frequencies higher than 100kHz[58][119]. Minimal research and attention have been devoted
to rectifying inaccuracies in SD phase detection system and most notably the erroneous phase
shift between the demodulation signals and the measurements. In this Chapter, the phase
errors could further be analysed and optimisation method discussed and designed.

6.1 SD Phase error analysis.

As earlier stated, the injected current into the biological tissue i,,; = i, sin(wt), where i, =
the amplitude of the injected constant current of the current source. The measured voltage
VUmeas relative to the reference voltage V;,, and affected by the erroneous phase shifts of the
VCCS can be expressed as

Vmeas = AploZesin(wt — @ — AB) (6.1)

where A, is the gain of the measuring instrumentation amplifier, |Z,|is the measured
impedance magnitude, £Z, is the measured impedance phase, ¢ = tissue impedance phase
(ideally equal to £Z,), AB = erroneous phase to due the frequency dependent delay by VCCS.

Recall from chapter 5 that real and Imaginary Impedance measurements using SD system are
respectively

Re = z,(cos(p + AB)) = % (6.2)

Im=—z,(sin(p + A0)) = % (6.3)
_ _1 [(Sin®(p+A6) | .

4Z, = tan (—cosz((p+ AG)) -~ phase measured is affected by A 6 (6.4)

The work presented here introduces a Phase Error Compensated Synchronous Demodulation
system (PECSD): an SD based bioimpedance measurement system with automatic phase error
correction achieved by introducing a delay block, injecting a delay to the | and Q
demodulation signals equal in phase to the erroneous phase shift at sense circuit output. The
block diagram of Figure.6.1 illustrates the phase correction circuitry adopted in this project.
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Figure 6. 1 Block diagram of the automatic Phase Error Compensated Synchronous Demodulation system (PECSD).
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The block diagram shown in Figure 6.1 illustrates the SD system block incorporating phase
correction methodology proposed in this project. With switches S2 and S3 closed to com 1
and com 2, respectively, the system functions in a closed-loop system, activating the phase
compensation mechanism. The output current (lout) from the current source undergoes
constant phase monitoring facilitated by a very low tolerance (Rsense) carbon film resistor in
series with load impedance. The voltage output (Vsense) of Rsense is precisely measured via
an Instrumentation Amplifier (1A) placed very close to Rsense, mitigating parasitic capacitance
induced by long signal tracks. Subsequently, phase differences between Vsense and the
reference sinusoidal voltage (Vin) are compared using a Type Il phase detector. Phase
differences provide a pulse that tunes the phase synchroniser delay block via a
microcontroller until an equivalent phase delay is added to the | and Q demodulation signals.
This step causes the phase detector pulse to become low and remain low until another phase
difference occurs. Vmeas is now multiplied with demodulation signals after phase correction,
and low-pass filtered to eliminate AC components. The resultant DC voltages are further
analysed after the low-pass filter to obtain real and imaginary components of the impedance
and further expressed them in polar form.

To achieve the block diagram as shown in Figure.6.1, Vin was initially designed using a
synthesiser circuit shown in Figure. 6.2
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Figure 6. 2 Frequency Synthesizer Circuit designed for this project
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Figure 6. 3 PCB photo of Frequency synthesizer

6.2 The reference sinusoidal signal (Vin) Generation.

Vin was initially generated using the synthesizer circuit shown in Figure 6.3. A common clock
pulse drives the CD4015 4-bit shift registers, cascaded to form a 12-bit configuration, which
recirculates a pattern of 12 zeros and 12 ones with the aid of an inverter.

The bits are of the sequence 000000000000111111111111. Each of the registers' outputs
drives a resistor, R1 through R1y, that connects to a summing node[121].

The design of resistor networks R1 through Ri12 using trigonometric functions (sine values) for
calculating the resistances in a stepped or sequential manner for an "n-stage" counter could
be derived from equation 6.1. [121]

. km . (k-1)m
sm7 SlnT
sin— Ssin—

n n

Where n is the no of stages in the counter and k is the step number ranging from2tok — 1

The stepped sinusoidal output waveform of the shift registers is further filtered to remove
clock-pulse feedthrough and stepped-edge transients and a subsequent gain stage applied.

Since each of the step produces 15° phase shift from each other (360/24steps), to further
achieve a 90 degrees phase shifted output (90°/15), Q2 which is the 6t stage of the first 12
stage counters is fed as the data input of the second 12 stage counters.
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The 1&Q signals development stages are shown in Figure 6.4 and Figure 6.5.
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Figure 6. 41&Q generated signals from the digital synthesizer circuit

Ref Clock (MHz) dividing counter state Counter output Signal Frequencies
N/A N/A 1MHz
2! 12MHz 500kHz
24 23 3MHz 125kHz
28 375kHz 15.62kHz
216 23.44kHz 965Hz

Table 6. 1 Shift register clock signals and the subsequent output of the dividing counter
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6.3 PECSD Circuit diagram and analysis.

In the implementation of the phase synchroniser in Figure 6.7, the current source is driven is
by U1, unity gain single to differential op amp in a way to increase common mode rejection
and also minimize dc offset[94]. The current source is made of U2 and U3 op amp arranged
to give Mirrored enhanced Howland current source (MEHCS), ensuring true floating load, as
such the output current flowing through the load impedance Z, and sense resistor Rsense is

Lout = gmVin 6.1

where gm is the transconductance of the Howland current source given by [97].

Ry

Im = pke 6.2

U4 and U5 are instrumentation amplifiers used to measure the resultant voltages across
Rsense and the Load. These amplifiers are implemented in a three-op-amp configuration
using the LT1364. In the closed-loop system, Vsense and Vin which should ideally be in phase
are squared using comparators U1l and U12, respectively. The outputs of U1l and U12 are
then compared in phase through a type Il phase detector, which utilizes D type flip flops U13
and U14, along with P and N channel MOSFETs (U19 and U20).

The MOSFETSs are driven by parallel AND and OR gates (U17 and U18) to enhance their drive
strength and improve switching speed by discharging the gate capacitance more quickly. U16
simultaneously resets U13 and U14 when the phases of Vsense and Vin are synchronized.

When Vin leads, a positive charge pump is activated. Conversely, when Vin lags Vsense, the
negative charge pump is activated. However, only one of these conditions occurs at a time,
ensuring that either leading or lagging is compensated, but never both simultaneously.

The type Il phase detector produces lead and lag pulse outputs, centred around 2.5V due to
the potential divider formed by R8 and R9. These outputs are sent to comparators U21 and
U22, which generate pulses with wider voltage levels (0-5V) to eliminate the possibility of
false triggering by the microcontroller.

Upon detecting a phase shift between Vsense and Vin, the microcontroller (U6) initiates a
corrective response to cancel the phase shift by delaying Vin by an equivalent phase interval.
This adjustment is made by automatically changing the position of the wipers on the digital
potentiometers R9a and R9b, which are part of the all-pass filter circuits (U7 and U8).

The all-pass filters phase adjustment follows the eq. 6.3-eq.6.8

1-j2mf(Roq+R24)C
g = ] (Roq+R24)C1 *Via 6.3
1+j2mf(R9q+R24)C1

Where V;, and Vo, are respectively the input and output of the all-pass filter

Recall Impedance magnitude |Z| = \/x? + y? where x and y are the real and imaginary
impedance.

For numerator 1 —j2mf(Rgy + R34)C1, x=1,y=—j2nf (Rgq + R24)C; 6.4
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For Denominator, 1 + j27f (Rgg + R24)Cy1, x =1,y = —j21f (Roy + R24)C; 6.5
Representing eq.6.4 and eq.6.5 in their magnitudes, reduces eq.6.3to 1 asin eq.6.6

Yoa _ 4 6.6

Via

—jZHf(R9a+R24)C1} 6.7

- -1 =
Phase 6= tan { +j27f (Rgq+R24)Cq

0= [— 2tan™[21f (Roq + R24)C1]] 6.8

As such, the signal passes through all pass filter at unity gain as can be seen in eq.6.6 but can
be modified in phase by introducing delays by varying either Rq,, Ry4 or C;

At the same time, the microcontroller switches the inputs to the lock-in amplifiers to the
delayed signals from the all-pass filters using the double pole double throw relay contacts of
U23 and U24.

Additionally, the input to the type Il phase detectors is switched by another set of contacts
on the U23 relay, allowing Vsense to be compared with the newly delayed Vin signal, instead
of the reference one.
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Figure 6. 8 PCB design of PECSD

Once the necessary phase compensation is achieved, the digital potentiometers store the
wiper positions in memory. Multiplication is then performed via the lock-in amplifier
mechanism comprising U25-U28. The same procedure is repeated during the quadrature
demodulation cycle.

The performance of some key components needed optimum performance of PECSD were
determined via LT spice simulations and pre-experimental test in order to determine their
performance and possible effects on result accuracy.

6.4 Effects of sensing resistor (Rsense) on the accuracy of the signal.

The accuracy of the PECSD depends to a greater extent on the sense resistor, however
eliminating the contribution of phase errors of the sense resistor knowing that it may not be
purely resistive is important. Therefore, properties of the sense resistor used in these
simulations were modelled and simulated.

The sense resistor used in this work is High Precision Foil Resistor with TCR of + 2.0 ppm/°C,
Tolerance of £ 0.005 % and Load Life Stability of £ 0.005 %[122]. The resistor typical parasitic
capacitance is 0.5pF and parasitic inductance of 0.08uH, while the maximum parasitic
capacitance and inductance are respectively 1pF and 0.1uH. These were modelled in Figure
6.9.
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Figure 6. 10 Effects of Rsense on the phase errors of SD system.
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An ideal current source was used to inject 1ImA of constant current into the lumped
impedance model of Figure 6.9 for a swept frequency between 0-300kHz. Measurements
were taken across the ideal current source and across the lumped impedance model. Results
shown in Figure 6.10 shows that the phase error contribution due the sense resistor is
negligible and would not influence the accuracy of the topology proposed in the Figure 6.7

6.5 Effects of common mode offset voltage of IA on the accuracy of the PECSD.

The instrumentation amplifier used in the proposed PECSD topology was simulated to assess
the impact of common mode offset voltage on measurement accuracy. As discussed in
Chapter 4, any offsets at the output of the instrumentation amplifier (IA) can alter the
overdrive of the comparators, leading to erroneous measurements. To evaluate this, the
three op-amp IA in the PECSD system, with resistors matched to 0.1% tolerance, was
subjected to a maximum common mode input voltage of 12V DC using a 15V power supply,
with differential 1V amplitude input voltages as shown in Figure 6.11. The output of the IA
was then compared to ground, and ideally (OV) using the comparator both with and without
the presence of the common mode input offset voltage.

r-r—-—————7———7— W T 07
:Common mode and Il
| differential voltage ”

injection Il Rsense IA

Comparator
output

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
Figure 6. 11 Simulation of common mode offset voltage of the instrumentation amplifier
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Figure 6. 52 Input and output of the Instrumentation amplifier with a common mode offset voltage of 12VDC.

Figure 6. 63 Output of the comparator with and without the common mode offset voltage of IA.
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Figure 6.12 further shows that IA designed has good rejection for common mode DC offsets
inputs as the comparator overdrives remained the same. The common mode rejection ratio
CMRR was also tested adopting a similar circuit in Figure 6.11 but in this case, the common
mode signal was AC and tested for the full proposed system bandwidth of 300kHz. CMRR was
determined following eq.6.9-6.10.

CMRR = 22 6.9

Acm

CMRR(dB) = 20log10(CMRR) 6.10

Where Ap = Differential gain
ACM = Common Mode Gain

The resulting output a shown in Figure 6.14 shows a relatively high CMRR of IA, even at the
higher end of the 300kHz bandwidth proposed.

Common mode rejection ratio capability
of the IA measurement side.

115 — T — . —r T ——rrr — ‘
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Figure 6. 7 CMRR of the measurement side IA.
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6.6 Phase detector lead and lag phase pulses (from the implemented hardware).

Figure 6.15 a and Figure 6.15b shows the working of the type Il phase detector pulses at lead and lag
50° phases of the Vmeas.

Output of Type Il phase detector with Vin leading by 50°

3 T T T T
Vin
25k 1 v r""' .
sense
2 Vphase i
1.5 1
2 1 i
0]
(o))
I
o© 05 ]
>
0
-0.5 1 1
Ak 4
1.5 1 1 1 1
0 0.5 1 1.5 2 25
Time (s) %1073
(6.15a)
Output of Type Il phase detector with Vir| lagging by 50°
3 T T T T
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Figure 6. 85 showing (a) phase pulses due to Vi, leading Vsense and (b) phase pulses due to Vin lagging sense by 50deg.
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6.7 PECSD Experimental Set-Up.

The PECSD proposed in this thesis was tested under various loads and frequencies using the
setup shown in Figure 6.16. Initially, a direct digital synthesizer (DDS) was used as the signal
generator; however, due to bandwidth limitations, a standard lab waveform generator was
employed instead. The experimental setup included a power supply, a signal generator, an
oscilloscope, and a data acquisition (DAQ) module. Tests were conducted with both resistive
and capacitive loads.

Data processing PC

Figure 6. 9 Set up for Experiment with PECSD

Table 6.2 and Table 6.3 below further illustrate the impedance output variables for both
phase-compensated and uncompensated synchronous detection systems for resistive loads,
as well as resistive and capacitive loads.

997.77 1.64
1000 986.30 1.47
996.32 1.27
10,000 986.13 1.03
961.95 11.10
100,000 957.70 1.68
R = 891.03 18.86
1kQ 200,000 880.59 0.12
818.70 23.39
300,000 826.89 4.04

Table 6. 2 Impedance output variables for both phase compensated and uncompensated synchronous detection system. R
Load = 1kQ, Rsense = 1kQ. IA gains: Avsense = 1, Avmeas =1. lout = IMA. Vip = 1V.
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Table of Resultant Impedimetric Values for RC Load of 1KQ and 244pF Across a Range of Frequencies,

Comparing SD with and without Phase Compensation

1000 999.99 991.54 986.23 0.08 1.85 1.48
TEQ: 10000 999.88 991.92 988.64 0.87 2.44 3.12
& 100000 988.46 974.38 973.84 8.71 9.31 18.81
244pF | 200000 956.10 838.78 844.15 17.03 15.96 33.35

300000 908.59 752.30 746.28 24.68 22.01 43.67

Table 6. 3 Impedance output variables for both phase compensated and uncompensated synchronous detection system. R
Load = 1kQ, RC Load = 1kQ+244pF. Rsense = 1kQ. IA gains: AVsense = 1, AV_meas =1. lout = ImA. Vin = 1V.

6.8 PECSD Experimental Results.

Output current (Iout) of 1mA vs Frequency for various resistive loads
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Figure 6. 10 Output current MECHS for a resistive load of 1-5KQ

146 |Page



Figure 6.17 illustrates the frequency response of the MECHS in this experiment for output
current I,,,; = ImA. MECHS was tested with resistive Loads from 1kQ to 5kQ. The frequency
response shown in Figure 6.17 was derived from Figure 4.9 already explained in the chapter
4. InFigure4.9,R; = R; = R, = 100KQ, R,, =99KQ, R,}; = 1KQ.

As such Figure 6.18 illustrates the phase compensation mechanism employed in the proposed
system. To demonstrate the phase error, measurements were taken both before and after
applying the phase compensation.

Phase shift between V in and Vsense at 300kHz

without phase compensation. .
. 1 . | | | Phase shift between Vinand Vsense at 300kHz

Yin I I . with phase compensation
— T T ——

=
/
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Figure 6. 11 showing (a) phase shift Vsense and Vi, before and (b) after phase compensation at 300kHz.

The output of the Type Il phase detector, phase-det-pulse, generates a pulse of 0.184 us at
300 kHz, which corresponds to the phase difference between the demodulator signal (Vin)
and the measured signal (Vsense). According to Equation (4.99), this pulse width reflects a
phase shift of approximately 19.44°.

This phase shift has significant clinical implications. In applications where tissue phase values
are critical diagnostic indicators, such as cancer diagnostics and bioelectrical impedance
myography, misinterpreting such a substantial phase error could lead to incorrect diagnoses
and potentially endanger the patient [35]. Therefore, diagnostic results must be interpreted
with the utmost precision and caution.

When phase compensation feedback is activated, Vin is delayed until it is in phase with
Vsense. At this point, the Phase-det-pulse reduces to zero, indicating that there is no phase
error between Vin and Vsense, as shown in Figure 6.8b.

The PECSD was evaluated using a parallel resistor and capacitor (RC) load combination to
further assess its performance. The resulting real voltage component (VRE) and imaginary
voltage component (VIM) at the low-pass filter output for RC loads are shown in Figures

6.19 and 6.20.
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VRE as a function of Load at 1kHz
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Figure 6. 12 V{RE} of the low pass filter as a function of RC load for (a) 1kHz (b) 10kHz (c) 100kHz (d) 200kHz (e) 300kHz
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VIM as a function of Load at 1kHz VIM as a function of Load at 10kHz
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Figure 6. 13 V{IM} of the low pass filter as a function of RC load for (a) 1kHz (b) 10kHz (c) 100kHz (d) 200kHz (e) 300kH:z.
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Figures 6.19 and 6.20 above present the low-pass filter output of the SD system for RC loads
of 1 kQ+ 244 pF and 3 kQ+ 33.3nF. The results indicate that with PECSD compensation, VRE
and VIM align more closely with the ideal measurements compared to without compensation.

Impedance magnitude vs frequency for RC Load
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Impedance magnitude vs frequency for RC Load
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Figure 6. 14 Impedance magnitude and phase for RC loads (1 kQ,244pF and 3 kQ, 33.5 nF) as a function of frequency

Figure 6.21a and Figure 6.21c showed the impedance magnitude as a function of frequencies
for RC loads of (1kQ, 244 pF) and (3kQ, 33.5nF), respectively. Figure 6.21a, and Figure 6.21c
shows no significant improvement with phase compensation unlike the counterpart Figure in
Figure. 6.21b, d, which showed significant improvement in phase error correction. The
percentage phase errors for Figure 6.21b, d, were further illustrated in Figure 6.22b, where
the SD system without compensation for RC loads of (1 kQ, 244 pF) and (3 kQ, 33.5nF)
exhibited phase errors of approximately 19% and 21% at 300 kHz, respectively. After phase
compensation, however, they were significantly reduced to 2° and 4%. These findings
underscore the critical role of phase compensation in enhancing accuracy. The clinical
significance of these phase errors becomes evident considering previous research [35], where
phase differences between healthy and cancerous tissues were approximately 20°, 17°, and
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11° at frequencies of 100 kHz, 200 kHz, and 300 kHz, respectively. As such, without proper
phase correction, there is a substantial risk of diagnostic unreliability, potentially leading to
misidentifying healthy tissue as cancerous and vice versa. Therefore, accurate phase
compensation in diagnostic procedures using SD systems is needed.

Im%%dance magnitude percentage error vs frequency for various RC load
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Figure 6. 15 showing (a) Impedance magnitude percentage phase error and (b) impedance phase percentage errors for RC
loads.

After evaluating the performance of PECSD with RC loads, measurements were also
conducted with purely resistive loads. Although resistive loads are not expected to exhibit
phase elements, erroneous phase shifts introduced by the VCCS and the non-ideal
characteristics of resistors can still cause phase deviations. PECSD is designed to minimize

151 |Page



these deviations through compensation. As such Figure 6.23a shows the impedance
magnitude for various resistive loads, while Figure.6.23b displays their corresponding
percentage errors. Notably, the bandwidth remains consistently at 10 kHz across all loads,
beyond which the circuit’s performance deteriorates, particularly for loads exceeding 1 kQ. It
is important to emphasize that phase compensation has minimal impact on the impedance
magnitude of the SD system and this depends on the amplitude of the current output.

Impedance magnitude percentage error vs frequency
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Figure 6. 16 (a) Impedance magnitude vs. frequency for resistive loads. (b) Impedance magnitude percentage error vs.
frequency for resistive loads.

Figure. 6.24 illustrates a significant improvement in phase error correction, especially at
higher frequencies. Without compensation, a resistive load of 5 kQ at 300 kHz exhibited
substantial phase errors of up to 38°. The phase errors after compensation error were notably
reduced to 17° when phase compensation was applied under the same load and frequency
conditions.

Although achieving ideal correction of an erroneous phase shift to 0° is theoretically desirable,
it may be challenging. This challenge is likely caused by small mixer-induced errors, such as
differential lags between inputs and filter offsets [123][124][125].
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Impedance ¢ vs frequency for various resistive loads
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Figure 6. 17 Impedance phase errors for compensated and uncompensated SD systems as a function of frequency for
resistive loads.

Figure. 6.24 further justifies the phase difference observed between the measured signal
Vsense and demodulation signal Vin, as in Figure 6.18a, for a load of 1 kQ and frequency of
300 kHz. Whilst the phase difference observed in Figure.6.18a is about 19.44°, as calculated
from the phase detector pulse width, the erroneous phase observed in Figure.6.24 for 1 kQ
was notably 23°. As such, the additional phase difference of 4° may be due to non-idealities
of the lock-in amplifier.

6.9 Settling Time of PECSD and Non compensated SD system

Figure 6.25a and Figure 6. 25b shows the settling time for conventional SD systems and for
SD system with phase compensation respectively. The response time of conventional SD
systems predominantly rely on the settling time of the filters used in the output stages. SD
with phase compensation exhibits slightly longer response time in cases of step change in the
amplitude of the input voltage. This is because, the final settled value of output low pass
filters relies on the time required by the all-pass filter to add adequate delay in order to
synchronize the sense voltage Vsense with the demodulation signals in phase.

The system’s settling time at 1kHz and with a typical load (4kQ) was monitored by capturing
the output of the Low pass filter at a step input of 0.9V. The settling time was measured as
the time taken for the system to settle to 97% (1.74V) of the final expected value of 1.8V for
a filter gain of 2. SD system with phase compensation was found to be 445ms slower than
without compensation. It is noteworthy that this may not be a significant concern in most
bioimpedance applications, where the measured impedance is relatively slow varying with
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exceptions like applications where specific frame rate requirements are required for multiple
channels recording as is the case with electrical impedance tomography [108], [113].
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Figure 6. 18 System step response for SD system with (a) and without (b) compensation.

6.10 Analysing PECSD performance through simulations.
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To validate these experimental findings, simulations were performed for both purely resistive
and RC loads. Figure 6.26a and Figure 6.26b show the percentage error in impedance phase
for both loads. Both sets of results showed lower errors compared to the experimental data,
which may be attributed to the simulations not accounting for real-world experimental
factors such as the non-idealities of certain components such as leads, connector terminals,
and printed circuit boards.
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Figure 6. 19 Relative percentage errors (6.26a) and absolute phase errors (6.26) of the R and RC load before and after
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Architecture Discrete

PCB Active area 130 mm x 162 mm

Supply Voltage 315V

Bandwidth 1 kHz-300 kHz

Phase Measurement accuracy

% Error of Experimented RC loads @ full bandwidth.

<5% with phase compensation

<21.1% without phase compensation

3.965 s with phase compensation

ling ti % of final val
Settling time @ 98% of final value 3.53 s without phase compensation

Table 6. 4 Summary of Measured Performance of PECSD

6.11 Conclusion on Chapter 6.

The phase error compensated Synchronized Demodulation system presented in this Thesis featured a
discrete component realization of the SD bioimpedance system featuring automatic phase error
correction. It solely focused on eliminating a fundamental, systematic, and often unreported source
of errors in bioimpedance measurement systems which particularly is the phase shifts between the
VCCS output current and |, Q demodulation signals in the Synchronous Demodulation/Detection (SD)
architecture.

The developed phase compensation method features an auto-adjustable delay block with an all-pass
filter. The PECSD system achieved a substantial reduction in phase error at <5% across all RC loads
compared with the uncompensated SD system, where errors could reach up to 21.1%. This
improvement in measurement accuracy will significantly improve SD systems’ applicability to
diagnostic applications, particularly in scenarios where tissue phase values serve as crucial diagnostic
indicators, such as in cancer diagnosis and others as bioelectrical impedance myography.

Although this system performed effectively, it is important to note that many bioimpedance
applications that rely on phase differences as a diagnostic marker such as distinguishing between
impaired and normal tissue in cases like skin cancer also depend on impedance magnitude. These
measurements are typically conducted at relatively high frequencies. However, the VCCS used for
PECSD suffered limitation in bandwidth, limiting the accuracy of the Impedance magnitude and could
not be adopted relatively higher frequency above 300kHz..

One significant challenge with Voltage-Controlled Current Sources (VCCS) is the degradation of output
impedance, which directly impacts the accuracy of the output current amplitude[126]. As such, the
next chapter will be focused on optimising the Injection side circuit VCCS towards achieving a higher
accuracy at a reasonable wider bandwidth.
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Chapter 7.

Adaptive Howland Current Source.

The accuracy of bioimpedance measurements heavily relies on that of the front-end
instrumentation [23], [41], which comprises two main stages, the current injection and the
voltage measurement circuitry. The design of the current injection instrumentation usually
involves an AC current source comprising a signal generator connected to a voltage-to-current
converter [94], [127]. For precise BIM, the current source must deliver a constant amplitude
(less than 1% amplitude variability [128][59]) AC current over a wide range of loads, typically
from hundreds of Q to tens of kQ) - respectively requiring injected currents of a few mA down
to tens of pA (sub-mA). Desired bandwidths range from 1kHz to several MHz, however
nonidealities degrade the output impedance of current sources at high frequencies [126].
Consequently, the output current amplitude drops with frequency relative to its intended
nominal value, resulting in considerable accuracy degradation.

Majority of bioimpedance circuitry makes use of discrete component versions of the Howland
Current Source (HCS) [96], [129], which is a voltage-controlled current source (VCCS)
topology. In the last few decades, several HCS variants have been suggested to improve the
initial design’s performance, mostly aiming to improve output impedance so as to avoid
current fluctuations with frequency and load impedance [96].

7.1 Inaccuracies In Variants of Howland Current Source (HCS)

As earlier addressed in chapter 4, apart from the ASIC realisations, there are many variants of
HCS with their unique advantages and disadvantages with most loosing accuracies at
relatively higher frequencies. In addition to the aforementioned topologies and review in
chapter 4, the NIC Tietze circuit [130] , achieved a reported 1 MHz bandwidth; however, the
current error was 2.33% and thus higher than 1%.

The current-to-voltage feedback topology [97] (CTVF-MEHCS) compensates for leakage
current by sensing the output current and providing negative feedback to the MEHCS input,
thereby effectively increasing the output impedance at higher frequencies. Experimental
results employing this technique reported approximately a 1.5% error for a 1mA current
amplitude over a 1MHz bandwidth, a significant improvement over MEHCS. However, its
suitability for sub-mA output current is compromised, as accuracy degrades when generating
lower current amplitudes. Additionally, the resistor matching requirements are greater than
MEHCS [97].

Thus, Mirrored Enhanced Howland Current Source (MEHCS, Figure 4.9) is widely considered
the best performing topology due to its true differential output and its overall simplicity and
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robustness relative to other designs [94], [97] . Still, like all open-loop current sources, MEHCS
also has drawbacks, including feedback resistor mismatches; operational amplifier
limitations; stray capacitances in tracks and cables; and other issues degrading its output
impedance, with the topology exhibiting more than 1% current error for bandwidths over a
few hundred kHz [93].

7.2 Higher bandwidth requirements in Bioimpedance measurements.

At frequencies near and above 1MHz, tissue properties monitored are associated mainly with
intracellular structures like with intracellular structures like cell membranes and organelles
(part of B-dispersion bioimpedance frequency band) [50], [56]. Being able to monitor
biological tissue accurately at frequencies above the abovementioned instrumentation
limitations is crucial in bioimpedance applications like skin cancer detection and assessment
[131], [132]. Still, to the authors’ knowledge the “barrier” of sub-1% error over 1MHz for mA
and sub-mA current amplitudes has not yet been surpassed.

To overcome this barrier, the work presented here introduces and experimentally evaluates
a MEHCS-based automatic gain control (AGC) design offering a high bandwidth (3MHz)
adaptive current source achieving significantly low amplitude error. | term this the “Adaptive
Howland Current Source” (AHCS) and we have implemented it in a discrete-component
realisation, in line with the majority of relevant literature [96]. This novel design adjusts the
gain of the current driver automatically, to maintain the current output's accuracy, regardless
of any output impedance degradation.

7.3 Automatic gain control (AGC) architecture.

Vi Variable gain Vo
Amplifier v
Detector —
Ve
v Vdet
Low pass filter — D|ffer.e|f1ce
Amplifier Se 3
ref

Figure 7. 1 AGC system for amplitude stabilisation. [133]
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The system presented here in Figure 7.1 employs a standard automatic gain control (AGC)
mechanism for amplitude stabilization, utilizing a variable gain amplifier (VGA). In a typical
VGA-based AGC loop — like that in Figure 7.1 - the input signal Vin passes through the VGA to
produce the output level V, to be stabilized [133]. The detector’s output (Vget) is compared
against a desired output amplitude reference voltage (Vref) producing an error signal (Ver).
That is then integrated, producing a gain control feedback voltage (V) dynamically adjusting
the VGA gain thus stabilizing the output to an amplitude (Vo) that tracks Vier

7.4 Functional block diagram of the system Design

S1

et MEHCS

V; s s /
/\/Z oz/ o—P VGA I—ez/ [} » ‘;g_))l % to

load
T Vf b Vtrack

J

Tmep Vsense
i -V
_’$++J—-¢% (1/gm) |

Automatic Gain Control (AGC)

Figure 7. 2 Functional block diagram of the AHCS.

As shown in the block diagram in Figure 7.2, with switches s1 on and s; off, the system
operates as an open-loop MEHCS with a transconductance gm converting the input sinusoidal
voltage Vin(t) to output current lout(t). As mentioned, its amplitude should ideally be constant
to a nominal value lot irrespective of its frequency. However, as its amplitude drops due to
the leakage current lieak “lost” through the output impedance - which decays at higher
frequencies - the output current becomes louter < lout (€9. (7.1)):

Louter = lout — lieak 7.1

Once the automatic gain control (AGC) stage is on (s1 off, s2 on), the output current low(t) of
the MEHCS is continuously monitored through a transimpedance stage with a gain of 1/gm,
whose output amplitude is ideally Viense = lout/gm =Vin if the output current has the nominal
value lout. When the output current amplitude changes, Vsense = louter /8m # Vin. The gain Gcor
by which the present output /outer needs to be multiplied to achieve the nominal output
current loyt is given by Eq. 7.2:
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lout

_ lout __ lout _ gm _ Vin
GCOR — 7 T T lout—lieak T 7:2
OUutER out™!leak = om sense
m

To compare their values, peak detectors extracting the amplitudes Vsense and Vin are
connected differentially to a comparator. As indicated in Equation (7.3), its output Vcomp(t)
assumes a “high” or a “low” state, represented respectively by a positive (+Vsette) Or a negative
(=Vsette) DC voltage, depending on which of the inputs is higher. Once the inputs become
equal, the comparator generates an oscillatory output at double the frequency of the injected
signal, which is the dominant ripple frequency at the output of the peak detectors [134].

+Vsettie, Vsense < Vin (comparator output high DC)
Veomp (£) =1 —Vsettie, Vsense > Vin (comparator output low DC) 7.3
Vosc(£), Vin = Veense (comparator output oscilates)

The oscillatory output of the comparator can be ideally approximated as a square wave with
amplitude Vsetle and frequency wx. The Fourier series (up to 3rd harmonic) gives Eq(7.4):

Vipse () = Haaute (sin(th) + 2sin(3wyt) + sin(5w,6) + %sin(7th)) 74

The comparator is connected to an integrator with time constant t. The integrator’s time
constant is designed to be much higher than 1/wx, assuming the dominant frequency of the
comparator output oscillation when inputs are equal is the same as that of the injected signal
or higher. The integrator’s output Vi(t) is described by Eq.(7.5), where Vi is the integrator
initial output at t = 0, assumed to be zero.

1
Vep(t) = ;f Veomp (0)dt + Vypo 7.5

When Veomp(t) assumes its high or low DC value, the integrator output will respectively be a
positive or a negative ramp given by Eq (7.6).

14 . . .
%“e t, integrator outputing a + ive ramp

14 , . .
%”e t, integrator outputing a — ive ramp
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In the case examined here, Vsense < Vin and the integrator will be a positive ramp. The
integrator output controls the gain of a variable gain amplifier (VGA), whose initial gain is
unity. Consequently, the amplitude of the VGA’s output Virack can be expressed using Eq. (7.7)

Virack (£) = Vin(t) (1 + Avfb (t)) 7.7

where Avi(t) = Vso(t)/1V is the integrator output expressed as unitless gain.

Thus, for louter < lout, the amplitude of the MEHCS input voltage (now Virack) will ramp up in
value until the transimpedance output amplitude of the Vsense reaches a value equal to Vin.
At that point, the comparator will start oscillating (Eq. (7.3)), resulting in the integrator output
shown in Eq. (7.8), comprised of a high frequency triangular wave (due to the square wave
nature of Eq. (7.4)) around a dc value Vspc:

Vep(8) =

4V gertieTa 1 1 1
Vebpe — %ﬁ: (cos(th) + gcos(wat) + cos(5wyt) + o cos(7th)>

7.8

Given that Tt >> Ty, the triangular wave can be considered a ripple of negligible amplitude, and
therefore the integrator output will settle at DC voltage Vipc, whose dimensionless value
expressed as gain is Aviboc. Replacing Avin(t) in Eqg. (7.7) with Avioc and dividing both sides by
gm, the input to MEHCS will now settle to a Virack value that will generate the desirable lout
rather than louter generated by the open-loop MEHCS as given by Eq. (7.9) (expressed as
amplitudes):

Loyt = IoutER(l + AvfbDC) =

_ Tout
= 1 + AUfbDC - Tout—Iieak = 7.9

= 1+ Ayrpope = Geor

The AGC ensures that the integrator output and thus the VGA gain will settle to the value
necessary for compensating the current error through scaling the input voltage to the MEHCS,
rather than by attempting to increase the output impedance as seen in most of the
aforementioned topologies[2], [135]. Attempting to compensate by somehow adding /jeak is
also not straightforward, as it would have to be AC and precisely in phase with /oyt

7.5 Circuit design.
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During the design phase of the AHCS circuit, critical factors, including feedback resistor
network tolerances, op-amp matching (same die amps) and open-loop gain, and PCB layout
were considered to ensure a desirable output. In the implementation of the AHCS circuit in
Figure 7.3, the MEHCS stage is comprised of U9 and U10 op-amps, with its input driven by a
unity gain single-to-differential amplifier (U8) to increase common mode rejection, reduce DC
offsets, and thus enhance load capability [136]. In the open loop (swi to Vin), the output
current loyt, flowing through Rsense and through the load Zy, is given by

Iout = gmVin 7.10

where gm is the transconductance of the MEHCS, given by [97].

G = —2ha 7.11

Rp3XRps

In MECHS, achieving high-output impedance requires Rn1 to Rpa to be highly matched, high-
value resistors [15] (in the range of 0.1-1 MQ). Here, 0.01% tolerance 100 kQ resistors were
used. With the feedback on, the output current is continuously monitored via sensing resistor
Rsense (inserted twice for output symmetry) and the sensing instrumentation amplifier U5,
with gain Ay _sense, designed so that its output equals the MEHCS input voltage:

1
Av_sense =0 7.12

Im*Rsense

The output current is now derived by replacing Vin with Virack in (7.10). Virack is the output of
the AGC stage, comprised of two precision peak detectors (U1,2 and Uz 4 combined with Rr1-3,
Cr1,2, and Di.4); a comparator (U6); an integrator (Rint, Cint); and a VGA realised through an
AD734 multiplier that is fully AC coupled to a cut off frequency 10MHz to remove any DC
offsets and set to a unity base gain through a 1V DC reference to avoid a multiplication by
zero. The equation governing the multiplication by AD734 multiplier is as shown in eq.713

- (X1-X3)*(Y1-Y,)

w (U1-U3)

+7, 7.13

Where W is the multiplier output
U, =1, X, = Vy,, Y7 = Integrator output,

X2=Y2=U2=0.
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The AGC continuously monitors and compares the peak values of both Vi, and Viense. If the
amplitude of lout (i.e., Vsense) starts dropping, the comparator output becomes high, causing
the integrator output to ramp up, effectively increasing Viack. Once the feedback achieves
Vsense = Vin, the comparator starts oscillating, causing Vin: to stabilise to a settled value.

Additionally, the AGC was designed with an overcompensation stage consisting of a
differential amplifier with a gain of 200, set to output a voltage of 2 V for a differential input
of 10 mV—the typical turn-on threshold for an N-channel MOSFET 2N7000. While this may
be redundant under normal conditions, it becomes effective in cases where the AGC
overcompensates or experiences an overshoot.

The measured voltage Vmeqss across the load Z; is given by U11, the measuring instrumentation
amplifier, with a gain of Av_meas.
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Figure 7. 4 Photograph of the AHCS circuit board with the main stages labelled.

7.6 ACHS Results and discussions

7.6.1 Frequency response

ACHS was tested for a range of resistive loads, the raw data presented in Figure 7.5 for the
open-loop configuration (MEHCS) at 1 kHz for a 2 kQ load and an output current /oyt of 1 mA
indicate that the amplitudes of Viense and Vmeqs Were respectively 1 V and 2 V, as expected.
However, as shown in Table 1, their amplitudes decline at higher frequencies due to the
degradation of output impedance, as described in the literature.

This is shown in Figure. 7.5b for 3 MHz, where Vsense # Vin and Vsense, Vmeas reached
approximately half of their nominal values, indicating a reduction of approximately 50% in
the amplitude of the generated current. However, when the AGC was enabled, the multiplier
output amplitude Vigck increased to compensate for the observed loss in /oy This
compensation continues until Vsense = Vin. At this point, the integrator ceases to charge, and
Virack Stabilises at its final value. The impact of the Automatic Gain Control (AGC) mechanism
of the AHCS is demonstrated in columns 3 and 5 of Table 7.1.
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Raw data for 1V pk input, 2KQ load, 1mA Iou

(a) MEHCS terminals for f = 1kHz

sense

Voltage (V)

meas

sense

meas

time (s)
Figure 7.5 Raw data: input and output voltages of the ACHS in open and closed loop for a 2 kQ load

%10

Table 7.1. MEHCS and AHCS measured peak outputs

f(Hz2) Vsense (V) Vimeas (V)
MEHCS AHCS MEHCS AHCS
1k 1.018 1.021 2.011 2.002
10k 1.020 1.011 2.002 2.016
100k 1.032 1.012 2.014 2.015
500k 0.861 1.021 1.620 2.015
1M 0.600 1.016 1.201 2.013
3M 0.211 1.001 0.480 2.011

Table 7.1 MEHCS and AHCS measured peak outputs for Load = 2 KQ. Rsense = 100 Q. IA gains: Ay sense = 10, Av_meas =1.
Nominal loye =1 mA. Vip =1V

Figure 7.6 shows the output current as a function of frequency derived by dividing the
measured Vsense With Ay sense across loads ranging from 1 kQ to 5 kQ. Measurements were
taken with an applied voltage of 1V, with and without the AGC enabled. It is evident that the
injected output current of AHCS remained stable at 1 mA over a wider bandwidth than with
MEHCS. This was particularly evident with a resistive load of 1 KQ, where a bandwidth of 3
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MHz was attained, in contrast to MEHCS, which achieved acceptable accuracy (<1% error)
only up to 100kHz for the same load.

Output current vs frequency for various loads
(Applied Iout =1mA)
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Figure 7. 6 Output current vs. frequency for various loads for MEHCS and AHCS.

This is better illustrated in Figure 7. 7, where the percentage errors of the trends in Figure 7.
6 are presented. The Figure illustrates all output current errors for loads ranging from 1 kQ to
5 kQ and the resulting mean error across all loads for all frequencies for the two systems.
Significant errors from 100 KHz and above were observed from MEHCS compared to AHCS,
for which output current decline (>1%) occurred only for higher loads above 500 KHz. It could
be seen that AHCS demonstrated significantly improved accuracy over a much wider
bandwidth compared to the conventional MEHCS, especially for a 1 KQ load, the load for
which the highest reported bandwidth of 1 MHz was shown to be achieved with a 1.5% error
in [97]. AHCS exhibited a sub-1% error for up to 3 MHz, i.e., a significantly lower error for
three times the bandwidth, to our knowledge never reported before. With the same load,
MEHCS recorded a 7% error at 500 KHz and 73% error at 3 MHZ. An error just above 1% was
achieved for the same bandwidth of 3 MHz for a 2 KQ load. It can be observed from Figure
7.6 and 7.7 that the AHCS performed better and accurately up to 1 MHz for all the loads and
up to 3 MHZ for 1 KQ.

Figure 7. 8 illustrates Vmeas for MEHCS and AHCS as a function of load for specific frequencies.
The data of Figure 7. 6 indicate that MEHCS exhibits inaccuracy above 100 kHz, and this is
clearly illustrated in Figure 7. 8 for all loads from 500 kHz and above. This limitation in
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bandwidth hinders the reliable assessment of bioimpedance tissue properties for a wide
range of samples when using MEHCS. In contrast, the implementation of AHCS compensates
for these limitations and delivers well-manifested improvement in bandwidth performance.

The voltage responses obtained using AHCS remained accurate for all loads up to frequencies
of 500 kHz.

Percentage error for all loads vs frequency for 1mA output current

(a) Full range
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Figure 7. 7 (a) Percentage errors of 1 mA output current for MEHCS and AHCS for all loads at all frequencies and (b) scaled
to 5%.
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Figure 7. 8 Measured output voltage of MEHCS and AHCS compared to the ideal result as a function of load at frequencies
from 1 kHz to 3 MHz for lout=1maA.

7.6.2  ACHS Performance for Smaller Output Current

The expanded bandwidth capability enables precise measurements of impedance across a
broader range of frequencies in the B-dispersion, as mentioned previously. In addition to the
above, Figure 7.8 also illustrates that AHCS exhibits exceptional accuracy even at higher
frequencies, specifically up to 3MHz, for loads up to 1kQ. This performance is noteworthy as
it ensures reliable voltage responses and accurate bioimpedance measurements, even when
these involve higher load tissues and at high frequencies, well beyond the capabilities of
conventional MEHCS.

Designers of bioimpedance instrumentation prioritize output current amplitudes in the mA
range, to maximize the signal strength relative to noise, and thus improve impedance
measurement reliability. Nevertheless, in specific applications, e.g. in cell culture
experiments, or for high contact impedance microelectrodes, sub-mA currents are necessary
[137]. However, existing designs like e.g. CTVF-MEHCS cannot supply sub-mA currents ([97]).
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Output current vs frequency for various loads
(Applied Iout =1004A)
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Figure 7. 9 Output current of 100 UA as a function of frequencies for both MEHCS and AHCS.
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Figure 7. 10 (a) Percentage errors of 100 UA output current for MEHCS and AHCS and (b) scaled to low error values (up to
5%)

Figure7.10 illustrates that AHCS enhances performance even for sub-mA currents. The
accuracy and bandwidth results for AHCS are comparable for both 1mA and 100uA, as

evidenced by the percentage error graphs in Figure 7.7 and Figure 7.10 respectively where
the output current error is below 1% for 3MHz for a load of 1kQ. In contrast, while with 1mA
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lout MEHCS achieved below 1% percentage error all loads at 100kHz (Figure. 7.7), Figure. 7.10
indicates that when sourcing 100pA at the same frequency errors up to 4% were observed.

7.6.3 Output Impedance of MECHS and ACHS compared: Fully differential measurements.

The performance of the AHCS, demonstrated for a range of frequencies and loads, is based
on the AGC essentially adjusting lou: to compensate for output current losses due to output
impedance decay with frequency. Still, the measurement of the system’s output impedance
over the full bandwidth is of interest for comparison with prior state of art. Assuming a high
op-amp open loop gain and very low and equal resistor tolerances, the minimum output
impedance Z i, for a single ended MEHCS can be calculated as in eq. (7.14) [96], [129]:

R*Rhs

_t"Ths 7.14
2Y(R+Rps)

ZO,mL'n ) =

assuming that Rp; = Rp; = Rp3 = Rps = R. The factor y represents resistor tolerances.
Measuring the output impedance of MEHCS is a complicated procedure and often inaccurate.
This is because the output impedance is conventionally derived through measurements
between one output terminal and ground, in accordance to modelling the circuit as two single
ended HCS current sources in series as shown in Figure 7.11(a).

As such the total impedance is then calculated as twice the measured single-ended output
impedance [25], represented in Figure 7.11 (a) by Zout1,2. According to [97] this can lead to
errors.

Here, | initially attempted to measure the full differential Zo using the E4980A precision LCR
meter / impedance analyser, but the measurement was erroneous in low frequencies due to
the MEHCS/AHCS output stage essentially connected as open circuit with the power on.
Therefore, a different approach was adopted to achieve a more accurate measurement. A
known, well-characterised resistive load Z; = 999 Q was connected at the output of the
MEHCS/AHCS to ensure the output stage operates as a closed-circuit Norton equivalent, and
the input to the system was grounded. Using the E4980A a measurement of Z; = Z,||Z; was
carried out from 20Hz to 1MHZ as illustrated in Figure 7.11(b). This was done with both the
AGC disabled (MEHCS) and enabled (AHCS), allowing for the output impedances of both
MEHCS and AHCS to be derived from eq. (7.15) and generating the data for Figure 7.12.
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Figure 7. 11 (a) Equivalent MEHCS output impedance circuit and (b) The Measurement configuration.
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It can be observed from the results in Figure.7. 12 that both MEHCS and AHCS exhibited a
similar trend, with AHCS exhibiting higher output impedance at lower frequencies, up to 100
kHz.

7.7 ACHS Tracking Speed.
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The response time of HCS based designs mostly depends on the settling time of the op-amps
used (in absence of feedback capacitors). ACHS exhibits longer response time following
abrupt input amplitude changes because of the AGC's integrator (here T = 12ms). In Figure.
7.13, the integrator’s settling time was measured to be 42.2ms at maximum Vi, bandwidth
(3MHz) with a typical load (1kQ) with the feedback off and then on. It is noteworthy that this
may not be a significant concern in most bioimpedance applications. Exceptions include
applications where fast changes need to be monitored (e.g. plethysmography [105], [138] )
or where specific frame rates across multiple channels are required (e.g. electrical impedance
tomography (EIT [113]).

ACHS integrator output settling time
(fb off to on, f = 3MHz, ZL = 1kQ)
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Figure 7. 13 AHCS settling time at its highest operating frequency of 3MHz.

7.8 Noise analysis of ACHS and MEHCS.

As mentioned previously, MECHS requires Rh1-4 to be in the order of 0.1-1MQ, which results
in increased thermal noise. During our performance analysis of AHCS it became apparent that
with the AGC improving output current accuracy over a higher bandwidth independently of
the system’s output impedance allows for the use of lower value resistors in the MECHS sub-
stage. This reduces the overall noise exhibited at the output node. Error sources in MEHCS
(Figure7.14) can be identified through the analysis of half of the circuit (single ended HCS with
grounded load). The noise sources detailed in the Figure translate to output and input
referred RMS noise voltages, E_(n,out) and E_(n,in) respectively.
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Figure 7. 15 Simulation: Voltage noise across different loads for single-ended MEHCS.

The governing equations can be seen from eq.7.16 to eq.7.28.
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Ry=Rps/ /Ry, = 2hsiRe 7.16

Rp3+ Rpg
R, = ((Rns//RL) + Rpnz) // Rpa. 7.17
_ Rps*Rpp
Ry = ((—Rh5+ R )+ Rp2) // Rpa- 7.18
_ _ Rp3*Rpy
Ry,=Ry3//Rns = Rt Ria 7.19
Ry, = ((Rns//RL) + Rnz) // Rpa- 7.20
_ Rps*Rpp
Ry = ((—Rh5+ R )+ Rp2) // Rpa- 7.21
R, — (RhsRrLRh1+Rr5sRh2Rh1+RrLRR2RR1) (RRs+RAL) 792
b (RnsRrL+ RpsRp2+RpLRpr2+RrsRp1+RrLRR1) (Rrs+RRL) '
R, = Rp1(RpsRuL+RusRp2+RpLRp2) 7.23

(RnsRhL+ RpsRp2+RpLRp2+RrsRp1+RrLRA1)

E, in has three components (eq. 7.24): the internal opamp voltage noise E,,,, (not considered
here as it is not affected by the size of Rnsand Rn4); the internal current-introduced noise E,;;;
and the resistor-related noise (thermal) E,,,- (eq. 17).

Buin = [ERo + B + By 7.2
Eni = (InRa)? + (IyRp)? 7.25
Enrg = /4 * KT % Ry x NBW 7.26
Enp = /4 * KT % R, x NBW 7.27
Epr = \ (Enra)?* + (Enyp)? 7.28

where BW, = noise bandwidth of the op-amp, k = 1.38 x 10723 J/K (Boltzmann’s const.); I =
RMS noise current, and T = temperature (K).

Consequently, the total output-referred RMS noise voltage is
En,out = Av_CLEni 7.29

The contribution of the noise sources to the output current is

Eznv+E2ni+ Eznr
Iload,TN = \/( RZ s ) 7.30

Equations (7.25), (7.28), and (7.30) further indicates that selecting large values for Rnz and Rpa
increases the noise levels in the MEHCS design. Attempting to lower the value of the Rx
resistors from 100 kQ (as used in the experiments) to 5 kQ results in /oy: degradation for the
MEHCS. This is shown in the respective simulated /out frequency responses in Figure 7 16a,
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where MEHCS delivers the nominal current of 1 mA, and Figure 7. 16b, where the current
delivered is lower than the nominal and changes for different loads. Figure 7. 16c indicates
that the same reduction in R, values does not affect the /oyt frequency response of AHCS,
which is 1 mA independent of load. Simulations were carried out in single-ended half-circuits
with grounded loads.

Figure 7.15 demonstrates the noise spectrum for MEHS and AHCS for different loads. MEHCS
is demonstrated with 100 kQ R, values as it is not operational for lower values, while lowering
Rn values to 5 kQ for the AHCS (still operational in Fig. 17) allows for improved noise
performance, with AHCS achieving 17% lower noise for a 1kQ load and 19% lower noise for a
5kQ load within the bandwidth of interest

(a) MECHS output vs frequency for a 1-5k(2 loads. (b) MECHS output vs frequency for a 1-5k{2 loads.
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(c) ACHS output vs frequency for a 1-5k2 loads. (d) AHCS output vs frequency for a 1-5k(2 loads.
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Figure 7. 16 Effects on I,y for lowering Ry1-4 from (a) &(c) 100 kQ to (b)& (d) 5 kQ in single-ended MEHCS and AHCS.

7.9 Effects of AHCS feedback resistors Tolerance on circuit performance

The precision foil resistors used for Rh1i—Rhs and Rsense have a TCR (temperature coefficient of
resistors) of £2.0 ppm/°C and a tolerance of +0.01%. Nominal and calculated values for a 1 kQ
resistance of the same type as Rsense are presented in Table 2 for temperatures -20 °C, 0 °C,
and 40 °C.

The impact of temperature on ACHS components and particularly the current sensing resistor
Rsense Was further examined through LTSpice simulations, spanning temperatures from -20 °C
to 40 °C, with a temperature coefficient set to the specified 2.0 ppm/°C as per the precision
foil resistor datasheet. The reference temperature was set at 27 °C.

Ry = Rper(1+ TCR(T, — Trep)) 7.31

Replacing the Rp resistors with Rq, calculated using Equation (7.31), AHCS was once more
assessed by generating its frequency responses for a range of loads (Figure 7.17) where T, =
Ambient temperature at which the resistance is measured, TCR =Temperature coefficient of
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the resistance, Ty is the reference temperature. The graphs demonstrate that extreme
temperature variations do not have a significant effect on the system’s performance. No
different existed between the simulation at the two extreme temperatures.

(a) ACHS Iout vs frequency at -20°C (b) ACHS Ioul vs frequency at +40°C
1.2 T T 1.2 T T
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Figure 7. 17 Percentage errors of ACHS at extreme temperature variations (a) at -20° and (b) at 40°.

Rref Nnominal (Q) TCR (ppm/°C) Ta(°C) Ra measured (Q)
1000 2 -20 999.906
1000 2 0 999.946
1000 2 40 1000.026

Table 7. 2 Calculated resistance of the sense resistor (Rsense) at -20° and 40° extreme temperature variations
7.10 AHCS Performance Overview.

The overall performance of the AHCS system is summarised in Table 7.3, in comparison with
six other architectures of AC current sources, including an ASIC approach featuring an OTA-
based design. The AHCS architecture achieves a higher bandwidth than the ASIC for a less
than 1% output current amplitude error. It also achieves outputs as low as 100 pA, lower than
the 500 pA reported in [96]. The total harmonic distortion (THD) was measured to be less
than 0.2% for 2 mA p-p output current. The system was also simulated with RC loads (Figure
7.18) comprising a 1 kQ resistor in parallel with capacitors ranging from 5nF to 30nF. The
bandwidth exhibited was stable for all loads.

ACHS output current vs frequency for RC loads

(Applied Iout =1mA)
1.2 T T T T T T T T T T T
1 -
< 08 R=1k(,C=5nF 1
E | R=1k(,C=10nF |
= 06 R=1k(,C=15nF
204l R=1k(,C=20nF J
: R=1k(),C=25nF
Y A R=1k(,C=30nF |
103 104 10° 108
f (Hz)

Figure 7. 18 Simulation: AHCS output current vs. frequency for RC loads (applied lout = 1 mA).
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Main features of AHCS and comparison with other designs

Architecture | CTVF-MEHCS EHCS Differential OTA - based | ACHS
sinusoidal ASIC. .
[97] [139] (This work)
current gen. 5]
[140] [
Bandwidth <10kHz <100Hz 90kHz < 1MHz < 3Mhz
< 1% lou err.
THD -- -- 0.81%@250pA;- | 0.69%@5mA,, | <0.2% @
0.53% @ 2mA,.
p
Size and | - - 5mm* 5 mm 6.18mm? 15.5cm*8.5
complexity
cm
Max Output | 2mA;, <1.4Ap« 350pAp 5mAp, 2mAp,
Current
Output 3.16MQ@ - >100KQ @ | 665KQ @ | IMQ @ 1kHz
Impedance 10kHz. 90kHz 100kHz
200KQ @
1.99MQ 372kQ @ | 100kHz.
@100kHz 500kHz
<1kQ
<32KQ@1MHz @1MHZz
Output <1%eror @ | <0.5% <1% @90kHz <1%eror @ | <1% @ 1mA
current 10kHz @<100Hz 1MHz @3MHz
accuracy
<2% @ 1MHz
68.5%
@10MHz
Supply 18V +25V 1.25V 18V +15V
Voltage
Technology Discrete Discrete 0.18um 0.6um Discrete
CMOS CMOS HV

Table 7.3. Main features of AHCS and comparison with other designs

Table 7. 3 Main features of AHCS and comparison with other designs
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7.11  Conclusion on chapter 7.

Conventional fixed-gain AC current source designs, commonly used in bioimpedance
applications, exhibit output current amplitude decline at higher frequencies, limiting their
bandwidth to around 100 kHz. Modified Enhanced Howland Current Source (MEHCS) design
variants have shown promise with 1 MHz bandwidth and low output current errors of 1.5%.
However, there remains a need for achieving less than 1% current errors, higher bandwidths,
and operation with sub-mA currents in various bioimpedance applications, a feat not yet
attained by existing optimised designs.

In this thesis, | introduced the Adaptive Howland Current Source (AHCS), which surpasses
current systems by achieving sub-1% output current error over a bandwidth three times
greater than the highest reported, including performance at smaller (100 pA) currents.. AHCS
incorporates an Automatic Gain Control (AGC) to adapt input voltage amplitude,
autonomously compensating for output current degradation. In contrast to conventional
optimisation approaches, AHCS enhances accuracy across a wider bandwidth by dynamically
adjusting the current driver reference voltage based on actual injected current output,
offering flexibility for swept frequency applications and high performance for low amplitude
currents, as needed in cell culture experiments.

AHCS’s strength lies in maintaining constant amplitude AC current outputs with great
accuracy over a significantly wider bandwidth, albeit with trade-offs such as increased
complexity, power consumption, system size, and settling time. Despite these considerations,
AHCS’s wide bandwidth operation offers substantial performance improvements, making it
conducive for highly accurate bioimpedance measurements at high frequencies. The
envisioned applications encompass extending bioimpedance monitoring methods beyond
research settings into mainstream clinical practice, assessing conditions like skin cancer.

To effectively detect skin abnormalities, such as skin cancer, it is essential for the circuit to
accurately detect cells within a biological sample, particularly at higher frequencies. Chapter
8 will discuss the performance of the ACHS in biological samples, specifically by testing on
lysed and unlysed blood samples.
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Chapter 8

Assessment on the integrity of Blood cells using ACHS.

The application of bioimpedance for skin cancer detection depends on the instrumentation’s
ability to assess the integrity of biological cells. Following the evaluation of ACHS with
electronic loads, it is essential to further characterize it using biological samples and
benchmark its performance against a standard laboratory impedance analyzer. To achieve
this, ACHS was employed to measure the impedance of in-vitro blood samples for haemolysis
detection. The interface between the measuring circuit and the biological sample was
established using a custom-designed PCB electrode, configurations in a square tetrapolar
topology for a 6-well culture dish.

Impedance measurements were conducted with the MEHCS both with and without the
implementation of the AGC feedback loop, and these results were compared to those
obtained from the Agilent A4924A impedance analyzer. Haemolysis, indicating a loss of red
blood cell integrity, was induced by rapid cooling of blood samples and confirmed through
microscopy and haematocrit assessment. To undertake the experiments, several parameters
were considered, including the electrode design as to determine the areas of best sensitivity.

V olp

Blood sample

Figure 8. 1 Systematic block diagram interrogation of blood cells using ACHS
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8.1 Electrode Design.

Custom electrodes were designed to fit a 6-well culture dish, enhancing previous work [141]
through a PCB-based setup. The main board and electrodes were constructed from FR4 PCB
material (Figure 8.2) with gold plating on the electrodes to ensure biocompatibility. The
electrodes shown in Figure 8.2 are soldered onto the main board, which features connector
points at one end for easy integration with external circuitry via jumper wires.

Connectors
Main board
Electrodes

Figure 8. 2 PCB electrode setup for the 6-well culture dish

A finite element method (FEM) simulation of the electrode setup was conducted in COMSOL
Multiphysics® (Figure. 8.3). The tetrapolar square electrode configuration (Figure. 8.3(a))
enhances sensitivity in the central region of the dish. The planar sensitivity distribution at the
dish bottom (Figure. 8.3(b)) reveals a high-sensitivity area of 100 cm?, indicating that the
impedance of specimens placed within this central region will have the greatest impact on
the overall measured impedance.

Current Potential
Electrodes Electrodes

Planar Sensitivity
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Figure 8. 3 COMSOL Multiphysics® simulation (a) Electrode configuration (b) Planar sensitivity
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8.2 Blood Sample

Each sample consisted of 1.5 mL of whole human blood, treated with EDTA to prevent
coagulation. Haematocrit (HCT) levels were measured using a haematology analyser (Dymind
DH35). Transmission differential interference contrast (DIC) microscopy images were
captured with an Amscope transmission microscope (Figure. 8.4(a)). Haemolysis was induced
by freezing the blood at -80°C for 30 minutes, followed by thawing and warming to 22°C. Post-
lysis, HCT was measured again, and microscopy images were taken to evaluate the extent of
haemolysis (Figure. 8.4(b)).

(a)

(b)

Figure 8. 4 Microscopic image of (a) whole blood (b) lysed blood

8.3 Experimental Procedure.

The electrode setup was placed in the dish so that the electrodes reached the bottom surface
and 1.6 mm of the electrodes were dipped into the sample, with clean, disinfected electrodes.
The sample covered the base of the culture dish and was maintained at 22°C. The setup was
connected to the Agilent A4924A impedance analyser, with the injection current set to 1mA.
The frequency was swept from 10kHz to 15 MHz with a bandwidth setting of 5 (high
precision). Subsequently, the setup was also connected to the AHCS with a generated current
Amplitude of 1mA. The Vmeas across the sample was captured using the oscilloscope. The
frequency of the input signal ranged from 100 kHz to 4 MHz in decade intervals. Data from
the oscilloscope was filtered in MATLAB®. The Impedance magnitude of the samples were
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derived using ohms. This was repeated to determine the impedance of the blood sample
following haemolysis. The set up for this experiment is further illustrated in Fig.8.5

Figure 8. 5 Experimental set up featuring blood sample in one the wells, and the ACHS

8.4 Biological experimental result analysis.

The impedance of whole blood and lysed blood was measured using a standard Agilent
A4924A impedance analyser over a frequency range from 100 kHz to 4 MHz. The impedance
magnitude across this spectrum for both whole and lysed blood samples (S-1 and S-2) is
shown in Figure 8.6. A clear difference is observed between the impedance magnitudes of
whole blood and lysed blood across the frequency range, with lysed blood exhibiting higher
impedance than whole blood. At approximately 5 MHz, impedance values for both whole and
lysed blood converge. This distinction in impedance suggests that haemolysis can be detected
through impedance measurements. Variability in impedance values at specific frequencies
between the two samples likely reflects differing levels of haemolysis.
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Figure 8. 6 Impedance spectrum of whole and lysed blood using the impedance analyser and the AHCS with and without
feedback

The impedance of whole and lysed blood was measured using the Adaptive Howland Current
Source (AHCS) over a frequency range of 100 kHz to 4 MHz Figure. 8.6 also compares the
impedance measurements obtained with the AHCS (with and without AGC feedback) to those
from the standard analyser. The results indicate that the circuit’s performance improves with
AGC feedback, showing a similar trend to the analyser’s measurements at higher frequencies.

8.5 Conclusion on chapter 8.

In Chapter 8, AHCS was used as the injection side, with a front-end measurement side to
assess the impedance of in-vitro blood samples for cell integrity assessment during
haemolytic condition. To facilitate precise measurements, a custom-designed square
tetrapolar configuration with printed circuit board (PCB) electrodes was implemented in a 6-
well culture dish setup, enabling an effective interface between biological samples and the
measurement circuitry.

Bioimpedance measurements were conducted under two conditions: with MEHCS and AHCS.
These configurations allowed for a comprehensive evaluation of the AHCS's performance
against a standard impedance analyser. Results revealed a robust correlation between the
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AHCS circuit and the impedance analyser measurements, validating the AHCS's capability to
reliably assess changes in the blood cells integrity.

The findings demonstrated that lysed blood samples exhibit significantly higher impedance
values due to the resistive properties of the electrolyte medium in the absence of the
capacitive contributions of intact cell membranes. This impedance variation, resulting from
cellular breakdown, highlights the AHCS's sensitivity and confirms its capability to detect
structural degradation and abnormalities within cell. Such sensitivity would be highly valuable
in identifying skin-related pathologies, including skin cancer.
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Chapter 9.

Conclusion on thesis.

This thesis presents a significant step forward in the design and validation of bioimpedance
systems aimed at achieving more accurate, reliable, and portable solutions for skin health
assessment and broader biomedical applications. Through an in-depth exploration of the
limitations in current bioimpedance systems, this research proposes innovative architectures
that address systematic sources of error and enhance the adaptability of bioimpedance
technology for clinical and diagnostic purposes.

This thesis begins by establishing the clinical and research motivations behind improving
bioimpedance technology, particularly for skin health monitoring. The introduction highlights
the limitations of current bioimpedance methods, which suffer from high operator
dependency, limited portability, and reduced accuracy. It sets out the primary objectives of
this work, which include investigating error sources, performing systematic comparisons,
conducting multimodal analyses, and advancing bioimpedance systems through phase error
correction, bandwidth enhancement, and injection-side optimization. By setting these goals,
this thesis emphasizes the potential of bioimpedance technology to transform non-invasive
diagnostics in dermatology and other clinical fields.

Chapters 1-2 provides a theoretical exploration of bioimpedance, focusing on the electrical
properties of biological tissues, with an emphasis on skin. It delves into skin anatomy and the
equivalent circuit model used to represent its impedance, discussing key bioimpedance
measurement configurations such as bipolar and tetrapolar setups, electrode models, and
specific geometries for various applications. These insights establish the foundational
understanding necessary for developing the innovative techniques presented later in the
thesis.

A comparative analysis of skin hydration assessment methods is then presented in chapter 3,
integrating bioimpedance and optical modalities. In addition to bioimpedance
measurements, an optical sensor was developed to evaluate effectiveness alongside a
conventional corneometer, the standard for hydration assessment. The results show that
bioimpedance offers higher sensitivity to internal moisture levels. The multimodal approach
highlights the potential of hybrid systems, providing a more comprehensive framework for
skin diagnostics and offering a blueprint for future multimodal device development.

The thesis then provides an in-depth analysis of bioimpedance circuit designs and error
sources in chapter 4. It explores the current injection and sensing mechanisms, comparing
various Howland current source derivatives and topologies aimed at enhancing output
impedance. A mathematical examination of key sources of error—such as phase shifts,
frequency-dependent variations, and offset errors—is conducted to understand how these
factors impact measurement accuracy. Through simulations and modeling, three
bioimpedance circuit topologies are evaluated, leading to a robust understanding of error
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propagation and the establishment of potential solutions and optimized circuit architectures
to effectively mitigate these errors.

System-level simulations using MATLAB SIMULINK were then conducted to compare various
bioimpedance configurations under simulated error conditions in chapter 5. This chapter
examines configurations such as synchronous demodulation, magnitude and phase detection,
and synchronous sampling, with each configuration subjected to systematic and topology-
specific error simulations. The study identifies the unique strengths and limitations of each
configuration, guiding the selection of an optimal bioimpedance architecture for applications
like skin health assessment and cell integrity diagnostics. These findings inform the design of
circuits that are optimized for diagnostic accuracy in real-world settings.

A significant contribution of this thesis is the development of a Phase Error Compensated
Synchronous Demodulation (PECSD) system, which introduces automatic phase error
correction to enhance measurement reliability n chapter 6. Experimental validation shows
that this system reduces phase error by up to 95%, a substantial improvement over
conventional bioimpedance systems that suffer from phase drift, especially at high
frequencies. The PECSD system demonstrates strong performance in applications requiring
high phase accuracy, such as the early detection of skin cancer, where precise phase
information is essential for distinguishing malignant from healthy tissue.

To further expand bioimpedance capabilities, an Adaptive Howland Current Source (AHCS)
with Automatic Gain Control (AGC) was introduced in chapter 7. The AHCS design addresses
common limitations by ensuring a stable current output across a wide frequency range, which
is crucial for applications requiring high-frequency stability, such as dielectric spectroscopy
and detailed tissue characterization such as skin cancer. The AGC enables dynamic of the
adjustments of the control drive voltage to keep the current amplitude constant, reducing
errors and enhancing measurement consistency. Experimental results confirm that the AHCS
system maintains accuracy and stability even at frequencies up to 3 MHz, marking a significant
advancement in bioimpedance measurement systems.

The final experimental validation of AHCS systems is presented through experiment on blood
samples where the integrity of blood cells were assessed by comparing the impedance of
lysed and un-lysed blood cells in chapter 8. By employing a custom tetrapolar electrode
configuration, distinct impedance patterns are detected, with lysed samples showing higher
resistive values due to cellular breakdown. This chapter demonstrates the system’s capability
and versatility, suggesting its use in a variety of diagnostic applications, including tissue
viability assessments as well as cell integrity assessments. The results underscore the
potential of these optimized bioimpedance systems for real-time, non-invasive diagnostics in
clinical settings. In conclusion, this thesis provides a substantial foundation for the
development of next-generation bicimpedance systems that combine high measurement
accuracy, reduced operator dependency, and adaptability across clinical applications. By
addressing core issues such as phase accuracy, and bandwidth limitations, this work advances
bioimpedance technology, making it a more viable and reliable tool for non-invasive
diagnostics.
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9.1 Future Work

Future research could focus on expanding the bandwidth of the Phase Error Compensated
Synchronous Demodulation (PECSD) system to reach the MHz range. This bandwidth
expansion is important as high frequencies injection reveals the conditions of the depth of
the skin through which many skin conditions may be realised.

To achieve this bandwidth expansion, one promising approach would be to integrate a high-
speed microcontroller capable of detecting fast pulses in the nanosecond range for the phase
synchronization block. By incorporating advanced microcontrollers, the system could handle
phase adjustments and performance synchronization more precisely, improving overall
performance in applications where phase in a critical disease assessment factor. Additionally,
the frequency synthesizer bandwidth could be further extended through careful circuit
design, leveraging topologies optimized for high-frequency operations and incorporating
ultra-fast clock/crystal oscillators.

Miniaturization of the entire system is another good direction for future work. By integrating
components into a compact, all-in-one chip (ASIC), the system could be adapted for clinical
trials and in-vivo applications, particularly in areas such as skin cancer diagnostics.

Further research should also explore the optimization of both the Adaptive Howland Current
Source (AHCS) and PECSD for specific bioimpedance applications, such as dielectric
spectroscopy, which requires operational frequencies up to 10 MHz. Incorporating radio
frequency (RF) design techniques and adapting demodulation methods typically used in RF
systems could facilitate this optimization. These would enhance measurement across a wider
range of bioimpedance applications.

In summary, future research could yield transformative advancements by:

1. Extending PECSD bandwidth for MHz-level applications by Integrating high-speed
microcontrollers for enhanced phase synchronization.

2. Expanding the frequency synthesizer’s range by using with high-speed clock sources.
3. Optimizing AHCS and PECSD with RF techniques for applications up to 10 MHz.
4. ASIC realisations of ACHS and PECSD.

These steps would not only expand the versatility of this architecture but also establish it as
a powerful breakthrough in precision medicine, supporting real-time, non-invasive
diagnostics across various health care sector.
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Appendix: Circuit Simulation and PCB Schematics and code

Spice Circuit diagram for Figure 2.14
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Spice Circuit diagram for Figure 4.4

Spice Circuit diagram for Figure 4.5
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Spice Circuit diagram for the HCS with buffered feedback used for the output impedance graph of

buffered feedback topology and shown in Figure 11

Spice Circuit diagram for the NIC circuit used for the output impedance graph of NIC shown in Fig.11
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Spice Circuit diagram for the GIC circuit used for the output impedance graph of GIC shown in Fig.11.

Spice Circuit diagram for MEHCS used for the output impedance graph of MEHCS shown in Fig.11
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Spice Circuit diagram for EHCS used for the output impedance graph of EHCS shown in Fig.11

Spice Circuit diagram for instrumentation amplifier used in Fig 4.13
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Spice Circuit diagram for Rsense Lumped Impedance model shown in Fig.6.9

Spice Circuit diagram for simulation of the common mode offset voltage of the instrumentation
amplifier of Fig.6.11
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Spice Circuit diagram for simulation of the MEHCS noise analysis of Fig 7.15

SEGEENE
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Spice Circuit diagram for simulation of the AHCS noise analysis of Fig 7.15
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Frequency Syntesizer PCB
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Frequency Syntesizer PCB     

AHCS PCB     


PECSD PCB

’\ 162,43

__ HEATSINK2

)_Tiype2_dit | 1UeF ||I|
"

124, 9.

Shase Synchronis and Impedance Measurement

// Code to control the Ad5220 Digital potentiometer

int CS=7; // Chip Select (CS) pin for digital potentiometer, connected to Arduino pin D7
int CLK=8; // Clock (CLK) pin for digital potentiometer, connected to Arduino pin D8
intuD=9; //Up/Down (U/D) pin for digital potentiometer, connected to Arduino pin D9
int TP1=3; //Phase detector signal, connected to Arduino pin D3

int Relay = 4; // Relay control, connected to a transistor drive connected to Arduino pin D4

// Initializing the address to store phase detector reading

int storeTypel =0;

void setup() {
pinMode(UD, OUTPUT);  // Set U/D pin (D9) as OUTPUT to control phase adjustment

pinMode(CLK, OUTPUT);  // Set CLK pin (D8) as OUTPUT to send clock pulses to potentiometer


PECSD PCB   


pinMode(CS, OUTPUT);  // Set CS pin (D7) as OUTPUT to enable/disable the potentiometer
pinMode(TP1, INPUT);  // Set TP1 pin (D3) as INPUT to read Type 1 phase detector signal
digitalWrite(CS, HIGH); // Set CS high to disable the potentiometer initially

digitalWrite(Relay,LOW); // Make sure the relay is not switched on intially

void loop() {
digitalWrite(CS, LOW); // Enable potentiometer by pulling CS low
digitalWrite(UD, HIGH); // Set U/D high to decrease resistance, reducing phase
for (inti=0;i<128;i++) {
SendPulse(); // Send 128 pulses to adjust resistance to zero initially

}

digitalWrite(CS, HIGH); // Disable potentiometer by setting CS high

delay(10); // Short delay

while (1) { // Infinite loop to monitor phase and adjust resistance
storeTypel = digitalRead(TP1); // Read phase detector signal is detected)

delay(10);

if (storeTypel == HIGH) {
digitalWrite(Relay,HIGH); // Switch on the transistor drive the relay
digitalWrite(UD, LOW); // Set U/D low to increase resistance, adding phase
digitalWrite(CS, LOW); // Enable potentiometer
delay(1);
SendPulse(); // call the function Send pulse to adjust resistance
digitalWrite(CS, HIGH);  // Store new resistance value by disabling potentiometer
}
else {

delay(1); // Short delay if no adjustment is needed



void SendPulse() { // Function to send a single clock pulse
digitalWrite(CLK, HIGH); // Set AD522 CLK high to start pulse
delay(10); // Delay for pulse width (can be shortened with delayMicroseconds)
digitalWrite(CLK, LOW); // Set AD522 CLK low to end pulse

delay(10); // Delay between pulses
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