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Bayes or Pascal? The computations underlying motivated 
reasoning
Francesco Rigoli

Department of Psychology and Neuroscience, City St George’s, University of London, London, UK

ABSTRACT
The construct of motivated reasoning has inspired an influ
ential body of research. However, most theories of this con
struct are expressed in a verbal form. This is somewhat 
limited in light of contemporary research in cognitive science 
that emphasizes the insight afforded by employing compu
tational modeling. To address this, the paper introduces 
a computational model of motivated reasoning. The model 
builds on previous accounts of belief formation based on 
Bayesian inference by adding computations concerning 
value or utility. The result is an interpretation of motivated 
reasoning as being akin to a process reflecting an uncon
scious Bayesian decision, in a way that is reminiscent of the 
famous Pascal’s wager. This framework is broadly consistent 
with empirical evidence, especially about the effect of loss 
function asymmetries on probability judgments, about the 
confirmation bias, and about the backfire effect. Moreover, it 
is compatible with evolutionary explanations of motivated 
reasoning that interpret this phenomenon as ensuing from 
self-deception. The model helps understanding the compu
tational principles behind the concept of motivated reason
ing. Moreover, it facilitates the comparison between 
perspectives that downplay motivated reasoning and the
ories that emphasize its role. This may inform empirical 
research aimed at establishing the real contribution of moti
vated reasoning during belief formation.
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Introduction

“I believe that it is raining outside.” Beliefs like this are part and parcel of 
everyday life. How are such beliefs formed? This is one of the central 
questions within social and cognitive science research: addressing it can 
elucidate phenomena that are important in contemporary society such as, 
among others, propaganda, polarization, and resistance to scientific com
munication. It is widely assumed that, if a person entertains a given belief, 
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she must have observed some supporting evidence. For example, the per
son’s claim that it is raining may arise because she heard a thunder, or 
because she spotted a lightning. Moreover, it is evident that not only beliefs 
are grounded upon evidence, but also upon prior expectations. For example, 
the person may presuppose that rain is virtually impossible during the dry 
season. The thunder and the lightning notwithstanding, this prior knowl
edge may lead the person to conclude that, after all, the rain remains very 
unlikely.

The notion that novel evidence and prior expectations are the key ingre
dients of belief formation informs a venerable tradition in philosophy and in 
the social sciences. Authors like Plato, Aristotle, Locke, Hume, and Kant 
have all advanced versions of this idea (Niiniluoto et al., 2004). This view is 
also central to rational inference theory, perhaps the major framework in 
contemporary cognitive science research (e.g., Austerweil & Griffiths, 2011; 
Dasgupta et al., 2020; Griffiths & Tenenbaum, 2006; Hahn & Oaksford,  
2007; Jern et al., 2014; Oaksford & Chater, 2007; Tenenbaum et al., 2006; 
Vul et al., 2014; Zmigrod, 2022; Zmigrod et al., 2023), as well as to proposals 
emphasizing the role of heuristics during belief formation (e.g., Gigerenzer 
& Brighton, 2009; Gigerenzer & Gaissmaier, 2011; Gilovich et al., 2002; 
Kahneman et al., 1982). While rational inference theories entail that prior 
expectations and novel evidence are combined according to optimal prin
ciples (e.g., based on Bayesian statistics), theories based on heuristics assert 
that they are integrated according to rules of thumb. Yet, the two groups of 
theories agree that prior beliefs and novel evidence are the unique ingre
dients of belief formation. Even accounts positing that beliefs are distorted 
by systematic cognitive biases (e.g., Evans, 1989; Kahneman et al., 1982) 
ultimately share this view: according to them, representations of prior 
expectations and novel evidence are deformed by reasoning fallacies, but 
nonetheless remain the sole factors involved.

Not all authors, however, have been persuaded by the intuition that prior 
knowledge and novel evidence suffice to explain belief formation. An alter
native idea is that, together with these two factors, people’s motivation plays 
a key role too. For example, consider a person who craves a walk outdoor, 
thus hoping that it is not raining outside. This motivation, according to this 
perspective, will bias the person’s judgment about whether it is raining or 
not. Such motivated reasoning outlook can already be identified at the dawn 
of Western philosophy as the position advocated by the sophists in Plato’s 
dialogs (Barrett, 1987). Marginalized thereafter, it resurfaced at the end of 
the Nineteenth century in the work of authors referred by the philosopher 
Ricoeur as masters of suspicion, that is, in the work of Marx, Nietzsche, and 
Freud (Ricoeur, 1974). In their footsteps, several social scientists are nowa
days persuaded by the idea that motivation is pivotal during belief forma
tion. Indeed, this idea is the backbone of some of the most prominent 
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frameworks in social psychology, including cognitive dissonance theory 
(Festinger, 1957; Harmon-Jones & Harmon-Jones, 2007), attribution theory 
(Harvey & Weary, 1984; Heider, 1958), and social identity theory (Hogg,  
2016; Tajfel & Turner, 1986).

The debate about whether motivation contributes to belief formation is 
far from settled, and many remain skeptical (e.g., Bayes & Druckman, 2021; 
Erdelyi, 1974; Hahn & Harris, 2014; Mercier & Sperber, 2017). Yet, evidence 
suggesting that this contribution is real is compelling (e.g., Ditto & Lopez,  
1992; Ditto et al., 1998, 2003; Druckman, 2015; Drummond & Fischhoff,  
2017; Kunda, 1990; Kahan, 2013, 2016; Klaczynski, 2000; Lodge & Taber,  
2013; Lord et al., 1979; Taber & Lodge, 2006; Tappin et al., 2017). A recent 
example concerns judgments about climate change. If prior beliefs and 
novel evidence are the whole story, a person should estimate the likelihood 
of climate change based on aspects such as prior knowledge about climate, 
recent weather events, and analyses provided by experts on the media. By 
contrast, people’s judgments on climate change appear, according to 
empirical research, to be shaped primarily by values and group affiliation, 
aspects possibly under the influence of motivational factors (Feldman et al.,  
2014; Kahan, 2015; Kobayashi, 2018; Ma et al., 2019; Linden et al., 2018; 
Wolsko et al., 2016; but see; Bayes & Druckman, 2021).

The contemporary scientific literature presents several theoretical treat
ments of motivated reasoning (e.g., Ditto, 2009; Ditto et al., 2009; Festinger,  
1957; Harmon-Jones & Harmon-Jones, 2007; Harvey & Weary, 1984; 
Heider, 1958; Hogg, 2016; Jost et al., 2004, 2022; Kahan, 2016; Kunda,  
1990; Lodge & Taber, 2013; Tajfel & Turner, 1986). These have offered 
great insight, yet a potential shortcoming is that, with rare exceptions (e.g., 
Kim et al., 2010), they are articulated in a verbal form. By contrast, various 
theories of belief formation that ignore motivated reasoning are grounded 
on computational modeling, for example in the form of Bayesian inference 
(Austerweil & Griffiths, 2011; Dasgupta et al., 2020; Griffiths & Tenenbaum,  
2006; Hahn & Oaksford, 2007; Jern et al., 2014; Oaksford & Chater, 2007; 
Tenenbaum et al., 2006; Vul et al., 2014). Compared to computational 
models, verbal theories are not as precise and, thus, provide somewhat 
hazier descriptions and more ambiguous predictions. At present, 
a computational model of motivated reasoning is lacking, and therefore it 
remains to be established whether this construct can be spelled out in 
computational terms. What are the computational principles that underly 
motivated reasoning? The purpose of the present paper is to address this 
question by developing a computational framework of this construct and by 
assessing any novel insight that can be gained.

As noted above, at the empirical level there is ongoing debate on whether, 
and to what extent, motivation is important during belief formation. The 
paper aims at contributing to this debate by helping to clarify the construct 
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of motivated reasoning. Put another way, the aim of the paper is theoretical, 
and not empirical; it is not to establish whether the empirical literature 
warrants the conclusion that motivation is important during belief forma
tion, but to help elucidating the theoretical principles behind motivated 
reasoning. Thus, the paper will not enter the empirical debate in detail. Still, 
it is important to consult the data to assess whether the proposed model is at 
least plausible, and the paper will do that when appropriate. Given that, as 
we shall see, the model relies on the formalism of Bayesian decision (Bishop,  
2006), it is referred as Bayesian decision model of motivated reasoning 
(BDMR).1 The next section will offer a systematic description of this 
framework.

The model

Before presenting the BDMR, it is paramount to provide the definition of 
two fundamental concepts: the concept of belief and the concept of reason
ing. The article defines the former as a conscious mental state associated with 
acceptance of a specific hypothesis (e.g., “it is raining outside”) with some 
degree of confidence. This definition assumes that a belief is a conscious 
mental representation. This excludes looser formulations of the term that 
encompass unconscious representations and that are found sometimes in 
the literature. For example, according to a looser definition, a giraffe can be 
described as believing that the food is on the tree. Though this way of 
describing things is useful in certain contexts, here the term “belief” is 
restricted to conscious mental states which, for example, do not apply to 
non-human animals. Note also that the definition just proposed introduces 
the concept of confidence. This implies that, even if two people agree that it 
is raining outside, one may be staunchly convinced about this while the 
other may express some degree of uncertainty.

Regarding the concept of reasoning, the contemporary literature distin
guishes between intuitive and deliberative processes, the former being lar
gely unconscious and the latter being predominantly conscious (Evans,  
2003; Evans, 2008; Kahneman, 2011). Though both contribute to shape 
beliefs, there is growing evidence that intuitive reasoning is preponderant 
and is employed by default, while deliberative reasoning comes into play 
only occasionally and at a later stage (Evans, 2003, 2008; Kahneman, 2011). 
Based on this distinction, the focus of the BDMR is on explaining how 
intuitive mechanisms shape beliefs. Thus, all in all, the scenario explored by 
the model is one where a set of intuitive processes are at work at an 
unconscious level and eventually give raise to subjective beliefs (each 
embraced with a given level of confidence) expressed at the conscious level.

Now that the basic concepts have been spelled out, let us introduce the 
BDMR. The model incorporates previous proposals that rely on Bayesian 
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inference to explain how, during belief formation, prior representations 
are integrated with novel information (Austerweil & Griffiths, 2011; 
Dasgupta et al., 2020; Griffiths & Tenenbaum, 2006; Hahn & Oaksford,  
2007; Jern et al., 2014; Oaksford & Chater, 2007; Tenenbaum et al., 2006; 
Vul et al., 2014). However, since these previous proposals ignore motiva
tional influences, the model views them as limited. To account for the 
role of motivation, the BDMR integrates Bayesian inference with com
putations concerning value (or utility).2 The result is a proposal which is 
based on a Bayesian decision framework (Bishop, 2006) where beliefs are 
formed over two stages, the first implementing Bayesian inference and 
the second capturing the influence of value (Figure 1). To illustrate how 
this works, consider a person who is pondering two alternative hypoth
eses about climate change. The first (a climate change hypothesis, H =  
CHA) claims that the climate has been changing dramatically. 
The second hypothesis (a climate hoax hypothesis, H = HOA) denies 
this claim. The BDMR analyses the unconscious reasoning mechanisms 
that lead a person to believe that either hypothesis is true and describes 
these mechanisms as being akin to a Bayesian decision process. This can 
be illustrated as unfolding over two stages. During stage one, the poster
ior probability of each hypothesis is estimated based on Bayesian infer
ence. If P(H) corresponds to the prior probability of the two hypotheses 
(with P(CHA) = x, P(HOA) = 1-x, and 0 < x < 1) and O indicates a new 
observation made, then, applying the Bayesian Theorem, the posterior 
probability can be written as:

The prior probability P (H) describes the person’s opinion about climate 
change before any new information is provided (Figure 2).3 This may derive 
from past experience (e.g., weather events occurred in the past) as well as 
from general views about the world (e.g., the view that nature is unchan
ging). The quantity P(O|H) captures the influence of recording a new 
observation, for example in the form of experiencing a new weather event 

Figure 1. The Bayesian Decision model of Motivated Reasoning (BDMR).
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or of reading a book on the issue. It reflects the probability of experiencing 
the new observation conditional on either hypothesis being true. For exam
ple, P(O = hurricane | H = CHA) indicates the probability of experiencing 
a hurricane assuming that the climate change hypothesis is true.

So far, the BDMR is equivalent to classic models of beliefs 
grounded on Bayesian inference (Austerweil & Griffiths, 2011; 
Dasgupta et al., 2020; Griffiths & Tenenbaum, 2006; Hahn & 
Oaksford, 2007; Jern et al., 2014; Oaksford & Chater, 2007; 
Tenenbaum et al., 2006; Vul et al., 2014). However, the BDMR denies 
that this is the end of the story. According to it, Bayesian inference is 

Figure 2. Role of the prior probability and of the value function within the BDMR. Note. The 
simulated scenario is one where an actor arbitrates between the climate change hypothesis 
(CHA) and the climate hoax hypothesis (HOA) based on an observation concerning whether 
a major hurricane has occurred in the country during the last year (O = hurr) or not (O = 
Nohurr). (a) This panel indicates that, as the prior probability P(H = CHA) grows, the posterior 
P (H = CHA | O) also grows. Here the parameters are as follows: O = hurr; P(O = hurr | H = CHA) = 
0.7; P(O = hurr | H = HOA) = 0.4. (b) This panel indicates that, as the value of accepting the hoax 
hypothesis when it is false (V(A = HOA, H = CHA)) grows, the overall value of accepting the hoax 
hypothesis (V(A = HOA) grows as well, while the value of accepting the climate change 
hypothesis (V(A = CHA)) remains constant. Here the parameters are as follows: V(A = CHA, 
H = CHA) = 2; V(A = HOA, H = HOA) = 8; V(A = CHA, H = HOA) = 2; P(H = CHA | O = hurr) = 0.3. 
(c) Same as b, but with P(H = CHA | O = hurr) = 0.5. (d) Same as b, but with P(H = CHA | O = 
hurr) = 0.7.
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only part of a more complex chain of unconscious mechanisms that 
shape people’s beliefs. Indeed, the BDMR proposes that, once the 
posterior P (H|O) is computed, stage two ensues, which implements 
the decision procedure. This is realized based on a value function V 
(A, H) that depends on which hypothesis is assessed (A) and on 
which hypothesis is actually true (H) (Figure 2). The value function 
summarizes all incentives a person predicts to experience by accepting 
any hypothesis if that hypothesis is true or false. In our example, the 
value function encompasses four cases:

● V(A = CHA, H = CHA), describing the value of accepting the climate 
change hypothesis when it is correct;

● V(A = CHA, H = HOA), describing the value of accepting the climate 
change hypothesis when it is wrong;

● V(A = HOA, H = HOA), describing the value of accepting the climate 
hoax hypothesis when it is correct;

● V(A = HOA, H = CHA), describing the value of accepting the climate 
hoax hypothesis when it is wrong.

To appreciate the role of the value function, compare different people 
while they are evaluating the climate change hypothesis. For a CEO of 
an oil multinational, the cost of accepting the climate change hypoth
esis, and of acting accordingly by forfeiting lucrative business opportu
nities, is very large if this hypothesis turns out to be false. For someone 
without as much at stake, by contrast, the cost of accepting the climate 
change hypothesis if this turns out to be false is not as large. This 
example highlights how the value function can vary greatly among 
people.

Based on the value function, the BDMR proposes that the expected value 
associated with accepting either hypothesis is derived. This corresponds to 
the value expected by choosing that hypothesis, independent of whether the 
latter turns out to be true or not. Formally, the expected value is calculated 
by multiplying, for each hypothesis, every value function and the associated 
posterior probability, and by summing across these products: 

To see how this works, consider a case where the value functions asso
ciated with selecting the climate change hypothesis are V(A = CHA, H =  
CHA) = 10 and V(A = CHA, H = HOA) = 2, and where the posterior prob
abilities are P H ¼ CHAjOð Þ ¼ 0:2 and P H ¼ HOAjOð Þ ¼ 0:8. Applying 
equation 2, the expected value associated with accepting the climate change 
hypothesis is V(A = CHA) = 10 ×0.2 + 2 ×0.8 = 3.6.

PHILOSOPHICAL PSYCHOLOGY 7



Once the expected values associated with the hypotheses are calculated, 
one of the hypotheses is finally selected. This, labeled as Â, is the one 
associated with the largest expected value, formally equal to: 

For example, if the expected value associated with the climate change 
hypothesis is V(A = CHA) = 3.6 and the one associated with the climate 
hoax hypothesis is V(A = HOA) = 2, then the climate change hypothesis is 
the one that is chosen (Â ¼ CHA). Crucially, the model posits that the 
chosen hypothesis (ÂÞ corresponds to the conscious belief embraced by 
the person. Therefore, insofar as values play a pivotal role in determining 
which hypothesis is believed to be true, the BDMR interprets beliefs as the 
result of decisions, and not of inferences. Consider again the oil multi
national CEO who attributes a large cost to accepting the climate change 
hypothesis if this turns out to be false. According to the model, this person is 
predicted to be more prone to believe in the climate hoax hypothesis 
compared to people who do not have as much at stake. In this way, the 
BDMR explains motivated reasoning.

One last element modeled by the BDMR is the level of confidence 
associated with a belief. The confidence Conf (Â;Ă) is equal to the differ
ence in expected value between the chosen hypothesis (ÂÞ and the hypoth
esis associated with the second-largest expected value ( Ă):             

Conf (Â , Ă) = V(Â ) – V(Ă) 

In the example above where V(A = CHA) = 3.6 and V(A = HOA) = 2, and 
thus where Â ¼ CHA and  Ă¼ HOA, the confidence is equal to Conf (Â; Ă)  
= 3.6 – 2 = 1.6. It is evident that the level of confidence is boosted when the 
expected value of the selected hypothesis increases compared to the 
expected value of alternative hypotheses.

In short, the BDMR asserts that beliefs do not stem from inferences, but 
from unconscious decisions, and proposes a Bayesian framework to char
acterize the underlying processes. The inferential component remains 
important, as this is a necessary element of any informed decision. Yet, 
inference is only part of the story, as this is integrated with value representa
tions to produce the final belief.

To further elucidate the functioning of the model, let us apply it to 
interpret the unconscious reasoning processes engaged by a person named 
Sally who has just watched a short interview of a climatologist. Since she 
lives in a region where the climate has been very regular for years, a priori 
Sally does not give much credit to the climate change hypothesis (this is 
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reflected in the prior probability P(H)). Yet, the interviewed climatologist, 
who is well-respected and well-known on the media, reports various statis
tics compatible with climate change. To some extent, this new information 
changes Sally’s view, as reflected in a posterior probability which, compared 
to the prior probability, is more favorable to the climate change hypothesis 
(formally, P(H = CHA | O = interview) > P(H = CHA)). The inference stage 
is now completed, and the decision stage ensues. Unconsciously, Sally asks 
the following questions: What are the implications of accepting the climate 
change hypothesis if this is correct? And if it is wrong? And what are the 
implications of rejecting it if the hypothesis is correct? And if it is wrong? 
Sally’s friends ridicule people who are concerned about climate change 
because they believe that the whole issue is in truth an excuse for allowing 
the state to control people’s life. Sally deeply desires to be admired by her 
friends, and hence she attaches a very negative value to accepting the climate 
change hypothesis, even if this may turn out to be true. On this basis, at the 
end Sally consciously believes that the climate change hypothesis is false. 
Now, imagine an alternative scenario where Sally is extremely scared by the 
gloomy forecast about the consequences of climate change. On this basis, 
the cost of rejecting the climate change hypothesis if this turns out to be true 
now far outweighs the cost of accepting this hypothesis if this turns out to be 
false. In this alternative scenario, Sally ends up consciously believing that the 
climate change hypothesis is true.

An important aspect of the BDMR concerns the relative weight of the 
inferential component (captured by the Bayesian inference part) vis-à-vis 
the value component (captured by the decision-making part). The BDMR 
treats such weight flexibly by adapting the value function to the specific 
circumstances. For instance, consider a person who is highly motivated to 
be accurate. Such elevated accuracy motive can be modeled by boosting the 
value of accepting the hypotheses when the hypotheses are correct – in the 
example above, this corresponds to boosting both V(A = CHA, H = CHA) 
and V(A = HOA, H = HOA). This minimizes the influence of any bias in 
favor of either hypothesis, as reflected in a strong motivation to be accurate. 
Related to this point is the question of what happens when an extremely 
large payoff is linked with a clearly unrealistic option. Imagine a person who 
expects to receive one billion dollars if she believes that Putin is the 
president of the U.S.A.. Does the BDMR predict that, in scenarios like 
this, people will accept such unrealistic hypotheses? The BDMR does not 
make this prediction if one assumes that, following standard decision- 
making models (e.g., Samuelson, 1950; Stewart et al., 2006), values do not 
correspond to raw payoffs, but to payoffs transformed according to 
a concave function with an upper bound. If a bounded concave function 
is employed, then the values attributed to the different hypotheses will not 
go above a certain threshold. It follows that, whatever the payoffs associated 
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with the different hypotheses, their impact will be limited, implying that the 
inferential component will remain important and hence that hypotheses 
that are clearly unrealistic will be unlikely to be accepted.

All in all, one way to interpret the BDMR is to frame it as a modification 
of the famous Pascal’s wager (Rota, 2017). The philosopher and mathema
tician Blaise Pascal, who was the father of probability theory, offered a clever 
argument to justify his Christian faith. He argued that the rational proce
dure to establish whether the Christian God exists is not limited to estimat
ing the probability of God’s existence, but it also requires assessing the 
utility of accepting the hypothesis that God exists. In other words, it requires 
answering the following questions: what is the utility of accepting the 
Christian faith if this turns out to be true? And if it turns out to be false? 
And what is the utility of rejecting the Christian faith if this turns out to be 
true? And if it turns out to be false? Pascal, who was a fervent Catholic, 
reasoned that accepting Christianity if this turns out to be true is linked with 
an infinite utility that corresponds to the beatitude experienced in heaven 
after death. On this basis, he concluded that the most rational decision for 
anyone is to believe in Christ. Leaving aside the religious theme, there are 
obvious analogies between the Pascal’s wager just described and the 
BDMR.4 The difference, though, is that, while Pascal conceptualized his 
wager as a conscious set of rules one should follow to establish what to 
believe, the BDMR claims that, by and large, these rules are followed already 
by people, though unconsciously. Put another way, Pascal intended his 
wager as a prescription about what people should believe. The BDMR raises 
the possibility that it may be more appropriate to view the wager as 
a description of what people already believe.5

Now that the BDMR has been illustrated, let us evaluate it in the context 
of the previous scientific literature. The reminder of the article will discuss 
various research strands that are relevant to assess the model. As I shall 
argue, this analysis highlights several aspects, both theoretical and empirical, 
that are broadly consistent with the logic proposed by the model.

Evolution

When assessing a new psychological model, one of the most important 
aspects to ascertain is its consistency with the theory of evolution. Let 
us address this with regard to the BDMR. One way to proceed is to 
look at contemporary evolutionary theories of motivated reasoning and 
to ask whether the picture they offer is consistent with the BDMR. One 
of the most influential of such theories is grounded upon noticing the 
general importance of deceptive strategies in the context of evolution 
(Butterworth et al., 2022; Smith et al., 2017; Trivers, 2011; Von Hippel 
& Trivers, 2011). Instances of organisms that employ deceptive signals 
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for survival or reproduction, such as the camouflage performed by stick 
insects to hide from predators, are countless in nature. The human 
species, according to this argument, is not immune to employing 
analogous strategies, especially when people communicate with each 
other. In evolutionary terms, deceiving other members of the social 
group may sometimes be adaptive. However, it can also be seriously 
risky if one is discovered by the other group members. To minimize 
this risk, the theory proposes that humans have evolved the tendency to 
deceive not only other people, but also themselves. While a conscious 
lie conveys a series of signals that enhance the risk of detection, these 
signals are suppressed if one lies also to oneself, thus minimizing the 
risk of being caught lying (Smith et al., 2017). Moreover, self-deception 
implies diminished accountability, and thus milder punishment in the 
case that the truth is discovered (Butterworth et al., 2022). If this 
evolutionary theory is correct, then motivated reasoning can be inter
preted as ensuing from the human propensity for self-deception. 
According to this view, at an early stage of reasoning people look at 
the world in a relatively disinterested way, but, at some point, motiva
tional factors come into play – all these processes would unfold uncon
sciously. This would result in biased beliefs that are in turn 
communicated to other people.

When the evolutionary theory just described and the BDMR are exam
ined together, the conclusion is that the two are widely compatible. The 
BDMR can be viewed as providing a computational description of moti
vated reasoning, interpreted, in evolutionary terms, as a form of self- 
deception. The model argues that Bayesian inference is the mechanism 
whereby, as the evolutionary theory suggests, reality is processed in 
a disinterested way at the unconscious level. Thanks to the decision com
ponent, the model also offers a computational description of how the 
unconscious representations are influenced by value in a way that ultimately 
produces motivated reasoning and self-deception. Put it simply, the BDMR 
argues that, unconsciously, people select the hypothesis which is more 
convenient for them to hold (based on integrating inference and value); 
next, in a form of self-deception, they experience that belief as the one which 
is true; finally, in a form of deception toward others, they communicate the 
belief to other people and thus nudge them to perform certain favorable 
actions. Consider again the example of the CEO of a multinational oil 
company pondering the climate change hypothesis. This person may 
unconsciously acknowledge the plausibility of this hypothesis (via the 
Bayesian inference stage). Yet, because of the influence exerted by values 
(via the decision stage), she may consciously believe that the climate change 
hypothesis is unfounded, she may communicate this belief to other people, 
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and the latter may in turn behave accordingly (e.g., voting for parties who 
downplay the climate change issue).

Judgment about probability

Now that the BDMR has been discussed regarding the theory of evolution, 
let us assess the model in the context of empirical literature. With this 
regard, one of the most relevant bodies of work is research exploring the 
impact of motivation upon judgments about probability (Bar-Hillel & 
Budescu, 1995; Harris et al., 2009; Krizan & Windschitl, 2007; Weber,  
1994). This research has investigated whether people’s judgments about 
the probability of a hypothesis vary when the value associated with that 
hypothesis is manipulated. For example, does the estimated probability of 
contracting an illness depend on how much a person dreads the illness?

The research on this topic is particularly relevant here because different 
theories of motivated reasoning entail divergent predictions. Some predict 
an optimism bias (or wishful thinking) effect, namely, they predict that 
hypotheses which are more desirable are attributed higher likelihood 
(Armor & Taylor, 1998; Krizan & Windschitl, 2007; Sharot, 2012). Other 
theories imply the opposite, namely, a pessimism bias whereby less desirable 
hypotheses are judged as more likely (Baumeister et al., 2001; Krizan & 
Windschitl, 2007; Norem, 2001; Shepperd et al., 1996). One last theory is 
grounded on the notion of loss function asymmetry (Harris et al., 2009; 
Weber, 1994). The latter occurs when the cost of misjudgment across 
competing hypotheses is not equal. For example, the cost of dismissing 
the hypothesis that one has cancer is very high if the person indeed has 
cancer. At the same time, the cost associated with accepting the hypothesis 
that one has cancer is relatively small if one actually has no cancer. Because 
of this loss function asymmetry, the theory predicts that people will typically 
overestimate the risk of contracting cancer. Among the three theories just 
described, it is evident that the latter is the closest to the BDMR: both 
presuppose that loss function asymmetries have an impact upon judgments 
about probability - Figure 3 illustrates why the BDMR is consistent with loss 
function asymmetries. By contrast, as demonstrated by Figure 3, the BDMR 
does not envisage any optimism nor pessimism bias.

Does empirical research support theories of optimism bias, pessimism 
bias, or of loss function asymmetry? Recent reviews and metanalyses have 
concluded that evidence for optimism and pessimism bias is mixed: some 
studies have reported effects compatible with an optimism bias, others 
compatible a pessimism bias, and another group of studies with neither 
(Bar-Hillel & Budescu, 1995; Harris et al., 2009; Krizan & Windschitl, 2007).

Empirical data relevant to assess the effects of loss function asymmetries 
are less extensive, as for example they concern primarily the aversive, rather 
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Figure 3. Predictions of the BDMR regarding optimism bias and loss function asymmetry. Note. 
The simulated scenario is one where an actor arbitrates between the climate change hypothesis 
(CHA) and the climate hoax hypothesis (HOA) based on an observation concerning whether 
a major hurricane has occurred in the country during the last year (O = hurr) or not (O =  
Nohurr). All simulations have the following parameters: O = hurr; P(O = hurr | H = CHA) = 0.7; P 
(O = hurr | H = HOA) = 0.4. (a) This panel assesses the BDMR’s predictions in terms of any 
optimism bias. The scenario is one where an optimism bonus is added to the value of the 
preferred hypothesis (in this example, the hoax hypothesis) when the hypothesis is true, both in 
the case that the hypothesis is selected (V(A = HOA, H = HOA)) and in the case that it is not 
selected (V(A = CHA, H = HOA)). The panel shows that the difference in value between the two 
hypotheses (V(A = CHA) and (V(A = HOA) remains constant as the optimism bonus changes. 
This simulation shows that the BDMR does not predict any optimism bias. Here, parameters are 
as follows: P(H = CHA) = .3; V(A = CHA, H = CHA) = 5; V(A = CHA, H = HOA) = 2 + optimism 
bonus; V(A = HOA, H = HOA) = 5 + optimism bonus; V(A = HOA, H = CHA) = 2. (b) Same as 
a except for P(H = CHA) = .5. (c) Same as a except for P(H = CHA) = .5. (d) This panel assesses 
the BDMR’s predictions in terms of any loss function asymmetry. The scenario is one where an 
asymmetry value is added to the value of the climate change hypothesis if this hypothesis is 
true and is correctly selected (V(A = CHA, H = CHA)). The panel shows that, as the asymmetry 
value grows, the value of the climate change hypothesis (V(A = CHA) grows as well, while the 
value of the climate hoax hypothesis (V(A = HOA) remains constant. This simulation shows that 
the BDMR predicts effects due to loss function asymmetry. Here, parameters are as follows: P(H  
= CHA) = .3, V(A = CHA, H = CHA) = 2 + asymmetry value; V(A = CHA, H = HOA) = 5; V(A = HOA, 
H = HOA) = 8; V(A = HOA, H = CHA) = 2. (e) Same as d except for P(H = CHA) = .5. (f) Same 
as d except for P(H = CHA) = .7.

PHILOSOPHICAL PSYCHOLOGY 13



than appetitive, domain (Harris et al., 2009; Weber, 1994). Yet, available 
evidence indicates that, when loss function asymmetries are manipulated 
experimentally, an effect on probability judgments emerges. In a study 
documenting this effect (Harris et al., 2009), participants were presented 
with a vignette describing an orchard with apple trees, where some of the 
fruits were poisonous to the point of provoking death. Participants were 
informed that a child often walked within the orchard and, despite the 
father’s prohibition to eat the apples, picked some and eat them. The task 
consisted in estimating the probability that the child picked a poisonous 
apple. Two conditions were compared: a no-control condition, where the 
father was described as being unable to block the child’s behavior; and 
a high-control condition, where, based on listening to the participant’s 
judgment, the father could decide to erect a fence and thus protect the 
child. The analyses revealed that participants viewed the possibility that the 
child eat the poisonous apples as more probable during the high-control 
compared to the no-control condition. According to an explanation based 
on loss function asymmetry (Harris et al., 2009), the effect emerges because 
the cost of rejecting the hypothesis that the child will eat the poisonous apple 
if the hypothesis is true is negligible in the no-control condition. This is 
because, in this condition, nothing can be done to prevent the accident. By 
contrast, the same cost surges in the high-control condition, thus inflating 
the estimated probability.

In short, research on people’s judgments about probability suggests 
that, while no clear evidence of optimism nor pessimism bias emerges, 
asymmetries in the loss function appear to count. This is broadly con
sistent with the computational mechanisms advocated by the BDMR to 
explain motivated reasoning. Notably, theories that neglect motivated 
reasoning struggle to explain data documenting effects due to loss func
tion asymmetries. These effects may represent the most compelling 
evidence in favor of the hypothesis that motivational factors are indeed 
critical during belief formation.

The empirical literature just reviewed is also relevant for a crucial theo
retical point which I shall consider now. The key intuition behind the 
BDMR is that a computational account of motivated reasoning requires 
integrating Bayesian inference with value calculations, something the model 
does by employing the formalism of Bayesian decision. At the outset, 
however, an alternative model may be advanced to integrate Bayesian 
inference and value calculations, a model where values are captured by 
manipulations of the prior probability. It has been suggested that, when 
a hypothesis is more appealing, the brain may attribute higher prior prob
ability to this hypothesis, resulting in an optimism bias (Kahan, 2016). For 
instance, the case of a person who desires the climate hoax hypothesis to be 
true (e.g., the CEO of the oil multinational) may be modeled by boosting the 
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prior probability associated with that hypothesis. Such biased prior may in 
turn be employed during Bayesian inference, and the hypothesis with the 
largest posterior probability (technically, the maximum a posteriori) may 
end up being the person’s conscious belief. Note that, in this alternative 
model, there is no decision stage involved, but only Bayesian inference. This 
is because the value component is already incorporated within the prior 
probability, and thus no subsequent decision is required.

This alternative model is, at the outset, a plausible candidate for explain
ing motivated reasoning. Is it preferable to the BDMR? To answer this 
question, consider that the BDMR and the alternative model make distinct 
predictions regarding judgments about probability. Specifically, the alter
native model implies an optimism bias: the favored hypothesis is granted 
higher prior probability, meaning that one’s belief will be biased toward that 
hypothesis. If one prefers the climate hoax hypothesis, for example, this 
hypothesis will be attributed a disproportionate posterior probability, 
resulting in a bias in favor of it. By contrast, as discussed above, the 
BDMR implies an effect linked with loss function asymmetries. What counts 
in this model is not which hypothesis is preferred, but what is the value 
expected by accepting/rejecting the hypothesis if the hypothesis is true/false. 
As documented above, empirical evidence in support of an optimism bias is 
controversial (Bar-Hillel & Budescu, 1995; Harris et al., 2009; Krizan & 
Windschitl, 2007), while evidence of effects due to loss function asymme
tries is more consistent (Harris et al., 2009; Weber, 1994). On this basis, the 
BDMR appears to be a more promising computational model of motivated 
reasoning compared to an alternative model where the desirability of 
a hypothesis is modeled by a biased prior probability.

Incoming information

Another empirical domain that should be analyzed with regard to the 
BDMR pertains the influence of incoming information. It is widely assumed 
that people’s beliefs are shaped by the information detected in the environ
ment. Computational models that disregard motivated reasoning explain 
the influence of incoming information by assuming that this provides new 
observations during inference (e.g., Austerweil & Griffiths, 2011; Dasgupta 
et al., 2020; Griffiths & Tenenbaum, 2006; Hahn & Oaksford, 2007; Jern 
et al., 2014; Oaksford & Chater, 2007; Tenenbaum et al., 2006; Vul et al.,  
2014). What is the picture offered by the BDMR on this matter? The present 
section examines how, according to the BDMR, incoming information 
influences beliefs and discusses the ensuing predictions in light of empirical 
data.

In essence, the BDMR postulates two different pathways whereby 
new information can influence beliefs. Most obviously, and in 
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agreement with Bayesian inference theories (Oaksford & Chater, 2007; 
Tenenbaum et al., 2006), incoming information can provide an obser
vation (O) that can be employed to estimate the posterior probability 
(P(H|O)) during the inference stage. The second pathway is more 
subtle, but no less important: it concerns information relevant for 
the value function. To understand what this means, consider 
a scenario where a person is talking about climate change with 
a dear friend, at the same time desiring strongly to be admired by 
the friend. During the conversation, the person realizes that the friend 
scorns people who are skeptical about climate change. This informa
tion may affect the person’s value function in such a way that 
accepting the climate change hypothesis is now viewed as highly 
rewarding, thus nudging the person toward that hypothesis. Note 
that information relevant for the value function may have no impact 
during the Bayesian inference stage. For example, the person may 
deem the friend to be ignorant on the matter, implying that the 
friend’s opinion has little to no influence during the Bayesian infer
ence stage. Yet, the motivation of securing the friend’s admiration 
may be strong, implying a substantial influence upon the value func
tion and, ultimately, upon beliefs.

The formula presented above describes how new information (O) is 
used to calculate the posterior probability (P(H|O)) within the Bayesian 
inference component. For completeness, here I propose an analogous 
formula to describe how new information influences the calculation of 
the value function. This is based on a simple Rescorla-Wagner rule 
(Sutton & Barto, 1998): 

Here Vinitial A;Hð Þ describes the value function before an event (the 
conversation with a friend), Vobserved A;Hð Þ reflects the value function linked 
with the event, and α indicates a learning rate bounded between zero 
and one.

In short, the BDMR proposes that incoming information can affect 
beliefs in two distinct ways: by providing new observations during the 
Bayesian inference stage and by shaping the value function. In its essence, 
this picture is no different from the one offered by previous theories of 
motivated reasoning (e.g., Ditto, 2009; Ditto et al., 2009; Festinger, 1957; 
Harmon-Jones & Harmon-Jones, 2007; Harvey & Weary, 1984; Heider,  
1958; Hogg, 2016; Jost et al., 2004, 2022; Kahan, 2016; Kunda, 1990; Lodge 
& Taber, 2013; Tajfel & Turner, 1986). Thanks to the employment of 
a computational framework, the BDMR may contribute to this literature 
by elucidating the nature of the two distinct effects exerted by incoming 
information. Below, I shall examine some of the key predictions ensuing 
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from this view and assess them in the context of two relevant empirical 
phenomena: the confirmation bias and the backfire effect.

Confirmation bias

The empirical literature indicates that, when presented with new evidence, 
people tend to update their beliefs differently based on whether the evidence 
is consistent with their current beliefs or not (e.g., Bronfman et al., 2015; 
Klayman & Ha, 1987; Mercier, 2017; Mercier & Sperber, 2017; Nickerson,  
1998; Talluri et al., 2018). Specifically, the degree of update appears to be 
stronger when new evidence is consistent with one’s beliefs compared to 
when it is not, a phenomenon referred as confirmation bias. Theories 
ignoring motivated reasoning have advanced clever explanations of this 
bias. A compelling one grounded on Bayesian inference posits that, when 
a new piece of evidence is observed, not only an actor estimates the posterior 
probability of a hypothesis, but, at the same time, also the reliability of the 
source (Christensen, 2023; Gentzkow & Shapiro, 2006; Hahn & Harris,  
2014; Merdes et al., 2021; Pilgrim et al., 2024). For example, a person read
ing a report about climate change from an expert may employ this informa
tion both to assess the validity of the climate change hypothesis and to 
establish whether the expert is credible or not. These models explain the 
confirmation bias because, when the evidence is consistent with prior 
expectations, the source is attributed higher reliability and thus the evidence 
is weighted more. By contrast, evidence inconsistent with prior expectations 
leads to view the source as less reliable, and thus to weight evidence less. 
Since the BDMR encompasses a Bayesian inference stage, the explanation of 
confirmation bias just outlined is fully compatible with the model (of 
course, provided that the model is extended by implementing a more 
sophisticated inference stage). Nevertheless, in keeping with previous the
ories of motivated reasoning, the BDMR argues that this and similar expla
nations are only partial. To understand the phenomenon in all its 
complexity, the BDMR maintains that the role of motivation and values 
needs also to be considered.

The literature on motivated reasoning has pinpointed various motiva
tional factors that could be responsible for the confirmation bias. For 
example, in the political and public opinion realm, people may desire to 
identify themselves with a specific party (e.g., the conservative party) 
(Kahan, 2016; Strickland et al., 2011). This, in turn, may motivate people 
to downplay information that conflicts with the party’s stance (e.g., infor
mation signaling that immigration boosts the gross domestic product) and 
to overstress information that aligns with the party’s position (e.g., informa
tion that signals that immigration increases unemployment). This would 
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result in a form of confirmation bias which derives from motivated reason
ing, in a way that aligns with the BDMR.

Motivated reasoning may produce the confirmation bias also because 
of people’s desire to exhibit confidence. Empirical observations show 
that, if a person exhibits confidence in her own beliefs, then other people 
are more likely to be persuaded by the person (Belmi et al., 2020; 
Murphy et al., 2015; Ronay et al., 2019; Schwardmann & Van der 
Weele, 2019). On this basis, evolution might have endowed people with 
an inbuilt motivation for displaying confidence in their beliefs 
(Butterworth et al., 2022; Trivers, 2011; Von Hippel & Trivers, 2011), 
even if this typically leads to overconfidence, namely, to the conviction 
that one’s own beliefs are more accurate than they really are (Alicke & 
Sedikides, 2009; Moore & Healy, 2008). The implication of the desire for 
displaying confidence is that changing mind may be costly for humans 
(Acharya et al., 2018; Mullainathan & Shleifer, 2005), because changing 
mind signals poor confidence. Following the BDMR, it can be suggested 
that, unconsciously, people consider the cost of changing their mind 
during the decision stage of belief formation. The implication is that, 
to avoid this cost, people may downplay evidence that is inconsistent 
with their current beliefs, therefore exhibiting a confirmation bias.

Formally, the BDMR can implement the motivational factors eliciting the 
confirmation bias by adding a confirmation bonus (Rconf ) to the values 
associated with acceptance of the hypothesis previously endorsed 
(Figure 4). To illustrate how this works, compare two persons named Jack 
and James, who both have hitherto expressed a belief in the climate change 
hypothesis. Assume that Jack does not manifest any confirmation bias while 
James does. This can be implemented by assuming that Jack’s values are V 
(A = CHA, H = CHA) = 5, V(A = CHA, H = HOA) = 2, V(A = HOA, H =  
HOA) = 5, and V(A = HOA, H = CHA) = 2, while James’ values are equiva
lent to Jack’s except that V(A = CHA, H = CHA) = 5 + Rconf and V(A =  
CHA, H = HOA) = 2 + Rconf (with Rconf being a positive number). Note 
that the conformation bonus (Rconf ) applies to the values associated with 
accepting the hypothesis hitherto endorsed. The consequence of imple
menting such bonus is that, when a new observation is recorded, Jack will 
not show any confirmation bias, while James will.

The empirical literature has highlighted a confirmation bias not only 
when people receive new information, but also when people seek new 
information. Such bias is expressed in a general tendency to seek evidence 
that confirms one’s current beliefs, rather than evidence contrary to them. 
This has been documented at various levels, for example as a predisposition 
to produce arguments or to remember events consistent with current 
beliefs, or as an inclination to attend to sources that are more likely to 
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Figure 4. Implementation of the confirmation bias and of the backfire effect according to the 
BDMR. Note. The simulated scenario is one where an actor arbitrates between the climate 
change hypothesis (CHA) and the climate hoax hypothesis (HOA) based on an observation 
concerning whether a major hurricane has occurred in the country during the last year (O  
= hurr) or not (O = Nohurr). All simulations have the following parameters: P(O = hurr | CHA) =  
0.7; P(O = hurr | H = HOA) = 0.3. (a) This panel assesses the BDMR’s predictions in terms of any 
confirmation bias. Here two agents are simulated, a baseline agent and a biased agent. The 
biased agent is one who, in the past, has committed in favour of the hoax hypothesis. As 
a consequence, the biased agent adds a confirmation bonus to the value of selecting the hoax 
hypothesis both if this hypothesis is correct (V(A = HOA, H = HOA)) and if this hypothesis is 
incorrect (V(A = HOA, H = CHA)). Parameters are as follows. For both agents, P(H = CHA) = 0.3. 
The baseline agent has V(A = CHA, H = CHA) = 5; V(A = CHA, H = HOA) = 2; V(A = HOA, H =  
HOA) = 5; V(A = HOA, H = CHA) = 2; The biased agent has V(A = CHA, H = CHA) = 5; V(A = CHA, 
H = HOA) = 2; V(A = HOA, H = HOA) = 5 + confirmation bonus; V(A = HOA, H = CHA) = 2 + con
firmation bonus. For each agent, I calculated the quantity Q = [V(A = HOA | O = Nohurr) – V(A =  
CHA | O = Nohurr)] - [V(A = CHA | O = hurr) – V(A = HOA | O = hurr)]. Intuitively, Q indicates how 
much an agent prefers the hoax hypothesis compared to the climate change hypothesis across 
different observations O. The confirmation bias is equal to the Q for the biased agent minus the 
Q for the baseline agent. The graph shows that, as the confirmation bonus grows, the 
confirmation bias grows as well. (b) This panel assesses the BDMR’s predictions in terms of 
any backfire effect. In this scenario, an agent has been exposed to a message from a disliked 
source who supports the climate change hypothesis. This results in subtracting a backfire cost 
to the value of selecting the climate change hypothesis both if the hypothesis is true (V(A =  
CHA, H = CHA)) and if the hypothesis is false (V(A = CHA, H = HOA)). Here, parameters are as 
follows: P(H = CHA) = 0.5; O = hurr; V(A = CHA, H = CHA) = 5 - backfire cost; V(A = CHA, H =  
HOA) = 2 - backfire cost; V(A = HOA, H = HOA) = 5; V(A = HOA, H = CHA) = 2. The graph shows 
that, as the backfire cost grows, the value of selecting the climate change hypothesis (V(A =  
CHA)) diminishes in comparison to the value of selecting the climate hoax hypothesis V(A =  
HOA).
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provide information consistent with one’s current beliefs (Eagly et al., 1999; 
Mercier & Sperber, 2017; Vedejová & Čavojová, 2022). As above, the BDMR 
implies that inferential and motivational factors may both be critical during 
information seeking. At the inferential level, for instance, the tendency to 
seek confirmatory evidence may derive from a propensity to attend to 
sources deemed to be more reliable (e.g., a right-wing supporter may believe 
that right-wing politicians are more reliable, therefore seeking information 
from them). At the motivational level, this tendency may arise from the 
same desires highlighted above, that is, the desire to identify oneself with the 
group (e.g., by seeking confirmatory evidence, a person can better justify the 
beliefs shared with the group) and the desire to display confidence (e.g., by 
seeking confirmatory evidence, a person can better justify her views and 
thus display confidence).

In short, in keeping with previous motivated reasoning interpretations of 
the confirmation bias, the BDMR asserts that this bias can arise both from 
inferential and motivational factors. Whether this prediction is correct 
remains to be established empirically, as there is debate about whether 
inferential mechanisms are sufficient to explain all manifestations of the 
confirmation bias (Christensen, 2023; Gentzkow & Shapiro, 2006; Hahn & 
Harris, 2014; Merdes et al., 2021; Pilgrim et al., 2024) or whether motiva
tional factors are also important. The BDMR may contribute to this debate 
by offering a precise computational definition of the motivational processes 
potentially involved.

Backfire effect

The backfire effect occurs when, after being presented with a message 
opposing their initial beliefs, people paradoxically increase the confidence 
on their initial beliefs (Nyhan & Reifler, 2010; Swire-Thompson et al., 2020). 
For example, after watching a climatologist’s interview warning about the 
risks of climate change, a person initially skeptical about climate change 
may express even greater skepticism on the matter. Empirical research on 
the backfire effect has overall produced mixed findings, and there is ongoing 
debate on how reliable, general, and strong the effect is, with some scholars 
even questioning its very existence (Nyhan, 2021; Nyhan & Reifler, 2010; 
Swire-Thompson et al., 2020; Wood & Porter, 2019). Yet, notwithstanding 
these pertinent calls for caution, the possibility that, at least in a limited 
number of circumstances, the backfire effect occurs remains open.

The present paper does not aim to evaluate the empirical literature about 
the backfire effect. Rather, it aims to propose a theoretical interpretation 
thereof that may help future empirical research. According to models of 
belief formation that ignore motivated reasoning, no backfire effect is 
conceivable. This is because, according to this perspective, beliefs should 
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always move in the direction of new messages, or, at least, remain unmodi
fied; changes in the direction opposite to new messages is hard to explain. 
On this basis, virtually all previous treatments of the backfire effect have 
attributed a critical role to motivational factors (Nyhan & Reifler, 2010; 
Swire-Thompson et al., 2020). Building on these treatments, here I shall 
analyze how the BDMR explains this effect. To illustrate the argument, 
consider a conversation about climate change among a group of acquain
tances, two of whom named Tom and Jane. Tom, who is initially mildly 
skeptical about climate change, deeply hates Jane. Hearing Jane explaining 
why climate change is at present the greatest threat for humanity may lead 
Tom to attach a large cost to accepting the climate change hypothesis (“I 
hate agreeing with Jane!”). In turn, this may have the paradoxical effect that, 
spurred by the desire to disagree with Jane, Tom now moves from a mild to 
a radical skepticism about climate change. In this example, Jane’s message is 
uninfluential during the inference stage (imagine that Tom does not see Jane 
as a reliable source), but it affects dramatically the value function. As 
a consequence, the cost of accepting the climate change hypothesis surges, 
with the effect of radicalizing Tom’s initial position.

A similar logic may be applied to interpret empirical data about the 
backfire effect. For example, in a study conducted in the U.S.A. (Bail et al.,  
2018), for one month liberals and conservatives were exposed on social 
media to messages posted by opinion leaders of the opposite ideological 
side. After such exposure, participants (especially conservatives) reported to 
embrace their initial ideology even more strongly. Applying the logic out
lined above, it is possible that, in this study, participants did not consider the 
opinion leaders of the opposite side as reliable, thus ignoring them during 
the Bayesian inference stage. At the same time, given a desire to identify 
themselves with a specific ideological stance, participants may have attached 
a negative value to the possibility of agreeing with the messages propagated 
by the opposite ideological side. This may have resulted in an even greater 
opposition to such messages as manifested in an increased radicalization, 
consistent with a backfire effect.

At the formal level, the BDMR can implement the backfire effect in a way 
similar to the confirmation bias: in this case, a backfire cost (Rback) can be 
subtracted to the value function associated with accepting the hypothesis 
advocated by the disliked source (Figure 4). To illustrate how this works, 
compare two persons named Mary and Sarah who have just heard a speech 
from a U.S.A. liberal politician warning about the risks of climate change. 
Imagine that this speech has aroused in Mary, but not in Sarah, a strong 
motivation to identify herself as conservative in opposition to liberals. For 
Sarah, the value functions are V(A = CHA, H = CHA) = 5, V(A = CHA, H =  
HOA) = 2, V(A = HOA, H = HOA) = 5, and V(A = HOA, H = CHA) = 2. 
Given her desire to oppose liberal ideas, Mary’s value functions are 
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equivalent to Sarah’s except that now V(A = CHA, H = CHA) = 5 - Rback and 
V(A = CHA, H = HOA) = 2 - Rback (with Rback being a positive number). The 
implication is that, in response to the speech of the liberal politician worry
ing about climate change, Sarah’s belief will move toward the climate change 
hypothesis (thanks to the inference stage), but Mary’s belief will move away 
from that hypothesis (thanks to the backfire cost) – the latter being an 
instance of a backfire effect.

To conclude, I shall briefly summarize the discussion of the BDMR 
regarding the role of incoming information. The model asserts that incom
ing information plays a double role during belief formation. On the one 
hand, it drives the Bayesian inference stage. On the other, it molds the value 
function. This framework provides a computational interpretation of var
ious psychological phenomena where motivational factors are potentially 
critical in shaping beliefs, including the confirmation bias and the backfire 
effect.

Previous theories

I what follows, I shall discuss the BDMR in the context of some of the most 
illustrious theories of belief formation. The number of theories on this topic 
is enormous, while the space available here is insufficient for considering all. 
Thus, the discussion will be limited to some of the theories that best help 
highlighting the distinguishing features of the BDMR.

Argumentative theory

Hugo Mercier and Dan Sperber (2011, 2017) have advanced an influential 
framework asserting that human reasoning has evolved as a collective, 
rather than individual, faculty – they call their position argumentative 
theory. Their claim is that, within an evolutionary outlook, the natural 
context for human reasoning is one where people discuss with one another, 
and not a context where a single individual thinks in isolation. The theory 
asserts that conversational settings, in which multiple persons are involved, 
are the context where reasoning can serve its true function of providing an 
accurate understanding of reality. By contrast, when enacted by an isolated 
individual, reasoning is viewed as producing suboptimal or fallacious 
conclusions.

Given the influence of this perspective, it is important to discuss it in 
relation with the BDMR. A fundamental difference is that the two frame
works have a distinct focus: while both acknowledge the distinction between 
deliberative and intuitive reasoning, the argumentative theory focuses 
exclusively on the former and the BDMR on the latter. Moreover, the 
broad function attributed to reasoning diverges between the two 
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frameworks. Argumentative theory ultimately downplays the existence of 
motivated reasoning, and thus views reasoning as functional to achieve 
accuracy (although this can be realized only as a collective endeavor). By 
contrast, the BDMR assigns a central role to motivated reasoning and thus, 
in an evolutionary sense, views reasoning as functional to persuasion, and 
not to accuracy. Arbitrating between argumentative theory and the BDMR 
(more generally, any motivated reasoning theories) requires, therefore, 
establishing whether motivated reasoning exists or not – as discussed 
above, consensus on the matter has not been reached.

Another way the two theories diverge concerns the question of whether 
group thinking is accurate. According to argumentative theory, group 
thinking should naturally converge on consensus and on a relatively accu
rate description of reality – after all, this is viewed as the natural context for 
accurate reasoning to emerge. By contrast, the BDMR implies that consen
sus and accuracy can emerge within a group only if the actors are highly 
motivated to be impartial. If this is not the case (as it is typically not in the 
real world), the BDMR predicts that complex persuasion dynamics will 
ensue that will produce widespread disagreement and distortions. As this 
argument illustrates, in contrast with argumentative theory, the BDMR 
emphasizes the tight link between impartiality and accuracy. The idea is 
that, in order to reach accurate conclusions, impartiality is needed even 
during group discussions – while for argumentative theories reasoning as 
a group is enough for accurate conclusions to be reached.

Error management theory

Another influential proposal relevant to assess the BDMR is Error 
Management Theory, a framework that advances an evolutionary explana
tion of various mental biases observed among humans (Haselton & Buss,  
2000; Haselton et al., 2005). Originally, the theory was proposed to interpret 
empirical evidence showing that, compared to women, men tend to over
estimate the availability of potential sexual partners. According to Error 
Management Theory, this effect occurs because, in evolutionary terms, the 
cost of deeming someone as sexually available if this judgment is wrong is 
larger for women than men – the larger cost for women is explained as due 
to women’s higher parental investment and to the risk of enduring preg
nancy without male long-term support. On this basis, the theory asserts that, 
over the history of the human species, males who overestimated sexual 
availability had higher fitness, and thus spread this trait among their off
spring. A similar logic has been proposed to explain various mental biases 
such as one toward religious beliefs and one toward conspiracy theories 
(Boyer, 2001; Johnson, 2009; Van Prooijen & Van Vugt, 2018).
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The analogies between Error Management Theory and the BDMR are 
substantial. Both theories propose that, to some extent, beliefs derive from 
calculating the costs and benefits associated with their acceptance/rejection. 
Nevertheless, there is a fundamental difference between the two perspec
tives. In Error Management Theory, the costs and benefits are expressed in 
terms of fitness along the species’ evolutionary history; they are not calcu
lated online by the brain. By contrast, the BDMR claims that the calculation 
of costs and benefits is performed online by the brain. This difference 
implies divergent predictions. For example, the men’s bias toward over
estimating sexual availability is, according to Error Management Theory, 
inbuilt and rigid: men simply possess such bias as a genetic trait. By contrast, 
the BDMR proposes a different narrative. It suggests that, unconsciously, 
any person (man or woman) may ponder the benefits and costs of estimat
ing different levels of sexual availability and build her beliefs accordingly. In 
this view, rather than being preestablished by evolution, any bias toward 
overestimating sexual availability is interpreted as stemming from an 
unconscious decision, and thus as a plastic and context-dependent effect. 
This perspective stresses the role of the context, since it asserts that biases 
are not fixed, but depend on the values a person pursues in a specific 
situation. This raises the possbility that cognitive biases such as the one 
regarding a tendency to overestimate sexual partners are, by and large, 
cultural rather than genetic – though a precise picture about cross-cultural 
differences is at present unavailable in this domain.

The difference between the two theories has critical implications for the 
study of motivated reasoning. According to Error Management Theory, the 
cost/benefit analysis is performed by evolution and not by the brain; in other 
words, at the psychological level, value calculations do not play any role in 
shaping beliefs. This implies that Error Management Theory does not 
contemplate any role for motivational factors in producing human biases, 
thus being inapplicable to explain motivated reasoning. By contrast, the 
BDMR attributes a key role to motivational factors in misjudgment, and it is 
therefore compatible with the existence of motivated reasoning.

Economic models of culture

The BDMR shares similarities also with economic models that leverage on 
market principles to explain why people embrace certain cultural belief 
systems (e.g., Gries et al., 2022; Iannaccone et al., 1998; Stark & Finke,  
2000). A domain where these models have been applied is religion, with 
the aim of investigating why certain faiths have gained popularity in specific 
times and places (Iannaccone et al., 1998; Stark & Finke, 2000). Religious 
transactions are interpreted by these models as being akin to market trans
actions: the supply side is casted in terms of different religious institutions 
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competing against one other, and the demand side in terms of individuals 
seeking to maximize utility, the latter encompassing aspects such as prestige, 
eternal life, and social capital. The question of why people embrace a certain 
political ideology has also been examined by this framework (Gries et al.,  
2022). In this context, the market metaphor views, on the supply side, 
a competition among alternative ideological parties and, on the demand 
side, citizens arbitrating among the different ideologies based on the latter’s 
ability to satisfy their motives and aspirations.

Economic models of culture are broadly compatible with the BDMR: 
both stress the role of utility (or value) in explaining why certain cultural 
narratives are more attractive than others. However, the focus of the two 
approaches is distinct. Notwithstanding a detailed analysis of the social 
transactions underpinning cultural dynamics, economic models have 
neglected the precise psychological processes at play. Specifically, they 
have focused exclusively on the utility component, downplaying the role 
of inferential processes. By contrast, the importance of the latter is acknowl
edged by BDMR thanks to the Bayesian inference component implemented 
by the model. Moreover, because of their focus on the behavioral domain, 
economic models have not explicitly addressed the question of how people’s 
subjective beliefs arise. By contrast, the BDMR advances an explicit theory 
which, rather than focusing on overt behavior, analyses the origin of beliefs 
as expressed at the conscious level. Thus, all in all, the BDMR can be viewed 
as extending economic models of cultures by highlighting the importance of 
analyzing subjective beliefs (and not only overt behavior) and by consider
ing the role of inference (and not only of utility) during belief formation.

Discussion

At present, there is a heated debate among scholars regarding whether, and 
to what extent, motivation is important during belief formation. An aspect 
that hinders this debate is that, at the theoretical level, an asymmetry exists 
when the two opposite camps are compared. On the one hand, the most 
influential theories that are skeptical about the role of motivation are 
formulated adopting computational modeling. On the other hand, virtually 
all theories of motivated reasoning are articulated in a verbal form. This 
asymmetry is problematic for at least two reasons. First, to the extent that it 
offers precise theories and predictions, computational modeling is highly 
regarded in modern cognitive science research. The fact that this approach 
has rarely been applied to study motivated reasoning implies that the precise 
computational principles underlying this construct remain poorly under
stood. Second, a comprehensive comparison between theories of motivated 
reasoning and theories downplaying motivated reasoning is problematic 
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because these are expressed in two different forms: verbal and computa
tional, respectively.

To address these issues, the paper proposes the BDMR. This builds on 
previous models of belief formation based on Bayesian inference by adding 
computations concerning value. The result is an interpretation of motivated 
reasoning as being akin to a process reflecting an unconscious Bayesian 
decision. This framework appears to be broadly consistent with empirical 
evidence, especially about the effect of loss function asymmetries on prob
ability judgments, about the confirmation bias, and about the backfire effect. 
Moreover, it is compatible with evolutionary explanations of motivated 
reasoning that interpret this phenomenon as ensuing from self-deception.

One common line of critique against Bayesian models is that they provide 
“just so” explanations (Bowers & Davis, 2012) since they can virtually 
explain everything. Does this criticism apply to the BDMR? Although the 
BDMR is relatively abstract and flexible, and thus can be partially viewed as 
a “just so” story, nonetheless it offers a valuable contribution for the 
following reason. Previous models of motivated reasoning (e.g (Ditto,  
2009; Ditto et al., 2009; Festinger, 1957; Harmon-Jones & Harmon-Jones,  
2007; Harvey & Weary, 1984; Heider, 1958; Hogg, 2016; Jost et al., 2004,  
2022; Kahan, 2016; Kunda, 1990; Lodge & Taber, 2013; Tajfel & Turner,  
1986) are all verbal and, as a consequence, relatively ambiguous. From 
previous models, it is not always clear what the specific computations 
underlying motivated reasoning are and what mechanisms underpin phe
nomena like the confirmation bias, loss function asymmetry, or backfire 
effect. By relying on mathematical modeling, the contribution of the BDMR 
is to spell out the mechanisms underpinning motivated reasoning in a way 
that is less ambiguous. Some of the ensuing explanations may appear, so to 
speak, obvious or trivial. But this is not necessarily a flaw, as it suggests that, 
if one accepts the assumptions made by the model, then certain phenomena 
can be interpreted almost as being “obvious.” All in all, the BDMR con
tributes to conceptual clarity on the topic, which is important to understand 
the processes involved, to interpret empirical evidence, and to generate new 
empirical hypotheses.

Despite its generality and flexibility, the BDMR is not totally uncon
strained and makes specific empirical predictions that distinguish it from 
other accounts of motivated reasoning. An example is that, contrary to most 
theories of motivated reasoning, the BDMR does not imply any optimism 
nor pessimism bias (see above). Because of its specificity, the BDMR can be 
leveraged to formulate novel empirical predictions. A set of these predic
tions concern loss function asymmetry effects. The empirical literature on 
this phenomenon is relatively scarce and there are various aspects that 
remain to be explored. For instance, the role of prior probability remains 
to be assessed systematically, and it remains to be examined whether loss 
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function asymmetry effects concern also the domain of gains (and not only 
the domain of losses) as well as contexts where both gains and losses are 
implied. The BDMR can offer guidance to explore these aspects. Another 
area where the BDMR can inspire empirical enquiry is the backfire effect. As 
explained above, the BDMR explains the backfire effect as due to experien
cing an opposed message conveyed by a disliked source, leading to attribut
ing a negative value to accepting the hypothesis advocated by the disliked 
source. From this picture, several novel empirical predictions arise. First, the 
backfire effect should emerge only when the opposed message is professed 
by a disliked source, and not by a source which is liked. Second, the strength 
of the backfire effect should be proportional to how much the source is 
disliked. Third, the BDMR predicts that a message expressed by a disliked 
source should become less appealing not only when the message is opposed 
at the beginning, but also when the message is initially neutral or even when 
it is initially embraced. Finally, other characteristics of the source (e.g., 
whether the source is reliable) should have no impact on the backfire effect. 
All these represent novel empirical predictions inspired by the BDMR.

Another potential criticism of the BDMR is that, since this theory is 
grounded on Bayesian decision, it is more complex than theories based 
solely on Bayesian inference. It is indeed important to stress that the BDMR 
is more complex than Bayesian inference theories and that, other things 
being equal, simpler theories should be preferred. However, the key ques
tion is whether Bayesian inference models (the more parsimonious) are 
sufficient to explain the empirical evidence. If they are not, then more 
complex models like the BMDR should be preferred (of course, if the latter 
can instead explain the data). Our paper does not settle the issue of whether 
empirical evidence supports the (simpler) Bayesian inference models or the 
(more complex) BDMR, but, by offering a systematic analysis of the BDMR, 
it can help future research that seeks to compare the two theories at the 
empirical level.

A related point concerns the philosophical debate about the ontology 
of mind. Tracing back at least to Hume’s writings, an influential view 
asserts that the mind encompasses two distinct elements, beliefs and 
desires (Junker et al., 2024). At present, this dualistic position is 
embraced by various cognitive science frameworks such as rational deci
sion theory and reinforcement learning (e.g., Lewis, 2018; Sutton & 
Barto, 1998). A monistic perspective, instead, characterizes the more 
recent Active Inference/Predicting Processing approach, positing that all 
mental dynamics, including those classically viewed as affective and 
motivational, can ultimately be reduced to one single process, that of 
Bayesian inference6 (e.g., Clark, 2020; Junker et al., 2024; Klein, 2018). 
Within this debate, the BDMR can be placed among the dualistic the
ories, since it asserts that conscious beliefs arise from integrating two 
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distinct elements, Bayesian inference and value. Monistic theories afford 
greater parsimony than dualistic ones and therefore, other things being 
equal, should be preferred. However, a key point is whether monistic 
theories afford parsimony at the expense of explaining empirical evi
dence. As mentioned above, comparing monistic and dualistic models 
vis-à-vis empirical evidence is not the purpose of the present manuscript. 
Instead, here the purpose is to develop a systematic and explicit dualistic 
model of motivated reasoning in such a way that, in light of empirical 
evidence, future research can compare this with monistic models.

An open question is whether Active Inference/Predicting Processing 
(Clark, 2016; Friston et al., 2013, 2015; Hohwy, 2013), which is a monistic 
theory of brain functioning, can offer an adequate explanation of motivated 
reasoning. At present, a theory of motivated reasoning grounded on Active 
Inference/Predicting Processing remains to be developed, and it remains 
unclear whether Active Inference/Predicting Processing can capture the 
various nuances characterizing motivated reasoning. Still, this framework 
has been employed to explain motivation as such (Kiverstein et al., 2025; 
Miller Tate, 2021), and a promising avenue is to explore its potential to be 
extended to motivated reasoning. The present paper may provide some 
guidance to scholars who seek to build an Active Inference/Predicting 
Processing theory of motivated reasoning: it suggests that, in order to fit 
empirical evidence, the theory should avoid predicting an optimism bias 
(i.e., it cannot be simply an account that states that the most desired belief 
gets the highest prior probability).

In conclusion, the broad contribution of the BDMR is twofold. First, it 
helps understanding the computational principles behind the concept of 
motivated reasoning. Second, by operating at the same computational level 
as theories skeptical about motivated reasoning such as those grounded on 
Bayesian inference (Austerweil & Griffiths, 2011; Dasgupta et al., 2020; 
Griffiths & Tenenbaum, 2006; Hahn & Oaksford, 2007; Jern et al., 2014; 
Oaksford & Chater, 2007; Tenenbaum et al., 2006; Vul et al., 2014), it 
facilitates the comparison between competing perspectives. This may 
inform empirical research aimed at establishing the real contribution of 
motivated reasoning during belief formation.

Notes

1. The BDMR represents a generalization of recent proposals that have employed 
a Bayesian decision framework to investigate belief formation in specific domains 
including religion (Rigoli, 2021a, 2023a), political reasoning (Rigoli, 2021b), conspi
racy theories (Rigoli, 2022a), delusion (Rigoli et al., 2021), forecasting (Rigoli, 2023b), 
and social influence (Rigoli, 2022b).

28 F. RIGOLI



2. The definition of value proposed here is broad and can encompass a plurality of 
human motives. For instance, these can be self-interested as well as altruistic motives 
(e.g., a component of value may indicate one’s desire to help another individual or the 
community). Moreover, accuracy motives can be included too, expressed as the desire 
to achieve an accurate understanding of reality.

3. The Matlab scripts used to generate Figures 2, 3, and 4 are provided as Supplementary 
Material.

4. Another philosophical school with remarkable similarities with the BDMR is prag
matism, especially as articulated in the work of William James. This author advanced 
an interpretation of beliefs as arising from considering whether acceptance of such 
beliefs is good or bad for an actor (James, 1897). He employed this perspective to 
assess various types of beliefs, from those characteristic of everyday life to those 
pertaining religion and science.

5. The pragmatic outlook pioneered by Pascal and James has continued to inspire 
philosophical enquiry (Maher, 1993) and, more recently, even psychological theories 
(Priniski et al., 2022; Rigoli, 2021a, 2021b, 2022a; 2022b, 2023a, 2023b). Some of these 
theories (Priniski et al., 2022) have claimed that people consciously decide which 
beliefs to express based on the costs and benefits predicted by reporting those beliefs 
to other people. Since, according to these theories, the decision process acts con
sciously, these theories deny the existence of motivated reasoning, and therefore they 
are ultimately incompatible with the BDMR. Other theories, by contrast, have pro
posed that the decision process underlying belief formation acts unconsciously 
(Rigoli, 2021a, 2021b, 2022a, 2022b, 2023a, 2023b), and therefore these theories 
argue in favor of the existence of motivated reasoning as the BDMR does. However, 
their focus has been on restricted domains rather than on the phenomenon of 
motivated reasoning at large as analyzed by the BDMR.

6. Within the predictive processing literature, some scholars (Junker et al., 2024) have 
distinguished between optimistic predictive processing accounts and preference pre
dictive processing accounts. Based on this distinction, only the former accounts are 
monistic, since they implement desires in terms of optimistic priors, while the latter 
accounts are dualistic, since they postulate distinct representations for desires.
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