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The tilting tensor product theorem and decomposition

numbers for symmetric groups

Anton Cox∗

Centre for Mathematical Science, City University, Northampton Square, London,
EC1V 0HB, England.

Abstract. We show how the tilting tensor product theorem for algebraic groups
implies a reduction formula for decomposition numbers of the symmetric group. We
use this to prove generalisations of various theorems of Erdmann and of James and
Williams.

Let G be a semisimple, connected, simply-connected algebraic group
over an algebraically closed field k of characteristic p > 0. The simple
modules L(λ) are labelled by dominant weights, and by Steinberg’s
tensor product theorem [24] it is sufficient to determine only a finite
number of simple modules (those labelled by p-restricted weights). For
sufficiently large p these are known: by work of Andersen et al [2] they
are given by the Lusztig conjecture [19].

In [6] Donkin has introduced the notion of a tilting module for
G (following Ringel [21]). The indecomposable tilting modules T (λ)
are also labelled by dominant weights. There is also a tensor product
theorem for tilting modules (which will be key in what follows), however
it no longer reduces the problem to the study of a finite set of tilting
modules. Indeed, the determination of tilting modules is considerably
harder than that of simples; there are not even conjectural solutions.

The representation theory of the symmetric group Σd over k is also
poorly understood. For each partition λ there is a Specht module Sλ,
and determining decomposition numbers of these would be sufficient
to determine the simples. However little is known except in the case of
two part partitions [10], and certain three part partitions [13].

Erdmann has shown [8] that the determination of the decomposition
numbers associated to Specht modules indexed by n part partitions
is equivalent (by Ringel duality) to determining the good filtration
multiplicities of tilting modules for Schur algebras associated to GLn,
provided that p > n. The principal aim of this note is to illustrate how
tilting module results translate to the symmetric group setting, and in
particular to prove a generalisation of results of James and Williams
[13] and Erdmann [8, 9] by using the tensor product theorem for tilting
modules.
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Symmetric Functions and Macdonald Polynomials

c© 2011 Kluwer Academic Publishers. Printed in the Netherlands.

kresubmit.tex; 26/09/2011; 18:34; p.1



2

Implied in this tensor product theorem is a description of the good
filtration multiplicities of a tilting module away from the boundaries
of the dominant region in terms of those for tilting modules labelled
by smaller weights. We will make this explicit, using the corresponding
data for tilting modules for the corresponding quantum group over C

at q, a pth root of unity (which are known by work of Soergel [23, 22]).
This relies on the Lusztig conjecture, but gives nontrivial results even
for SL3 where the conjecture is known.

By Ringel duality this results in an explicit recursive formula for
decomposition numbers for the symmetric group (for suitable weights)
in terms of the (known) decomposition numbers for the Hecke algebra
and decomposition numbers indexed by smaller weights.

The methods used to obtain our results on tilting modules can be
regarded as generalising a filtration of Xanthopoulos [27] for SL2 to any
semisimple connected simply-connected algebraic group.

1. Preliminaries

We begin with a brief review of the basic results which we shall require.
Further details can be found in [14, II, Chapters 1-7], except for the
tilting module results which can be found in [14, II, Chapter E] or [6].

The dot action of the affine Weyl groupWp onX(T ) defines a system
of facets. If p is at least as large as the Coxeter number h of G, then
every alcove in X(T ) will be non-empty. In this case we denote by Cp

the alcove containing the origin and by Cp2 the corresponding alcove
for Wp2 .

We define modules ∇(λ) = indGBkλ where kλ is the one-dimensional
B-module of weight λ. Then ∇(λ) 6= 0 precisely when λ ∈ X+(T ) (i.e.
λ is dominant). Note that any weight λ can be uniquely written in
the form λ = λ′ + pλ′′ where λ′ ∈ X1(T ) and λ′′ ∈ X+(T ). The Weyl
module ∆(λ) is the contravariant dual of ∇(λ). Each ∇(λ) has simple
socle L(λ) and all simple modules are obtained in this manner.

A tilting module is a module which has both a good and a Weyl
filtration. There exists a unique indecomposable tilting module T (λ)
for each dominant weight λ. The key result we will require concerning
tilting modules is the following tensor product theorem [6, (2.1) Propo-
sition and the following Example 1]. Let λ ∈ (p − 1)ρ + X+(T ), and
write λ = λ̃ + pλ+, where λ̃ ∈ (p − 1)ρ +X1(T ) and λ+ ∈ X+(T ). If
p ≥ 2(h − 1) then we have

T (λ) ∼= T (λ̃)⊗ T (λ+)F (1)
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where F is the Frobenius morphism. There is a conjecture of Donkin
[6, (2.2) Conjecture] which would allow us to remove the restriction on
p.

A similar theory can be developed for quantum groups with q a pth
root of unity in characteristic zero (a review this material can be found
in [1]). Once again we can define modules ∇q(λ) and tilting modules
Tq(λ), and we have a version of the tilting tensor product theorem: if
we let λ and p be as in (1), then we have

Tq(λ) ∼= Tq(λ̃)⊗∇C(λ
+)F (2)

where F is the quantum Frobenius morphism, and ∇C(λ
+) is an in-

duced module for the corresponding algebraic group in characteristic
zero.

Andersen has conjectured [1] that if p ≥ h and λ ∈ Cp2 then

ch T (λ) = ch Tq(λ). (3)

If p ≥ 2(h − 1) then (p − 1)ρ + X1(T ) ⊂ Cp2 , and for such weights
Andersen’s conjecture follows from the Lusztig conjecture [1, 5.2(a)].
When our quantum group is simply laced (and with some mild restric-
tions on p) Soergel has given an algorithm [23, 22] for determining the
tilting filtration multiplicities (Tq(λ) : ∇q(µ)).

2. A formula for good filtration multiplicities

Clearly, given (1), we can in principle determine the multiplicities aris-
ing in a good filtration of T (λ) (for λ ∈ (p− 1)ρ+X+(T )) from those
for tilting modules labelled by smaller weights. Our main result gives
an explicit description of this procedure (and thus can be regarded as
analogous to the corresponding result on decomposition numbers for
Weyl modules in [4]).

LEMMA 2.1. Suppose that p ≥ 2(h− 1). If λ̃ ∈ (p− 1)ρ+X1(T ) and
τ ∈ X+(T ) then T (λ̃)⊗∇(τ)F has a good filtration.

Proof. We proceed by induction on τ using the dominance ordering.
If τ ∈ Cp then ∇(τ) ∼= T (τ) and we are done by (1). So assume the
result holds for all µ < τ . By [14, II, 4.16] or [7, Proposition A.2.2] we
may assume that T (τ) has a filtration of the form

0 = T0 ⊂ T1 ⊂ . . . ⊂ Tk = T (τ) (4)

with Ti/Ti−1
∼= ∇(θi) such that i > j implies that θi ≥ θj (where this

latter inequality is strict when i = k). Hence we have a short exact
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sequence

0 → T (λ̃)⊗XF → T (λ̃)⊗ T (τ)F → T (λ̃)⊗∇(τ)F → 0

whereX has a good filtration whose quotients∇(θ) all satisfy θ < τ . By
our inductive hypothesis and repeated applications of [14, II, 4.17] we
see that the first two terms of this sequence both have a good filtration.
Hence, by [14, II, 4.17] again, the right hand term does also. 2

THEOREM 2.2. Suppose that p ≥ 2(h − 1) is such that the Lusztig
conjecture holds for G. If λ = λ̃+ pλ+ with λ̃ ∈ (p− 1)ρ+X1(T ) and
λ+ ∈ X+(T ) then

(T (λ) : ∇(µ)) =
∑

τ

(T (λ+) : ∇(τ))(Tq(λ̃+ pτ) : ∇q(µ)).

Proof. By (1) and Lemma 2.1 it is enough to show that

(T (λ̃)⊗∇(τ)F : ∇(µ)) = (Tq(λ̃+ pτ) : ∇q(µ)).

As the characters of∇(τ) and∇C(τ) are both given byWeyl’s character
formula we have by (3) and the remarks following it that both T (λ̃)⊗
∇(τ)F and Tq(λ̃) ⊗ ∇C(τ)

F have the same character. But by (2) we

have that Tq(λ̃)⊗∇C(τ)
F ∼= Tq(τ) and the result follows as ∇(µ) and

∇C(µ) have the same character. 2

In the simply laced case (with some further mild restrictions on p) we
can determine which ∇-quotients occur in a filtration of this (quantum)
tilting module using the results of Soergel [23, 22].

For SL2, the good filtration described in Lemma 2.1 is given by
a short exact sequence due to Xanthopoulos [27]. Lemma 2.1 can be
regarded as a generalisation of this result; as in the SL2 case we have

LEMMA 2.3. If p ≥ 2(h− 1), λ̃ ∈ (p− 1)ρ+X1(T ) and λ+ ∈ X+(T ),
then T (λ̃)⊗∇(λ+)F has a simple socle.

Proof. First note that by our assumption on p we have that T (λ̃) has
a simple socle L(µ) with µ ∈ X1(T ), and when considered as a module
for the Frobenius kernel G1 has simple socle L1(µ) (see [6, Section 2,
Example 1] and [14, II, 11.9(3) and (4)]). For any λ ∈ X1(T ) we have
that L(λ) ∼= L1(λ) as G1-modules. For any pair of G-modules M and
N we have that

HomG(M,N) ∼= (N⊗M∗)G ∼= ((N⊗M∗)G1)G/G1 ∼= (HomG1
(M,N))G/G1

where M∗ is the dual of M . Steinberg’s tensor product theorem states
that for any λ = λ′ + pλ′′ with λ′ ∈ X1(T ) and λ′′ ∈ X+(T ) we have
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L(λ) ∼= L(λ′)⊗ L(λ′′)F . Hence for any τ ∈ X+(T ) we have

HomG(L(τ), T (λ̃)⊗∇(λ+)F )
∼= (((T (λ̃)⊗∇(λ+)F )⊗ (L(τ ′)⊗ L(τ ′′)F )∗)G1)G/G1

∼= ((HomG1
(L(τ ′), T (λ̃))⊗∇(λ+)F ⊗ (L(τ ′′)∗)F )G/G1

∼= HomG(L(τ)
′′,∇(λ+)) ∼= kδτ ′µδτ ′′λ+

as HomG1
(L(τ ′), T (λ̃)) ∼= HomG1

(L(τ ′), L(µ)) ∼= kδτ ′µ and MF is triv-

ial as a G1 module for any G-module M . Therefore T (λ̃)⊗∇(λ+)F has
simple socle L(µ+ pλ+) as required. 2

By arguing as in [3, Corollary 3.5] we can also see that as a G1-
module T (λ̃)⊗∇(λ+)F is the injective hull (or projective cover) of the
restriction of a suitably chosen ∇ to G1, again as in the SL2 case.

3. A formula for decomposition numbers

We will now apply the results of the preceding section to derive a
reduction theorem for decomposition numbers for the symmetric group.
We begin by recalling some basic facts about symmetric groups and
Hecke algebras which we will need; for symmetric groups these can be
found in [12, Chapter 7], for Hecke algebras in [5].

Let Σd be the symmetric group on d letters, and Hd be the corre-
sponding Hecke algebra over C at q, a pth root of unity. We denote the
set of all partitions of d with at most n non-zero parts by Λ+(n, d).
For each partition λ of d we may define a Specht module Sλ for kΣd,
and for λ p-regular this module has unique simple quotient Dλ. These
modules Dλ form a complete set of simple modules for kΣd. In exactly
the same way we may define Specht modules Sλ

q and simples Dλ
q for

Hd; again the simple modules are labelled by p-regular partitions.
We are interested in working out the decomposition numbers d(λ, µ) =

[Sλ : Dµ] and dq(λ, µ) = [Sλ
q : Dµ

q ]. As [Sλ : Dµ] 6= 0 only if µ has no
more non-zero parts than λ, it makes sense to restrict our attention
to the subset of Specht modules for kΣd labelled by partitions with at
most n parts.

By a theorem of Erdmann [8, 4.4 Theorem], and its quantum ana-
logue due to Donkin [7, 4.7(7)] we have for p > n that

d(λ, µ) = (T (µ) : ∇(λ)) and dq(λ, µ) = (Tq(µ) : ∇q(λ)) (5)

where the right hand side is the good filtration multiplicity of a tilting
module for (in the latter case quantum) GLn. (Note that for p > n all
λ ∈ Λ+(n, d) are p-regular.) These tilting module multiplicities for GLn
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equal the corresponding multiplicities for SLn via the usual conversion
of partition notation into SL-notation: given a partition λ ∈ Λ+(n, d),
we obtain an element λ̄ ∈ X+(T ) for SLn by setting λ̄ = (λ1−λ2, λ2−

λ3, . . . , λn−1 − λn). With this labelling we have

(T (µ) : ∇(λ))
GL

= (T (µ̄) : ∇(λ̄))
SL

where the subscripts denote the corresponding algebraic group. A sim-
ilar result holds in the quantum case.

As T (λ)
GL

∼= T (λ̄)
SL

and ∇(λ)
GL

∼= ∇(λ̄)
SL

when regarded as SLn-
modules, if (T (µ̄) : ∇(λ̄))SL 6= 0 and p > n then there exists some d
and partitions λ and µ of d such that (T (µ̄) : ∇(λ̄))SL = d(λ, µ). For
this reason, when writing down decomposition numbers for symmetric
groups or Hecke algebras we will adopt the convention (until stated
otherwise) that these are labelled by the corresponding SL labels. Here
we interpret d(λ, µ) for a pair of SL labels which cannot be converted
into partitions of some common d as zero.

Putting this all together with Theorem 2.2, and noting that h = n
for SLn, we obtain:

THEOREM 3.1. Suppose that p ≥ 2(n − 1) (strictly greater if n = 2)
is such that the Lusztig conjecture holds for GLn. Let λ and µ be two
partitions of d into at most n parts, written in SLn notation. If λ =
λ̃+ pλ+ with λ̃ ∈ (p− 1)ρ+X1(T ) and λ+ ∈ X+(T ) then

d(µ, λ) =
∑

τ

d(τ, λ+)dq(µ, λ̃+ pτ).

REMARKS 3.2. (i) The decomposition numbers for the Hecke algebra
arising in this Theorem can be determined from the results of Soergel
by Ringel duality (in type A Soergel has no additional restriction on
p), or using the LLT algorithm [17].

(ii) It is clear from the translation principle [14, II, 7.9 Proposition]
that the tilting multiplicity (T (λ) : ∇(µ)) depends only on the facets
containing λ and µ. From this we see that our result is a generalisation
of [13, 4.13 Proposition] (which is the case n = 3, but without restric-
tion on p). For n = 2 a version of our result was given by Erdmann [8]
for arbitrary two part partitions, with a quantum analogue given by
Donkin [7, 4.4 (6)].

(iii) The recursive procedure given in [13] is computationally more
complicated than ours, as it does not reduce by a factor of p at every
stage. Note that the complexity is not hidden in the verification of the
Lusztig conjecture for SL3 as this is almost trivial. By translation and
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block considerations it is only necessary to verify that a ∇ labelled by a
p-restricted weight in the alcove above Cp has precisely two composition
factors.

(iv) If λ̃ = (p−1)ρ then Tq(λ) = ∇q(λ), and by block considerations
we have d(µ, λ) 6= 0 only if µ = (p − 1)ρ + pµ+. Thus in this case
our result gives that d(µ, λ) = d(µ+, λ+), and hence is also a general-
isation of another theorem of Erdmann [9]. The quantum analogue in
characteristic zero was proved by Leclerc [18].

(v) The Lusztig conjecture is known to hold for SL2, SL3, and SL4

for all p ≥ n, but for general G is known to be true only for sufficiently
large values of p. (For SL4 see [14, II, 8.20 (second edition only)].)
However, it follows from (1) that for all p ≥ 2(n − 2) there is still a
reduction theorem for decomposition numbers of the symmetric group.
If Donkin’s conjecture [6, (2.2) Conjecture] holds then this would also
hold for all p > n.

If Andersen’s conjecture (3) holds, then d(µ, λ) is known for all λ ∈

Cp2 (for p > n) by the work of Soergel. This conjecture is known to
hold for SL3, and in this case Jensen’s tilting module calculations [15]
determine all d(µ, λ) (for p > 3) with λ ∈ C2p2+2p (using an obvious
extension of notation). There are related results by Rasmussen [20,
Theorem 4.3] and Jensen and Mathieu [16].

Finally, James and Williams [13, 3.12 Corollary] (see also [26]) have
proved (in all characteristics) that the d(µ, λ) for µ = (µ1, µ2, µ3) (as
a partition) with µ3 < p, can be determined from those with µ3 ≤ 1.
(These have been determined by James [11], for p = 2, and To Law
[25], for p > 2.)

We will give a very short proof of this reduction theorem when p > 3.
First note that if µ3 = 0 then λ and µ must both be 2-part partitions,
and the result is known by SL2-results. Thus we assume that µ3 > 0.
Next suppose that λ = (λ1, λ2, λ3) and µ = (µ1, µ2, µ3) are partitions
of d into at most 3 parts, with 0 < µ3 < p and λ greater than µ in the
dominance ordering. Then it is elementary to verify that for τ̄ equal to
either λ̄ or µ̄ we must have

d− 3(p − 1) ≤ τ̄1 + 2τ̄2 ≤ d.

Representing SL3-weights in the usual manner this corresponds to λ̄
and µ̄ lying in the shaded region in Figure 1(a).

By (5) we must show that the good filtration multiplicities (T (λ) :
∇(µ)) with 1 < µ3 < p can be determined from the (T (λ) : ∇(µ)) with
µ3 = 1, and by Theorem 2.2 we may assume that λ is one of λa, λb, λc

or λd as shown in Figure 1(b).
Suppose first that λ = λa. Then the only weights in the shaded

region in Figure 1(a) which can occur as a µ with d(µ, λ) 6= 0 are
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X +(T)

(d−3(p−1),0)

(0,0)

λ

λ
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b

c

(b)(a)
dλ

λ

(d,0)

. . .
 . . 

. .

Figure 1.

those lying in one of the solid-walled alcoves in Figure 1(b) (where
the sequence of hexagons continues down to the left). Here the region
between the dotted lines (inclusive) contains all weights with third
component less than or equal to p. To see that no weights in other
alcoves which intersect the region between the dotted lines need be
considered note that the block of SL3 containing λa corresponds to the
orbit Wp.λa. Thus the relevant weights in these extra alcoves are either
not dominated by λa (for those above the line of hexagons), or lie on the
lower dotted line (as shown for example by the dark circles) and hence
have third component equal to p (which contradicts our assumption on
µ). Thus for this choice of λ the only possible non-zero multiplicities
can occur for µs labelled by circles in Figure 1(b). Similar arguments
hold for the other choices of λ; for example the possible µs for λc are
those labelled by triangles.

Using translation functors (see [14, II, Chapter 7]), we can translate
T (λc) off the wall to obtain T (λa), and each ∇(τ) occurring in a filtra-
tion of T (λc) corresponding under translation to the pair of ∇s labelled
by weights in W.λa which lie in the two alcoves adjacent to τ . Thus
to determine the good filtration multiplicities for T (λa) it is enough
to determine the good filtration multiplicities for T (λc). (Similarly for
T (λb) we can reduce to considering T (λd).)

By the translation principle we may assume that λc = (e, 0) for some
e; i.e. that λc is the nearest weight on its wall to the non-dominant
vertex at the end of that wall. (Similarly we may assume that λd =
(f, 0).) Then the possible weights µ — labelled by shaded triangles —
are all adjacent to one of the vertices at the centre of each hexagon,
and hence lie in a band of width 3 about this central line of vertices.
(Again the λd case is similar.) But we saw above that the width of such
a band corresponds to the size of the third component of µ, and hence
these multiplicities can all be realised as decomposition numbers of the
form d(θ, ν) where θ3 = 1.
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