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Abstract

Bandwidth selection in kernel density estimation is one of the fundamental

model selection problems of mathematical statistics. The study of this problem

took major steps forward with the papers of Hall and Marron (1987) and Hall

and Johnstone (1992). Since then focus seems to have been on various versions

of implementing the so called plug-in method aimed at estimating the minimum

mean integrated squared error (MISE). The most successful of these efforts

still seems to be the plug-in method of Sheather and Jones (1991) or Park and

Marron (1990) that we also use as a benchmark in this paper. In this paper we

derive a new theorem deriving the asymptotic theory for linear combinations of

bandwidths obtained from different selectors as e.g. direct and indirect cross-

validation and plug-in, where we take advantage of recent advances in the study

of indirect cross-validation; see Hart and Yi (1998), Hart and Lee (2005) and

Savchuk, Hart and Sheather (2010a,b). We conclude that the slow convergence

of data-driven bandwidths implies that once asymptotic theory is close to that

of plug-in then it is the practical implementation that counts. This insight led

us to a bandwidth selector search with the symmetrized version of onesided

cross-validation as a clear winner. 1

Keywords: bandwidth choice, cross-validation, plug-in, nonparametric esti-

mation.
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(DFG), Projects FOR916, and MA1026/10-2.
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1 Introduction

Standard (least-squares) cross-validation was proposed by Rudemo (1982) and Bow-

man (1984). The simplicity of its implementation and its intuitively appealing inter-

pretation probably makes it the most popular automatic bandwidth selection method.

Its practical data-driven flavor makes up for its lack of stability in the eyes of many

practitioners. The lack of stability of standard cross-validation has been pointed out

for both kernel density estimation and kernel regression estimation (Hall and Mar-

ron, 1987; Härdle, Hall and Marron, 1988). In Żychaluk and Patil (2008) it has

been argued that instability of cross validation is often due to discretization effects.

These drawbacks of standard cross-validation have motivated several studies on more

stable bandwidth selectors, most of them related to the plug-in method (Biased cross-

validation by Scott and Terrell, 1987; smoothed cross-validation by Hall, Marron and

Park, 1989; Sheather and Jones, 1991; the stabilized bandwidth selector rule by Chiu,

1991; the kernel contrast method of Ahmad and Ran, 2004; recent bootstrap methods,

see Cao, 1993; among others). Better performance of plug-in has been questioned in

Loader (1999). He points out that the value of the chosen bandwidth heavily de-

pends on the arbitrary specification of pilot bandwidths and may be strongly biased

in case of misspecification. Still quite recently, SiZer became a popular alternative,

see Chaudhuri and Marron (1999), Godtliebsen, Marron and Chaudhuri (2002), and

Hanning and Marron (2006). Note that SiZer does not search for an optimal data-

driven bandwidth, but instead highlights for each bandwidth which features (of the

density or regression) get detected.
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Indirect cross-validation is another class of bandwidth selectors. These selectors make

use of so-called selection kernels. A bandwidth is chosen for the selection-kernel es-

timator by cross-validation and this bandwidth is then rescaled by an appropriate

factor to be suitable for the kernel estimator at hand, see Savchuk, Hart and Sheather

(2010a). It has been argued that cross-validation is in particular performing well in

harder estimation problems. Indirect Cross-validation makes use of this relation by

choosing selection kernels for which bandwidth choice is a more difficult estimation

problem, see e.g. Section 4 in Hart and Lee (2005) for this point. Appropriate se-

lection kernels robustify the bandwidth choice against discretization effects and data

rounding. For a detailed discussion, see Savchuk, Hart and Sheather (2010b). One

version of the general principle of indirect cross-validation is onesided cross-validation.

Onesided cross-validation was originally proposed by Hart and Yi (1998) for local lin-

ear regression. In Hart and Lee (2005) it was shown that in contrast to classical cross

validation this approach is robust against spurious and nonspurious serial correlation.

Onesided cross-validation was extended to our density case by Mart́ınez-Miranda,

Nielsen and Sperlich (2009).

In this paper we derive a new theorem on combinations of kernel density bandwidths

and investigate its practical potential. This new theorem discusses the difference of

the bandwidth selectors to hISE and hMISE where hISE is the random bandwidth that

minimizes the integrated squared error (ISE) and where hMISE minimizes the mean

integrated squared error (MISE). The theorem allows combinations of bandwidths

from both direct and indirect cross-validation and can include bandwidth selectors as

well that converge to hMISE with a faster rate of convergence. While we have investi-
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gated a large class of combinations through simulation studies, we only present those

six bandwidth combinations that are helpful for a better understanding of our overall

conclusions. First we look at the asymptotically optimal combination of the standard

cross-validation bandwidth and an asymptotically MISE optimal bandwidth. With

the Epanechnikov kernel it turns out that the optimal combinations pick 1.21 times

the plug-in bandwidth and place a negative weight of 0.21 on the cross-validation

bandwidth. This is not surprising considering the well known negative correlation

between the cross-validation and the plug-in bandwidth, see Hall and Marron (1987).

When the combined bandwidth is compared to an asymptotically MISE optimal band-

width it turns out that the kernel density estimator with MISE optimal bandwidth

can have an increase in its expected ISE of up to 40 %, at least in the asymptotic

limit. This asymptotic advantage of the combined bandwidth does not seem to de-

scribe what is going on in finite samples. Indeed, we have implemented the two

bandwidth selectors with simulated data where we used a plug-in bandwidth along

Sheather and Jones (1991) and in the simulations the kernel density estimator with

the combined bandwidth behaved very poorly. The reason seems to be that plug-in

estimators have a tendency to oversmooth in finite samples while standard cross-

validation is almost unbiased. The asymptotic optimal combination of plug-in and

cross-validation suffers in practice from a tendency to oversmooth even more. From

this study we learn that the slow convergence of bandwidth selection asymptotics

has the consequence that we can not fully rely on theory when picking our practical

bandwidth selector. To illustrate this point even more, we implemented the intuitive

simple average of the plug-in bandwidth and the cross-validation bandwidth. This
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simple combination is appealing because of the well known practical experience of

plug-in bandwidths to oversmooth, while the almost unbiased cross-validation band-

width sometimes have very bad performance because of undersmoothing. Therefore,

intuition says that a simple average should improve both, which indeed turns out to

be the case. The asymptotic performance of this simple average is much better than

for ordinary cross-validation and only slightly worse than for the plug-in method. In

practice it outperforms both. This insight led to a search for good finite sample per-

formance of combinations of bandwidths with an asymptotic performance close to the

plug-in method. The overall winner of this search was a simple combination of the

right-sided and the left-sided versions of onesided cross-validation. We call this new

bandwidth selector “do-validation” (double onesided cross-validation). The conclu-

sion of this paper therefore suggests the do-validation bandwidth as an asymptotically

well performing bandwidth selector with excellent finite sample properties.

The paper is organized as follows. In Section 2 we define a new class of combined

cross-validation bandwidth selectors. In Section 3 theoretical properties of linear

combinations of cross-validated bandwidths and a plug-in bandwidth are derived. In

Sections 4 and 5 we consider six bandwidth selectors: the standard cross-validation

ĥCV , left and right onesided cross-validation ĥL,OSCV and ĥR,OSCV , do-validation ĥDO,

a plug-in bandwidth ĥPI as an example of a bandwidth that is asymptotically equiv-

alent to the MISE minimizing bandwidth hMISE, an asymptotically optimal combi-

nation ĥmix1 of ĥCV and ĥPI , and finally the simple average ĥmix2 of ĥCV and ĥPI .

For all our six considered bandwidths we consider their difference with the ISE op-

timal bandwidth hISE. The asymptotic variances of all these differences are sums of

6



two terms. All bandwidths have the same asymptotic first component. The second

component varies with the different methods. While it is quite large for the cross-

validation method, it is less than one third of this value for all other methods. The

exact asymptotic values become less important than the practical performance of the

implementation at hand. This is one conclusion of Section 5 where we present results

of a finite sample study where do-validation ĥDO comes out as the best of the con-

sidered methods. Another conclusion is that combinations of certain bandwidths can

improve a lot in ISE compared to their individual performance.

2 A general class of data-driven bandwidth esti-

mators

In this paper we consider a class of bandwidth selectors ĥ that are constructed as

weighted averages of cross-validation bandwidths ĥj. The aim is to get a bandwidth

with a small Integrated Squared Error (ISE) for the kernel density estimator

f̂h,K(x) =
1

nh

n∑
i=1

K

(
Xi − x

h

)
.

The bandwidths ĥj are based on the inspection of kernel density estimators f̂h,Lj
(x), 1 ≤

j ≤ J , for kernels Lj that fulfill Lj(0) = 0. For 1 ≤ j ≤ J we define ĥj by the cross-

validation method

ĥj = arg min
h

∫
f̂h,Lj

(x)2dx − 2n−1

n∑
i=1

f̂h,Lj
(Xi). (1)

Note that because of Lj(0) = 0 we do not need to use a leave-one-out version of f̂h,Lj

in the sum on the right hand side. For some weights wj (not necessarily positive)
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with
∑J

j=1 wj = 1, a new bandwidth selector ĥ is defined by

ĥ =
J∑

j=1

wj

(
R(K)

μ2
2(K)

μ2
2(Lj)

R(Lj)

)1/5

ĥj (2)

where R(g) =
∫

g2(x)dx, μl(g) =
∫

xlg(x)dx for functions g and integers l ≥ 0.

The bandwidth ĥj is a selector for the kernel Lj. After multiplying with the fac-

tor (R(K)μ2
2(Lj))

1/5(μ2
2(K) R(Lj))

−1/5 it becomes a selector for the kernel K. This

follows from classical smoothing theory and has been used at many places in the

discussion of bandwidth selectors.

Our class of bandwidth selectors contains the classical cross-validation bandwidth

selector as one example with J = 1 and L1(u) = K(u)1(u �= 0). If one uses a

leave-one-out version of (1), one would replace f̂h,Lj
(Xi) by n(n−1)−1f̂h,Lj

(Xi) in the

second term on the right hand side of (1). This change is asymptotically negligible

and does not lead to obvious changes in the finite sample performance. Furthermore,

there is a difference if two observations have the same value. Under our assumptions

this happens only with zero probability. Thus, our discussion carries over without

changes to leave-one-out versions of our proposal.

Our main proposal from the general class (2) is do-validation. It is based on the

combination of left and rightsided cross-validation. Onesided cross-validation (OSCV

hereafter) has been proposed by Mart́ınez-Miranda, Nielsen and Sperlich (2009) for

kernel density estimation. In their implementation they make use of the local linear

kernel density estimator (Jones, 1993; and Cheng 1997a, 1997b). For a kernel density

estimator f̂h,M with kernel M the local linear kernel density estimator can be defined
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as kernel density estimator f̂h,M∗ with ”equivalent kernel” M∗ given by

M∗(u) =
μ2(M) − μ1(M)u

μ0(M)μ2(M) − μ2
1(M)

M(u). (3)

In onesided cross-validation the basic kernel M(u) is chosen as 2K(u)1(−∞,0) (leftsided

cross-validation) and 2K(u)1(0,∞) (rightsided cross-validation). This results in the

following equivalent kernels

KL(u) =
μ2(K) + uμ∗

1(K)

μ2(K) − (μ∗
1(K))2

2K(u)1(−∞,0), (4)

KR(u) =
μ2(K) − uμ∗

1(K)

μ2(K) − (μ∗
1(K))2

2K(u)1(0,∞), (5)

with μ∗
1(K) =

∫ ∞
0

uK(u)du. Here we have assumed that the kernel K is symmetric.

The left-OSCV criterion (OSCVL) is defined by

OSCVL(h) =

∫
f̂ 2

h,KL
(x)dx − 2n−1

n∑
i=1

f̂h,KL
(Xi), (6)

with ĥL as its minimizer; and the left-OSCV bandwidth is calculated from ĥL by

ĥL,OSCV = CĥL,

where

C =

(
R(K)

μ2
2(K)

μ2
2(KL)

R(KL)

)1/5

, (7)

see Mart́ınez-Miranda, Nielsen and Sperlich (2009).

In exactly the same way we define the right-OSCV criterion, OSCVR, except that

f̂h,KL
in (6) is replaced by f̂h,KR

. The right-OSCV bandwidth is calculated by

ĥR,OSCV = CĥR, where C is the same as in (7) and ĥR is the minimizer of OSCVR.

Onesided cross-validation does not work in a local constant version, i.e. with the

choice KL(u) = 2K(u)1(−∞,0) or KR(u) = 2K(u)1(0,∞). This holds because of the
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inferior rate of convergence of the onesided local constant kernel density estimator.

This was the reason why Mart́ınez-Miranda, Nielsen and Sperlich (2009) suggested

the use of local linear density estimation.

The do-validation selector ĥDO is given by

ĥDO =
1

2
(ĥL,OSCV + ĥR,OSCV ).

Left-onesided cross-validation and right-onesided cross-validation are not identical in

the local linear case because of differences in the boundary. However, asymptotically

they are equivalent. As we will see in our simulations do-validation delivers a good

stable compromise. It has the same asymptotic theory as each of the two onesided

alternatives and a better overall finite sample performance.

3 Asymptotic theory

In this section we state an asymptotic result on the difference between a combined

bandwidth selector ĥ, defined in (2), with the MISE-optimal bandwidth hMISE and

the ISE-optimal bandwidth hISE,

hMISE = arg min
h

E

[∫ (
f̂h,K(x) − f(x)

)2

dx

]
,

hISE = arg min
h

[∫ (
f̂h,K(x) − f(x)

)2

dx

]
.

Under our assumptions, see below, it holds that hMISE =

(
R(K)

μ2
2(K)R(f ′′)

)1/5

n−1/5 +

o
(
n−3/10

)
.
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We are also interested in ĥ∗, with ĥ∗ being a combination with an asymptotical

MISE-optimal bandwidth ĥMISE defined by

ĥ∗ =
J∑

j=2

wj

(
R(K)

μ2
2(K)

μ2
2(Lj)

R(Lj)

)1/5

ĥj + w1ĥMISE, (8)

where
∑J

j=1 wj = 1 and where ĥMISE is a bandwidth selector with ĥMISE = hMISE +

oP (n−3/10). In the simulations we will choose ĥMISE = ĥPI where ĥPI is refers to

a plug-in selector along Sheather and Jones (1991) and Park and Marron (1990),

respectively.

We now state a theorem about the asymptotic distribution of ĥ − hMISE, ĥ − hISE

and ĥ∗ − hISE. For this result we need the following assumptions:

(A1) K and Lj (j = 1, . . . , J) are compactly supported. The kernels are continuous

on IR−{0} and have one-sided derivatives that are Hölder continuous on IR i.e.

there exist constants c, δ > 0 such that |g(x) − g(y)| ≤ c|x − y|δ for x, y < 0

or x, y > 0 with g equal to K ′ or L′
j (j = 1, . . . , J). The left- and right-

sided derivatives differ at most on a finite set. For j = 1, . . . , J , Lj(0) = 0,∫
uLj(u)du = 0 and

∫
uK(u)du = 0.

(A2) The density f is bounded and twice differentiable. The derivatives f ′ and f ′′

are bounded and integrable. The second derivative is Hölder continuous with

exponent δ > 1
2
.

For do-validation condition (A1) is satisfied if the kernel K satisfies the required

smoothness conditions. In particular, Assumption A1 allows kernels that are smooth

inside their support but are not differentiable at the boundary of the support.
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Theorem 1. Combination of bandwidths. Under A1, A2 the bandwidth selector

ĥ in (2) satisfies

n3/10(ĥ − hISE) → N(0, σ2
1) in distribution, (9)

n3/10(ĥ − hMISE) → N(0, σ2
2) in distribution, (10)

where

σ2
k =

4

25
R(K)−2/5μ

−6/5
2 (K)R(f ′′)−8/5

V(f ′′)δk +
1

50
R(K)−7/5μ

−6/5
2 (K)

×R(f ′′)−3/5R(f)

∫ [
δkH(u) −

J∑
j=1

wj

(
R(K)

R(Lj)

)
Hj(u)

]2

du,

(11)

with

V(f ′′) =

∫
f ′′2(x)f(x)dx −

(∫
f ′′(x)f(x)dx

)2

,

H(u) = 2

∫
K(u + v)K(v)dv + 2

∫
K(−u + v)K(v)dv

+2

∫
K(u + v)vK ′(v)dv + 2

∫
K(−u + v)vK ′(v)dv,

Hj(dju) = 2

∫
Lj(u + v)Lj(v)dv + 2

∫
Lj(−u + v)Lj(v)dv

+2

∫
Lj(u + v)vL′

j(v)dv + 2

∫
Lj(−u + v)vL′

j(v)dv

−2
[
Lj(u) + uL′

j(u) + Lj(−u) − uL′
j(−u)

]
,

dj =

(
R(K)

R(Lj)

μ2
2(Lj)

μ2
2(K)

)−1/5

, δk =

⎧⎪⎪⎨⎪⎪⎩
1 for k = 1,

0 for k = 2.

For a choice of ĥMISE with ĥMISE = hMISE + oP (n−3/10), the combination ĥ∗ in (8)
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satisfies

n3/10(ĥ∗ − hISE) → N(0, σ2
1) in distribution, (12)

with σ2
1 as in (11) but with H1 = 0.

For the special choice J = 1, w1 = 1, the asymptotic expansions in (9), (10) and (12)

reduce to the classical results in Hall and Marron (1987), see their Theorem 2.1 and

discussions in Section 2.3. Then, equation (12) implies an expansion for the difference

between the ISE optimal bandwidth hISE and the MISE optimal bandwidth hMISE

and equations (9) and (10) compare the classical cross-validation bandwidth selector

with these two target bandwidths.

Under additional smoothness assumptions on f , Hall and Johnstone (1992) discussed

efficient estimation of the ISE-optimal bandwidth hISE. They showed that estimation

of hISE is asymptotically equivalent to the estimation of R(f ′) =
∫

f ′(x)2dx. Using an

efficient estimator of R(f ′), one gets an estimator ĥ of hISE such that n3/10(ĥ−hISE)

has asymptotic variance 4
25

R(K)−2/5μ
−6/5
2 (K)R(f ′′)−8/5 V(f ′′). Thus, in our class of

bandwidth selectors a bandwidth would achieve the optimality bound if

∫ [
H(u) −

J∑
j=1

wj

(
R(K)

R(Lj)

)
Hj(u)

]2

du = 0. (13)

We do not know if this can be achieved by appropriate choice of kernels Lj and weights

wj. In the next section we will discuss the size of the left hand side of (13) for some

choices of the kernels Lj and weights wj.
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4 Six combinations of bandwidth selectors

For given kernels K and Lj (j = 1, . . . , J) and a density f , we might explicitly

calculate the components in the asymptotic variance in (11), for the just introduced

class of bandwidth selectors (2), and also for the combinations (8). We look for

good selectors, in the optimality sense of Hall and Johnstone (1992), i.e. bandwidths

which, holding constant the first variance term in (11), have a small second term. Hall

and Johnstone (1992) showed that an asymptotically achievable bandwidth exists

where the second term is zero but they never pursued the issue any further and

did not provide practical examples of such bandwidth selectors. In our search for

good bandwidth selectors, we do for the first time provide a bandwidth selector with

better asymptotic theory than the plug-in method, namely the optimal combination

of plug-in (with weight w1) and classical cross-validation. Figure 1 shows up to a

factor the graphs of the resultant second variance term in (11) against the weight for

the Epanechnikov kernel. We plot the noisy term in a wide range including negative

weights to get optimality (as we argued in Section 1 because of the known negative

correlation between them). And indeed the optimum is achieved by weighting the

plug-in bandwidth with w1 = 1.21 and cross-validation with w2 = 1 − w1 = −0.21.

Such an optimal combination yields a second term in (11) of 0.51Cf,K with Cf,K =

1
25

R(K)−7/5μ
−6/5
2 (K)R(f ′′)−3/5R(f). With 0.72Cf,K an asymptotically MISE optimal

bandwidth ĥMISE has a second term that is about 40 per cent above the term of the

combined bandwidth. Thus, asymptotically, the expected ISE can increase up to 40

per cent. For the quartic kernel we get weights w1 = 1.37 and w2 = −0.37. Here
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the factor of the second term increases from 0.44 to 0.83. This gives an increase of

expected ISE of up to 90 per cent. However, in the next section we will see that

despite the excellent asymptotic properties these combined bandwidth selectors can

show poor performance in finite samples.

0.5   1     1.2116 1.5   

0.5059

1
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Figure 1: The factor 1
2

∫ [
H(u) − ∑J

j=1 wj

(
R(K)
R(Lj)

)
Hj(u)

]2

du of the second compo-

nent of the asymptotic variance in (11). The factor is plotted for the combination of

an asymptotical MISE optimal bandwidth with standard cross-validation. The density

estimator is calculated with an Epanechnikov kernel. For the combined bandwidth the

factor is equal to 1
2

∫
[w1H(u) − (1 − w1)4(K(u) + uK ′(u))]2 du. The optimal value

is achieved by weighting the plug-in bandwidth with w1 = 1.21.

In the following display we show the asymptotic variances of n3/10(ĥ − hISE) or

n3/10(ĥ∗ − hISE), respectively (as given by expression (11)), for each of the follow-

ing six bandwidths: onesided cross-validation ĥOSCV , do-validation method ĥDO, the
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standard cross-validation bandwidth ĥCV , an asymptotical MISE optimal bandwidth

ĥMISE, and two combinations of ĥCV and ĥMISE. The first combination ĥmix1 is

the optimal combination ĥmix1 = 1.2116ĥMISE − 0.2116ĥCV . The second one is the

pragmatic average ĥmix2 = 0.5ĥMISE + 0.5ĥCV . The asymptotic variances of these

bandwidths are given for the Epanechnikov kernel by:

σ2
OSCV = Cf,K

{
4R(K)

V(f ′′)
R(f ′′)R(f)

+ 2.19

}
σ2

DO = Cf,K

{
4R(K)

V(f ′′)
R(f ′′)R(f)

+ 2.19

}
σ2

CV = Cf,K

{
4R(K)

V(f ′′)
R(f ′′)R(f)

+ 7.42

}
σ2

MISE = Cf,K

{
4R(K)

V(f ′′)
R(f ′′)R(f)

+ 0.72

}
σ2

mix1 = Cf,K

{
4R(K)

V(f ′′)
R(f ′′)R(f)

+ 0.51

}
σ2

mix2 = Cf,K

{
4R(K)

V(f ′′)
R(f ′′)R(f)

+ 2.89

}
with Cf,K as above. For the quartic kernel we get the same expressions with the

constants 2.19, 2.19, 7.42, 0.72, 0.51, 2.89 replaced by 1.46, 1.46, 5.87, 0.83, 0.44,

2.63.

There are two components which inflate all the variances, but only the second term

differs between selectors. We can observe a clear reduction in this second variance

term in both onesided cross-validation and do-validation, compared with standard

cross-validation. The asymptotic variance of asymptotical MISE optimal methods

is lower than for all competitors with one exception: it is beaten by the optimal

combination of itself with classical cross-validation. But as we will see in the next

section, the asymptotic properties of all our considered bandwidths - except for classi-

cal cross-validation - are that good and at the same time that close to each other that
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in practice these differences become irrelevant. Now it is the numerical performance

that matters.

5 Finite Sample Performance

The purpose of this section is to study the performance of the six bandwidths defined

in Section 4 in finite samples, sometimes just of moderate size. As asymptotical MISE

optimal bandwidth we use in the simulations a plug-in bandwidth ĥPI as proposed

by Sheather and Jones (1991); see also Park and Marron (1990). This plug-in band-

widthis calculated from the asymptotic expression of the MISE-optimal bandwidth,

hMISE ≈
(

R(K)

μ2
2(K)R(f ′′)

)1/5

n−1/5, where R(K) and μ2(K) are known, whereas R(f ′′)

has to be estimated. We now describe the estimator R̂f ′′ that we used. In a first step

we calculate a kernel density estimator of f ′′ with bandwidth gp. For the choice of

gp we take Silverman’s rule of thumb bandwidth for Gaussian kernels, see Silverman

(1986, page 48). In our implementation the standard deviation of X is estimated

by the minimum of two methods: the empirical standard deviation sn and the in-

terquartile range IRX divided by 1.34, i.e. gS = 1.06 min{IRX1.34−1, sn}n−1/5. As

the quartic kernel KQ comes close to the Epanechnikov but allows for estimating the

second derivative, we normalize gS by the factors of the canonical kernel (Gaussian to

quartic) and adjust for the slower rate (n−1/9) needed to estimate second derivatives,

i.e.

gp = gS
2.0362

0.7764
n1/5−1/9 .
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Next,

R̂f ′′ =

∫
f̂ ′′2 − 1

ng5
p

∫
K ′′2

Q

to correct for the bias inherited by

f̂ ′′(x) =
1

ng3
p

n∑
i=1

K ′′
Q

(
Xi − x

gp

)
.

In simulation studies not shown here this prior choice turned out to perform better

than any of the many other plug-in estimators we tried, at least for the densities

considered in our simulations.

Our selected data generating processes are the following six densities (see also Figure

2):

1. a simple normal distribution, N(0.5, 0.22),

2. a bimodal mixture of two normals which were N(0.35, 0.12) and N(0.65, 0.12),

3. a mixture of three normals, namely N(0.25, 0.0752), N(0.5, 0.0752) and N(0.75, 0.0752)

giving three clear modes,

4. a gamma distribution, Gamma(a, b) with b = 1.5, a = b2 applied on 5x with

x ∈ IR+, i.e.

f(x) = 5
ba

Γ(a)
(5x)a−1e−5xb,

5. a mixture of two gamma distributions, Gamma(aj, bj), j = 1, 2 with aj = b2
j ,

b1 = 1.5, b2 = 3 applied on 6x, i.e.

f(x) =
6

2

2∑
j=1

b
aj

j

Γ(aj)
(6x)aj−1e−6xbj

giving one mode and a plateau,
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6. and a mixture of three gamma distributions, Gamma(aj, bj), j = 1, ..., 3 with

aj = b2
j , b1 = 1.5, b2 = 3, and b3 = 6 applied on 8x giving two bumps and one

plateau.
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Figure 2: The six data generating densities: Designs 1 to 6 from the upper left to the

lower right.

Our set of densities contains density functions with one, two or three modes, some

being asymmetric. They all have exponentially falling tails, because otherwise one

has to work with boundary correcting kernels. The main mass is always in [0, 1]. We

use the following measures to summarize the stochastic performance of the bandwidth

selectors:

m1 = mean(ISE(ĥ)), m2 = std(ISE(ĥ))

m3 = mean(ĥ − hISE), m4 = std(ĥ − hISE).

The simulated kernel density estimators use the Epanechnikov kernel. The sample

sizes are n = 50, n = 100, and 200 as examples for moderate and large samples. The
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onesided cross-validation presented here is the left-onesided. The original simulation

study comprised more designs, kernels, and samples sizes, but the findings were all

in line with the here presented results. The results given in Tables 1 to 3 and 4 were

calculated from 250 repetitions for each model and each sample size. Note that the

standard deviations of the Monte Carlos means m1 and m3 in Tables 1-4 are simply

m2/
√

250 ≈ 0.06 m2 and m4/
√

250, respectively.

Design 1 Design 2

ĥPI ĥCV ĥOSCV ĥDO ĥmix1 ĥmix2 ĥPI ĥCV ĥOSCV ĥDO ĥmix1 ĥmix2

n = 50

m1 .047 .083 .051 .049 .049 .049 .115 .111 .106 .103 .130 .083
m2 .033 .100 .043 .036 .033 .037 .023 .114 .033 .034 .025 .032
m3 .047 -.011 .032 .034 .059 .018 .117 .018 .092 .090 .138 .067
m4 .054 .095 .066 .064 .053 .069 .044 .078 .076 .072 .047 .054

n = 100

m1 .029 .049 .031 .030 .031 .030 .077 .063 .049 .049 .091 .052
m2 .020 .059 .021 .020 .021 .020 .017 .055 .027 .026 .017 .024
m3 .035 -.016 .019 .019 .046 .010 .098 .010 .035 .035 .116 .054
m4 .047 .078 .057 .056 .046 .058 .024 .059 .048 .046 .022 .039

n = 200

m1 .017 .026 .018 .018 .018 .018 .049 .043 .034 .030 .059 .033
m2 .012 .029 .014 .014 .012 .013 .013 .054 .041 .017 .012 .016
m3 .029 -.005 .010 .011 .036 .012 .075 .000 .014 .015 .091 .037
m4 .036 .064 .045 .044 .045 .047 .019 .044 .035 .031 .017 .029

Table 1: Criteria m1, m2, m3 and m4 for Designs 1 and 2.

As mentioned above the performance of cross-validation compared to plug-in can

be used to classify the difficulty of data adaptive bandwidth choice. It has been

argued that cross-validation performs relatively well in harder estimation problems.

Using the relative performance of cross-validation to rank the difficulty of bandwidth

selection in our different settings, we get Design 1 as the easiest problem, Designs
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Design 3 Design 4

ĥPI ĥCV ĥOSCV ĥDO ĥmix1 ĥmix2 ĥPI ĥCV ĥOSCV ĥDO ĥmix1 ĥmix2

n = 50

m1 .158 .130 .156 .156 .163 .126 .130 .138 .114 .109 .144 .105
m2 .011 .117 .015 .016 .011 .024 .063 .124 .061 .060 .067 .058
m3 .163 .036 .154 .154 .189 .099 .095 .007 .063 .056 .114 .051
m4 .026 .080 .039 .037 .028 .047 .054 .074 .060 .057 .057 .057

n = 100

m1 .142 .070 .115 .115 .153 .091 .087 .078 .072 .068 .099 .066
m2 .008 .057 .042 .036 .009 .019 .042 .054 .038 .037 .047 .035
m3 .146 .007 .104 .106 .175 .076 .075 -.006 .037 .030 .092 .035
m4 .012 .042 .067 .059 .012 .025 .042 .050 .049 .045 .046 .041

n = 200

m1 .120 .042 .039 .038 .136 .063 .053 .049 .048 .040 .062 .039
m2 .006 .032 .024 .021 .008 .015 .023 .046 .054 .021 .026 .021
m3 .127 .000 .018 .018 .154 .064 .062 -.007 .026 .019 .077 .027
m4 .010 .030 .034 .029 .010 .019 .027 .038 .042 .033 .030 .029

Table 2: Criteria m1, m2, m3 and m4 for Designs 3 and 4.

2 and 4 as harder problems and Design 3 as a very hard estimation problem. For

Designs 5 and 6 the difficulty depends on the sample size and it increases with sample

size. We conjecture that for these two designs accurate estimation of the small wiggles

of the underlying density is impossible for small sample sizes but it requires a fine

tuning of the bandwidths for larger sample sizes.

The cross-validation bandwidth ĥCV and the asymptotically optimal combination

ĥmix1 of ĥCV and ĥPI show the poorest behaviour in the simulations. They have

in all designs and for all sample sizes the largest expected ISE m1. For ĥCV this is

mainly caused by the large variance of this bandwidth selector, see the outcomes of

m2 and m4. This is a well known phenomen that motivated the study of asymptotical

MISE optimal bandwidths which have smaller variances, at least asymptotically. To
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Design 5 Design 6

ĥPI ĥCV ĥOSCV ĥDO ĥmix1 ĥmix2 ĥPI ĥCV ĥOSCV ĥDO ĥmix1 ĥmix2

n = 50

m1 .063 .093 .064 .064 .066 .061 .073 .090 .070 .070 .081 .063
m2 .023 .097 .025 .025 .024 .027 .020 .076 .027 .027 .018 .026
m3 .078 .008 .069 .064 .092 .043 .104 .015 .074 .071 .122 .060
m4 .057 .099 .064 .067 .057 .073 .036 .093 .065 .066 .033 .061

n = 100

m1 .046 .055 .045 .044 .049 .040 .056 .058 .049 .048 .062 .045
m2 .013 .045 .015 .015 .014 .015 .015 .045 .018 .019 .014 .017
m3 .074 -.002 .059 .051 .090 .036 .096 .005 .057 .053 .115 .051
m4 .045 .072 .055 .056 .047 .052 .028 .068 .051 .052 .026 .044

n = 200

m1 .034 .033 .032 .029 .037 .027 .042 .035 .033 .031 .048 .031
m2 .008 .020 .010 .010 .009 .010 .009 .031 .012 .012 .009 .010
m3 .077 .000 .055 .045 .094 .039 .093 .001 .048 .041 .113 .047
m4 .032 .057 .047 .044 .033 .040 .023 .050 .044 .041 .022 .034

Table 3: Criteria m1, m2, m3 and m4 for designs 5 and 6.

understand the poor behaviour of ĥmix1 we have carried out additional simulations

where we replaced ĥPI in the definition of ĥmix1 by hMISE. In Table 4 we compare the

theoretical bandwidth hmix1 = 1.2116hMISE − 0.2116ĥCV with the MISE minimizer

hMISE. When looking at Table 4 one immediately notes that all differences between

the performance hMISE and hmix1 are insignificant. Mostly, the two methods give

exactly the same values in the table. We conjecture that the second term in the

asymptotic variance of the plug-in method already is so small that it is irrelevant to

improve more on it from a practical point of view. Finally, we also see how far the

plug-in estimates are from hMISE, and so is ĥmix1 from hmix1. The difference of the

latter is even much larger. This may be explained by the larger weight that is given

to hMISE and ĥPI in the definitions of ĥmix1 or hmix1, respectively.
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Design 1 Design 2 Design 3 Design 4 Design 5 Design 6

hMISE Mix1 hMISE Mix1 hMISE Mix1 hMISE Mix1 hMISE Mix1 hMISE Mix1

n = 50

m1 .040 .039 .059 .059 .074 .075 .083 .083 .055 .054 .054 .053
m2 .033 .032 .037 .039 .036 .039 .049 .049 .025 .025 .026 .026
m3 .009 .014 -.007 -.012 -.001 -.008 .007 .007 .007 .007 .006 .004
m4 .035 .030 .034 .036 .026 .028 .028 .026 .048 .045 .036 .033

n = 100

m1 .026 .025 .036 .035 .046 .046 .055 .055 .037 .037 .039 .038
m2 .019 .019 .020 .020 .025 .025 .032 .032 .015 .015 .016 .016
m3 .003 .007 .006 .005 -.002 -.004 .002 .004 .000 .000 -.003 -.004
m4 .032 .029 .017 .015 .012 .012 .024 .023 .038 .039 .028 .026

n = 200

m1 .016 .015 .025 .024 .030 .029 .034 .034 .024 .024 .025 .025
m2 .011 .011 .014 .014 .013 .013 .019 .019 .010 .010 .010 .010
m3 .003 .005 .005 .006 -.001 -.002 .006 .008 .003 .003 -.002 -.003
m4 .026 .023 .014 .012 .009 .008 .018 .018 .027 .027 .023 .022

Table 4: Values of m1, m2, m3 and m4 for hMISE and hmix1.

In the simulation, with respect to m1, the winners are ĥmix2 and ĥDO. The pragmatic

average ĥmix2 of classical cross-validation and plug-in beats each of its two compo-

nents for almost every design and sample size (with the only exemption of Design 1).

Therefore, from a practical point of view this simple average is much better than its

two well known alternatives. We can get a hint of what is going on when looking

on the bias m3 and the volatility measures m2 and m4. We see that the stability of

the plug-in method comes with the cost of a clear tendency to oversmoothing and

that the unbiasedness of cross-validation comes with the cost of volatility. The simple

average provides a good compromise between these two very different bandwidth se-

lection methods. The selector ĥmix2 works very well and probably is better than most

published bandwidth selectors so far. Do-validation is quite similar to ĥmix2 and it is
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only marginally better - measured by m1 and m2 - than one-sided cross-validation on

most of the designs. But for the asymmetric density design 4 it is clearly better. For

the bimodal density 2 and the trimodal density 3 ĥmix2 outperforms ĥDO whereas for

the trimodal density with larger sample size 200, ĥmix2 has an increase in the expected

ISE of 66 %. The simplicity of do-validation, no need of the choice of pilot band-

width and its overall excellent performance in this simulation make do-validation a

very promising bandwidth selector. To conclude again from this study, classical cross-

validation is a crystal clear loser of this test. It is almost unbiased and that is good,

but volatility just kills its overall performance. Therefore we suggest that practition-

ers leave classical cross-validation and start to use do-validation. Do-validation is

just another cross-validation technique, it is relatively simple to carry out, it is well

defined without ambiguities and does not need complicated pilot estimation.

6 Conclusions

In this paper we have studied the use of combined bandwidth selectors for kernel den-

sity estimation. We have compared averages of indirect cross-validation bandwidth

together with and without asymptotical MISE optimal selectors. The study was led

by an asymptotic theory for this class of bandwidth selectors but we also pointed

out the limitations of asymptotics in the study of bandwidth selectors. We showed

that there is some potential in this class for outperforming plug-in and classical cross-

validation. Our practical recommendation is do-validation, a bandwidth selector that

is comparable to plug-in in its asymptotic properties but that showed a much better

and more stable performance in our simulation study. Do-validation is also a very
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simple procedure that does not need any pilot estimation and that is to implement

as simple as classical cross-validation.

We think that there is some further need for research on the use of indirect cross-

validation, in kernel density estimation and in other smoothing problems, maybe

even in other smoothing parameter and model choice problems. For kernel density

estimation there are some more interesting results on indirect cross-validation in the

recent papers of Savchuk, Hart and Sheather (2010a,b). In their asymptotic ap-

proach they compare bandwidths with the MISE optimal bandwidth hMISE. This

differs from our asymptotic study where we compare bandwidths with the ISE opti-

mal bandwidth hISE. They showed that one can use indirect cross-validation to get

a bandwidth selector that is asymptotically equivalent to the MISE optimal band-

width hMISE. Thus their estimator competes with plug-in estimators as the Sheather

and Jones (1991) plug-in bandwidth, but it does not need any pilot estimation. The

key idea of their paper is to do indirect cross-validation using an selection kernel

depending on two parameters, one of which is a function of n. While this pilot-free

MISE optimal estimation does not need any pilot density, it does need to determine

somehow a good trade off between these two parameters. The paper Savchuk, Hart

and Sheather (2010a) does contain some practical proposals but we think the choice

of these parameters and the comparison with other selection-kernels in the indirect

cross-validation needs some further research. We think that the asymptotic result of

Savchuk, Hart and Sheather (2010a) is also very interesting from a purely theoretic

point of view. Indeed, if one plugs their bandwidth selector into our combined for-

mula for ĥmix1 one gets a bandwidth selector that is purely based on cross-validation
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principles and beats plug-in asymptotically.

We consider pilot-free MISE optimal estimation and pilot-free MISE near optimal

estimation an important area of future research in kernel density bandwidth selec-

tion. The key research element of pilot-free MISE optimal estimation seems to be to

determine a practical solution to the trade off between the two entering components

in the indirect kernel. The discussion on pilot-free MISE optimal estimation also

gives us some intuition to why onesided cross-validation and do-validation work so

well. While both of these two latter methods are practical and easy to implement,

they are a first step towards a pilot-free MISE optimal estimator. In the first step it

does blow up variance to some extent while keeping bias relatively stable. However,

it does not bother to optimize this idea asymptotically by blowing up the variance

indefinitely in the indirect step with all the practical problems this implies. One-sided

cross-validation and do-validation are practical and pragmatic first steps towards pi-

lot free MISE optimal estimation, but with easy stable implementations that work

extremely well in practice.

Appendix

Proof of Theorem 1.
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For L = K and L = Lj (j = 1, . . . , J) we use the following notation. Define

ΔL(h) =

∫ (
f̂L,h(x) − f(x)

)2

dx (ISE),

ML(h) = E [ΔL(h)] (MISE),

DL(h) = ΔL(h) − ML(h),

δL(h) = 2

∫
f(x)f̂L,h(x)dx − 2n−1

n∑
i=1

f̂L,h(Xi).

Here f̂L,h(x) denotes the kernel density estimator with bandwidth h and kernel L.

Define

hL,0 = arg min
h

ML(h),

ĥL,0 = arg min
h

ΔL(h),

ĥL,c = arg min
h

(
ΔL(h) + δL(h) −

∫
f(x)2dx

)
(CV-bandwidths).

Under our conditions it holds that

hL,0 =

(
R(L)

μ2
2(L)R(f ′′)

)1/5

n−1/5 + o
(
n−3/10

)
.

Proceeding as in Hall and Marron (1987) one can show that for L = K, L1, . . . , LJ :

ĥL,0 − hL,0 = −M
′′
L(hL,0)

−1
D

′
L(hL,0) + op

(
n−3/10

)
, (14)

ĥL,c − hL,0 = −M
′′
L(hL,0)

−1 (D
′
L(hL,0) + δ′L(hL,0)) + op

(
n−3/10

)
. (15)

For the proof of these statements it can be checked that it is not needed that L is

symmetric and continuous at the point 0. Furthermore, we will argue now that one

can allow that the kernels are only piecewise differentiable, as assumed in Assumption

(A1). The first step for getting the expansions (14)-(15) for differentiable kernels is
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to note that:

M
′
L(hL,0) = 0, (16)

Δ′
L(ĥL,0) = 0, (17)

Δ′
L(ĥL,c) + δ′L(ĥL,c) = 0. (18)

Equation (16) still holds under Assumption (A1). We now argue that equations (17)-

(18) remain to hold under Assumption (A1) if the right hand sides of the equations

are replaced by OP (n−2h−2) = OP (n−8/5). To see this one has to note that for a finite

set T ⊂ IR the following event has probability zero: there exists an h > 0 such that

for two pairs (i, j) and (i′, j′) it holds that h−1(Xi −Xj) ∈ T and h−1(Xi′ −Xj′) ∈ T .

This statement follows easily because the observations have a density. Thus we have

that with probability equal to one for all h > 0 at most for one pair (Xi, Xj) it holds

that h−1(Xi − Xj) lies on a point where the kernel L is not differentiable. Consider

now ΔL(ĥL,0) and ΔL(ĥL,c) + δL(ĥL,c). These are double sums over indices (i, j).

Using our considerations we get that with probability one the left- and right-sided

derivatives of the summands differ only for at most one double index (i, j). Now one

uses a simple bound for the one-sided derivatives of the summands that is of the order

O(n−2h−2). Thus we have that (17)-(18) hold with the right hand sides replaced by

OP (n−8/5). One can check that this change does not affect the lines of proof used in

Hall and Marron (1987).

One can show that for L = K, L1, . . . , LJ with h = hL,0:

D
′
L(h) = n−2

∑
i<j

WL,i,j + n−1
∑

i

WL,i + op

(
n−7/10

)
(19)
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with W ∗
L,i,j = −h−2HL

(
Xi − Xj

h

)
,

HL(u) = 2

∫
L(u+v)L(v)dv+2

∫
L(−u+v)L(v)dv+2

∫
L(u+v)vL′(v)dv+2

∫
L(−u+v)vL′(v)dv,

WL,i,j = W ∗
L,i,j − E

[
W ∗

L,i,j|Xi

] − E
[
W ∗

L,i,j|Xj

]
+ E

[
W ∗

L,i,j

]
,

W ∗
L,i = 2h

√
μ2

2(L)f ′′(Xi),

WL,i = W ∗
L,i − E

[
W ∗

L,i

]
.

For a proof of (19) note that D′
L(h) is a U-statistic with quadratic terms W ∗

L,i,j.

We replace W ∗
L,i,j by WL,i,j to have that E [WL,i,j|Xi] = E [WL,i,j|Xj] = 0, a.s. The

remaining terms are sums of independent mean zero variables. By standard smoothing

theory expansions it can be shown that these summands are asymptotically equivalent

to WL,i.

Furthermore, we have for h = hL,0 and L = L1, . . . , LJ

δ′L(h) = n−2
∑
i<j

VL,i,j − n−1
∑

i

WL,i + op

(
n−7/10

)

with V ∗
L,i,j = h−2GL

(
Xi − Xj

h

)
, GL(u) = 2 [L(u) + uL′(u) + L(−u) − uL′(−u)] .

We now use

hK,0 =

(
R(K)

μ2
2(K)

μ2
2(Lj)

R(Lj)

)1/5

hLj ,0 + o
(
n−3/10

)
=

(
R(K)

μ2
2(K)

μ2
2(Lj)

R(Lj)

)1/5

hLj ,0 + o
(
n−3/10

)
.
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This gives together with the above expansions:

ĥ − hISE =
J∑

j=1

wj

(
R(K)

μ2
2(K)

μ2
2(Lj)

R(Lj)

)1/5

(ĥLj ,c − hLj ,0) − (hISE − hK,0) + o
(
n−3/10

)
=

J∑
j=1

wjM
′′
Lj

(hLj ,0)
−1

(
R(K)

μ2
2(K)

μ2
2(Lj)

R(Lj)

)1/5
[
−n−2

∑
i<k

(
WLj ,i,k + VLj ,i,k

)]

−M ′′
K(hMISE)−1

[
−n−2

∑
i<k

WK,i,k − n−1
∑

i

WK,i

]
+ op

(
n−3/10

)
.(20)

Now

M ′′
L(hL,0) = 2

R(L)

nh3
L,0

+ 3μ2
2(L)R(f ′′)h2

L,0 + o
(
n−2/5

)
= n−2/55R(L)2/5R(f ′′)3/5μ

6/5
2 (L) + o

(
n−3/5

)
With the above expansion this gives

ĥ − hISE = M ′′
K(hMISE)−1n−1

∑
i

WK,i

+M ′′
K(hMISE)−1n−2

∑
i<k

Zik + op

(
n−3/10

)
with Zik = Z∗

ik − E [Z∗
ik|Xi] − E [Z∗

ik|Xj] + E [Z∗
ik],

Z∗
ik = −h−2

0,K

[
HK

(
Xi − Xk

hMISE

)
−

J∑
j=1

wj

(
R(K)

R(Lj)

)(
HLj

(
Xi − Xk

h0,Lj

)
+ GLj

(
Xi − Xk

h0,Lj

))]

Note that we collect in the definition of Z∗
ik all quadratic terms in the right hand side

of (20). These are the terms: −n−2wjM
′′
Lj

(hLj ,0)
−1

(
R(K)

μ2
2(K)

μ2
2(Lj)

R(Lj)

)1/5

WLj ,i,k, −n−2wj

M ′′
Lj

(hLj ,0)
−1

(
R(K)

μ2
2(K)

μ2
2(Lj)

R(Lj)

)1/5

VLj ,i,k and n−2M ′′
K(hMISE)−1WK,i,k.

The variance of the asymptotic expansion of ĥ − hISE can be easily calculated. Fur-

thermore, using a central limit theorem for U-statistics (e.g. Hall, 1984) one gets the

asymptotic result for ĥ− hISE in our theorem. The second statement of the theorem

can be proved similarly.
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Żychaluk, K. and Patil, P.N., 2008, A cross-validation method for data with ties in

kernel density estimation. Annals of the Institute of Statistical Mathematics,

60, 21–44.

34



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


