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This paper considers two-dimensional flow generated in a stably stratified porous
medium by monotonic differential heating of the upper surface. For a rectangular
cavity with thermally insulated sides and a constant-temperature base, the flow near
the upper surface in the high-Darcy—Rayleigh-number limit is shown to consist of
a double horizontal boundary layer structure with descending motion confined to
the vicinity of the colder sidewall. Here there is a vertical boundary layer structure
that terminates at a finite depth on the scale of the outer horizontal layer. Below the
horizontal boundary layers the motion consists of a series of weak, uniformly stratified
counter-rotating convection cells. Asymptotic results are compared with numerical
solutions for the cavity flow at finite values of the Darcy—Rayleigh number.

1. Introduction

Owing to heating of the Earth’s surface, many near-surface groundwater flows take
place within a stably stratified environment which tends to inhibit motion. However,
where uneven surface heating occurs, such as at the boundary between land and sea,
horizontal differential heating can generate significant groundwater movement. An
understanding of such motion can be important, for example, in judging the possible
impact of industrial waste-water discharge into the sea (Tayler 1986). In the present
paper a simple mathematical model is considered in which steady two-dimensional
motion is generated within a stably stratified porous medium by differential heating
of the upper surface. The main objectives are to determine the nature of the flow and
temperature fields generated in the high-Darcy—Rayleigh-number limit and the depth
to which motion extends.

Much of the previous work on thermally driven high-Darcy—Rayleigh-number flows
is concerned with cavities heated from the side: the vertical boundary layer structure
was first discussed by Weber (1975) and the horizontal boundary layer structure by
Daniels, Blythe & Simpkins (1982). Similarity solutions of the horizontal boundary
layer equations on a heated horizontal wall have been discussed by Cheng & Chang
(1976) and Chang & Cheng (1983). More recently, the flow generated by differential
heating of the upper surface of a rectangular cavity whose other three walls are
thermally insulated has been considered by Daniels & Punpocha (2004; 2005) and
Daniels (2006).

In the present work the flow is assumed to take place within a rectangular cavity with
thermally insulated sidewalls and a lower surface held at constant temperature. The
problem is formulated in § 2 and some numerical solutions are presented in § 3. Daniels
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& Punpocha (2005) have shown that, for the case where the lower surface is thermally
insulated, the main circulation takes place within horizontal and vertical boundary
layers of depth order R~!/3 near the upper surface, where R >> 1 is the Darcy—Rayleigh
number based on the cavity depth and the temperature difference along the upper
surface. In that case, fluid moves along the upper surface to the colder end where it
descends within a vertical boundary layer and is detrained back into the horizontal
layer. The remainder of the cavity contains a weaker circulation, and is to leading
order at a constant temperature somewhat greater than that of the colder end of the
upper surface. In the present paper the temperature of the lower surface of the cavity is
assumed to be held less than this value, with the consequence that the core is replaced
by a stably stratified region of almost negligible motion. In addition, a new double
horizontal/vertical boundary layer structure occurs near the upper surface. The
inner horizontal layer of depth order R~'/? is similar to that of the insulated problem
analysed by Daniels & Punpocha (2005), and is considered in § 4. The outer horizontal
layer, which has depth of order R4, is considered in §5 and is needed to allow
the temperature field to adjust to its stably stratified form in the core region below.
An interesting feature of this adjustment is that the vertical boundary layer near the
colder sidewall terminates at a finite depth measured on the scale of the R~/ layer.
The terminal structure is considered in §6 and the main results of the paper are
summarized in §7.

2. Formulation

A rectangular two-dimensional cavity 0 < x* < d, 0 < z" < h is filled with a
fluid-saturated porous medium. The upper boundary z* =h is held at temperature

T =T; + ATS(x"/d), (2.1)

where the function S(x*/d) varies monotonically from zero at x*=0 to 1 at x* =d.
The vertical walls x* =0 and x* =d are thermally insulated and the lower boundary
7" =0 is held at temperature
T =T, +tAT, (2.2)
where 7 is a constant. Subject to Darcy’s law and the Oberbeck—Boussinesq
approximation, steady two-dimensional motion is governed by the non-dimensional
equations
2 oT 2 T, )
Vi = Rm’ VT_a@JV
where ¥ (x, z) is the streamfunction non-dimensionalized by the thermal diffusivity
k, T(x,z) is the temperature measured relative to 7, and non-dimensionalized by
AT, (x, z) are Cartesian coordinates non-dimensionalized by 4, and R = KgwATh/kv
is the Darcy—Rayleigh number, where K is the permeability, w is the coefficient of
thermal expansion, v is the kinematic viscosity and g is the acceleration due to
gravity. The non-dimensional velocity components in the x, z directions are given by
u=0y/dz, w=—3ay/dx respectively.
The cavity walls are assumed to be impermeable so that the boundary conditions are

(2.3)

T

v="T_0onx=oL, (24)
ax

=0, T=1 onz=0, (2:5)

v =0, T=35S(x/L) onz=1. (2:6)
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Solutions of the problem defined by (2.3)-(2.6) depend on the Darcy—Rayleigh
number R and the aspect ratio L =d/h, and also on 7 and the specific form of the
temperature profile S(x/L) at the upper surface, which is taken to be

2
suﬂg=1—<1—i). (2.7)

Apart from being a monotonic function, the precise form of S is not expected to have
a significant impact on the large-Darcy—Rayleigh-number structure of the solution;
the form (2.7) is chosen to enable comparison with previous results (Daniels &
Punpocha 2005).

Note that because the sidewalls of the cavity are thermally insulated, it follows that

the heat-flux integral
Lrar T
/’@_¢3>M:H (28)
0 0z ox

is constant for all values of z. In particular, H defines the heat flux into and out of
the upper and lower surfaces of the cavity respectively, and is to be determined as
part of the solution.

3. Numerical solutions

Numerical solutions of (2.3)-(2.7) were computed by inserting artificial time
derivatives dv/dt and 07 /0t on the right-hand sides of (2.3) and allowing the
solution to evolve to its steady-state form. An explicit finite difference scheme was
used with a forward difference in time and second-order accurate central differences
in x and z. Quadratic extrapolation based on two internal grid points was used to
implement the boundary conditions on d7/dx at x=0 and x = L. Solutions were
computed to high spatial accuracy using step sizes Ax and Az of 0.01, 0.005 and
0.0025, with time steps At in the range 2 x 10~ to 107® to maintain numerical
stability. A selection of results for a square cavity (L =1) is shown in figures 1-3.
For a potentially unstable case where the bottom wall temperature is equal to the
maximum temperature of the upper surface (r = 1) a steady-state solution is obtained
for R as high as 2000 (figure 1) and indicates the development of a complex thermal
structure with significant variations near all four boundaries. For the stable case with
7 =—1, steady-state solutions can be obtained in principle for ever-increasing values
of R; results for R=2000 and R =5000 are shown in figures 2 and 3 respectively.
These indicate well-defined regions of circulation near the upper surface of the cavity,
with the lower part dominated by a uniform stratification and an extremely weak set
of counter-rotating cells which increase in number as R increases. The centre of the
main recirculation zone approaches the upper cold corner of the cavity as R increases.

Figure 4 shows the solution for t =0.213 and R =1000. In this case the solution
consists of a single-cell circulation with an almost-constant temperature core, and
is similar to that obtained with an insulated lower boundary (Daniels & Punpocha
2004). In fact for the upper surface profile (2.7), r. =0.213 is a critical value of t for
high-Darcy—Rayleigh-number flows: for t > 7. the flow appears to enter a complex
and potentially unstable regime for sufficiently high values of R, whereas for t < 7. it
enters the stably stratified regime typified by the results of figures 2 and 3. For t =1,
the structure described by Daniels & Punpocha (2005) is recovered to leading order
as R — co. The main aim of the present paper is to describe the asymptotic structure
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FIGURE 1. (a) Streamlines and (b) isotherms of the steady-state numerical solution for
L=1,t=1 and R=2000. The flow is in the anticlockwise direction and i and T are
shown at intervals of 2 and 0.1 respectively.
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FIGURE 2. (a) Streamlines and (b) isotherms of the steady-state numerical solution for
L=1,7=—1 and R=2000. The flow direction alternates, with the upper cell in the
anticlockwise direction and values of vy shown at intervals of 0.5 from 0 to 6; the streamlines
shown in the lower cells are ¢ = —0.1, — 0.005 and 0.005. The isotherms are shown at intervals
of 0.05.

of the more general class of high-Darcy—Rayleigh-number flows for which 7 < 7.. A
schematic diagram of the proposed structure is shown in figure 5.

4. Inner horizontal boundary layer

A starting point for consideration of the high-Darcy—Rayleigh-number structure is
the neighbourhood of the upper surface of the cavity (figure 5, region I), where the
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FIGURE 3. (a) Streamlines and (b) isotherms of the steady-state numerical solution for
L=1,t=—1 and R=5000. The flow direction alternates, with the upper cell in the
anticlockwise direction and values of 1 shown at intervals of 0.5 from O to 10; the streamlines
in the lower cells are ¥ =—0.1, —0.005 and 0.005. The isotherms are shown at intervals of

0.05.
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FIGURE 4. (a) Streamlines and (b) isotherms of the steady-state numerical solution for
L=1,7t=0.213 and R=1000. The flow is in the anticlockwise direction and i and T are
shown at intervals of 0.2 and 0.02 respectively.

flow is driven by the temperature profile (2.7). Locally the solution can be expanded
in the form

T(x,2)=0(X,Z)+--+, V¥(x,2)=RPLPHX.Z) + -, (4.1)
where x = LX, 1 —z = R7V3L?3Z and 6 and ¢ satisfy the equations
3% 30 9% 3(,0)

9z 98X’ 9z2 ¥X.Z2) (42
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FIGURE 5. Schematic diagram of the flow structure in the large-Darcy—Rayleigh-number limit
for T < 1. The regions shown are the inner horizontal boundary layer (I) and vertical boundary
layer (II), outer horizontal boundary layer (III) and vertical boundary layer (IV), core (V),
convective zone (VI), conductive sublayer (VII), transitional layer (VIII) and sublayer extension
(IX). The orders of magnitude of the dimensions of each region as R — co are indicated.

with boundary conditions

$=0, 6=1—(1—X)*> on Z=0, (4.3)
T
¢_ﬁ_o on X=1, (4.4)
¢—0 00 0 as Z— oo (4.5)
— — > — 00. .
T8z

Here (4.3) are the conditions at the upper surface whilst (4.4) assumes that the
boundary conditions at the hotter sidewall apply directly to the horizontal boundary
layer solution. The conditions (4.5) at the bottom edge of the layer assume that the
main circulation (of order R'? in the streamfunction) is completed within the layer
and that the temperature approaches a constant value to be determined.

At the colder sidewall there is a vertical boundary layer (figure 5, region II) which
entrains fluid from the horizontal layer. Here

T(x,2)=0OE, Z)+ -, VY(x,z)=RVPLVPE Z)+-, (4.6)
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where x = R™>3L'*¢ and © and @ satisfy the equations
0’P 30 'O (P, 0)

— =, — = — 4.7
0&? 9§ 0&* 9. 2) (47
and boundary conditions
®=0=0 onZ=0, (4.8)
@—E—O on£ =0 (4.9)
=3 = =0, .
DD (Z), O —OZ) as & — 0. (4.10)

The edge profiles @,, and @, are determined as part of the solution and must match
with the solution in the horizontal layer, requiring that

®.,(2)=30,2), ©.,(Z)=0(0,Z2). (4.11)

In fact the interaction problem defined by (4.2)—(4.5) and (4.7)-(4.11) is identical to
that solved by Daniels & Punpocha (2005) in their treatment of the cavity with a
thermally insulated lower surface; in other words, the boundary condition at the
lower wall does not influence the solution near the upper surface at this level of
approximation. Confirmation of this can be seen from the heat-flux integral (2.8). In
the insulating case H = fOL dT/dz(x, 0)dx =0, while in the present case with t < 7. an
order-one adjustment in temperature is needed over an order-one depth, suggesting
that H remains finite (but non-zero) as R — co. However, since contributions to the
left-hand side of (2.8) from the horizontal boundary layer are of order R!/3, this
change in H has no impact on the leading-order solution there, which therefore
satisfies

o
/0 %(X,O)dX=O (4.12)

at the upper surface, as in the insulating case.

Numerical and asymptotic solutions of (4.2)—(4.5) and (4.7)—(4.11) reported by
Daniels & Punpocha (2005) show that the temperature profile in (4.3) drives a two-
way flow in the horizontal boundary layer which is entrained and detrained by
the vertical boundary layer. As Z — oo, the solutions in the horizontal and vertical
boundary layers assume the algebraically decaying forms

¢~Z'p(X), 0~b+Zq(X), (4.13)
where b is a constant and
D ~Z'Fo(i), O ~b+ZG(n), (4.14)

where 7j=£/Z>. Graphs of the functions p,q, Fy and G, are given by Daniels &
Punpocha (2005) (see also §5.1 below). A correction to these asymptotic forms arises
through the possibility of an origin shift in Z, equivalent to replacing Z by Z + D.
Values of b and D are determined from the numerical solution of the overall combined
boundary layer system and for the quadratic temperature profile in (4.3) are found to
be b=1.=0.213 and D =3.70 (Daniels & Punpocha 2005).

In the insulating problem b is the leading-order temperature of the core.
Here, however, the temperature field in the core (figure 5, region V) must
satisfy the condition (2.5) at z=0 and matching with (4.13) at z=1 implies the
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conduction-dominated solution
T(x,z)=(t+1z)+o0o(1), ¥(x,z)=0(1) (4.15)
as R — oo, where the stratification parameter
l=b—t=1—1 (4.16)

is assumed to be positive. Thus, from (2.8), H — AL as R — co. It might appear that
the z-dependence of the temperature field in (4.15) could match with a correction
of order R™!/3 to the temperature field within the inner horizontal layer. However,
the core solution does not match directly as z — 1— with the algebraic decay of the
horizontal boundary layer solution (4.13) as Z — co. This would require an order-one
streamfunction  within the core region depending on both x and z, and since
the order-one core temperature must satisfy d7/0x =0 and be consistent with (2.8)
(leading to the linear form in z given in (4.15)) it follows from the heat equation in
(2.3) that 9v/9x =0, contradicting the assertion that i is a finite function of both x
and z. Instead, the core streamfunction is small as R — oo, and an outer horizontal
layer exists where the vertical thermal gradients in the inner horizontal layer and
core become comparable, requiring that R'/3Z=*~1, or 1 —z ~ R™Y4. This outer
horizontal boundary layer is considered next.

5. Outer horizontal boundary layer

In the outer horizontal layer (figure 5, region I1I) the solution can be expanded in
the form

T(x,2)=b+RLPOX. )+, Y, 2)=RULPH(X. o)+, (51)
as R — oo, where
l—z=RVALY2t —R7V3L**D (5.2)
and 0 and ¢ satisfy the equations
¢ 36 3’0 3(¢,0)

ac> X 9 A(X,¢) 5
with boundary conditions
90
¢=ﬁ=0 on X =1, (5.4)
¢~t'p(X). 0~¢7q(X) as ¢ -0, (55)
¢—0, O~ —Jz as ¢ — oo. (5.6)

Here it is assumed that a solution can be found consistent with the wall conditions
at X =1, and (5.5) and (5.6) represent matching with the inner horizontal layer and
core region respectively. In (5.2) the origin shift D is incorporated in the definition
of ¢.

At the cold endwall the solution must match with that in a vertical boundary layer
(figure 5, region 1V). Here

T(x,z)=b+ R 'L'?OE )+, Y(x,2)=RVLVOE )+, (57)
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where x = R™1/?£ and ® and @ satisfy the equations

9P 90 320 3P, 0)

— =, — , 5.8
&2 96 = 0&* (&%) 5)
with boundary conditions
0
q§=¥=0 on & =0, (5.9)
®~¢ 7 Fo), O~ Go(n) as ¢ —0, (5.10)
D> D(f), O —O() as §— o0, (5.11)

where n=£&/¢2. Here (5.9) are the wall conditions and (5.10) represent matching
with the vertical boundary layer associated with the inner horizontal layer. The edge
profiles @, and ®,, are to be determined as part of the solution and must match
with the solution in the outer horizontal layer, requiring that

Do(5) = #(0,¢),  O(5) =6(0,¢) for & < ¢. (5.12)

Here ¢, is to be determined and defines the terminal point of the vertical boundary
layer. This corresponds to the point at which the external streamfunction @, reaches
zero, @, (¢) =0. Alternative structures corresponding to a gradual approach of &,
and O, — Oy(0) +4¢ to zero as ¢ — oo appear not to be possible, because from
(5.8) perturbations ecD and e() in the vertical boundary layer would satisfy the
system P =—()§ ()55 =—)<1§§ and there is no non-trivial solution satisfying the
wall conditions & = (95 =0 at £ =0 with finite behaviour as & — oo.
For ¢ < ¢ the solution of the horizontal boundary layer has the form

¢ =¢o(¢)+XP1(5)+ -, 0 =060(5)+ XO(¢)+ -, (5.13)
as X — 0, where ¢y =P, and 6, = O, and it follows from (5.3) that
=—¢5, ¢ =0 — P¢)/6o- (5.14)

The expansions (5.13) must be modified near ¢ = ¢, and the local structure there is
considered in §5.2 below.

For ¢ > ¢ it is assumed that the solution in the outer horizontal layer satisfies the
wall conditions directly, so that

a0
¢:87:0 on X =0 for¢ > &. (5.15)

An expansion of the form (5.13) is still valid as X — 0, but here ¢y =6; =0, so that
0y — ¢16, =0. Using the conditions (5.6) it follows that

0y = —lexp (—/ ¢1d{), ¢ > &. (5.16)
¢

Now —¢, is the scaled vertical slip velocity at the wall below ¢. Figure 3 suggests
that this is weak and alternates in sign but is largest in the clockwise circulation
immediately below ;. Then the exponent in (5.16) is positive at { =&y, and so

—0y— Ao = Aexp <— / ¢1d§> > 1 as ¢ —o+. (5.17)
o
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This means that the vertical thermal gradient at the wall increases slightly from the
value A to the value Ay as ¢ — ¢o+. This is consistent with a slight narrowing of the
isotherms in this region in figure 3.

The proposed structure is now investigated in more detail by finding asymptotic
solutions of the system in the limits ¢ — 0, { — ¢, and ¢ — oo. In this regard, it is first
useful to note that the heat flux integral (2.8) taken across the outer horizontal layer
and the vertical boundary layer implies that

L 790 96
d —dg = 5.18
/ (ac+¢ )“/go(pas 5 (-18)

for all ¢ > 0, where the constant on the right-hand side has been evaluated using
(5.6); the integral in & across the vertical boundary layer makes no contribution for

¢ > &o.

5.1. Limiting structure, { —0
In the outer horizontal layer,

d=0"pX)+PX)+, 0=0q(X)+0(X)+ -, (5.19)

as ¢ — 0, where the leading terms are those generated by the inner horizontal layer
and the correction terms are needed to satisfy the integral condition (5.18). This is
the first evidence that the thermal gradient in the core has an impact on the solution
near the upper surface of the cavity. Note also that a constant contribution can be
added in the temperature expansion (5.19) (and in the corresponding vertical layer
expansion in (5.26) below) reflecting the fact that in the outer layer system (5.3)—
(5.6), (5.8)—(5.12) and (5.15), the temperature is indeterminate to within an arbitrary
constant. This constant represents the possibility of a correction (of order R~"4) to b
but would only be present if a correction to the temperature of this magnitude were
generated within the inner layer. Substitution of (5.19) into (5.3) gives

2p=—q', 129 =pq —3pq (5.20)
and the solution found by Daniels & Punpocha (2005) is
p(X) = (12q00) (v +1—0a?),  g(X) = go(v +1—a?)’, (5.21)
where v is given implicitly as a function of X by the formula
X =1—(qov/12)"*(v+3—-3a%), O<v<a’ (5.22)
and
go = 421 —2a%/3)72/3. (5.23)

The value of the constant « is determined by the solution in the vertical boundary
layer (see (5.26)-(5.28) below) as o= Fy(o /g12q0)1/2=,u0/2ﬁ=0.750, and this
gives go=¢q(0)=6.068 and p(O)—po=2faq0 =6.400. The functions p and g are
monotonically decreasing in X, with p(1)=¢’(1)=0 and ¢(1)=0.508.

The equations for the correction terms P and Q are

6P =—0Q', 0=pQ0'+p'Q—3(Pq +Pyq) (5.24)
and the solutions satisfying the boundary conditions P(1)= Q'(1)=0 are
O =nq, P=up/3, (5.25)
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FIGURE 6. Functions F 0, GO, F 1 G 1 involved in the vertical boundary layer solution as ¢ — 0.

where p is an arbitrary constant. Note that a solution with Q =— 4 is not possible,
confirming that the core temperature gradient in (4.15) cannot match directly with
the solution in the inner horizontal layer.

In the vertical boundary layer,

O =:"'"Fm+FRm -+, ©=7Gom)+:Gin)+ -, (5.26)
where 1 = £/¢2. Substitution into (5.8) shows that the solutions for the leading terms
can be written as

Fo= a3 Fo(i),  Go = qoGo(i), (527)

where 7) = qé/zn, Go=1— f’é and F, satisfies
Y — FoFy+3F)(Fy—1)=0, Fo=F(=0,7=0, F,—0 asf—o0. (528)
This has a non-trivial solution found by Daniels & Punpocha (2005) with
Fo(o0)=pp=2.598 and Fy(0)=1.125. The values of py, and g, then follow from

the relation pg zuoqé/z and (5.23).
The correction terms F; and G; can now be obtained in the form

Fi=PRFi(i), Gi=QoGi(h), (5.29)
where Py = P(0)=upo/3, Qo= Q(0) = uqo, F1 is the solution of the system
Fl—FoF\ 4+ 3(Fy—1)F1==3u;'Fo, F,=0,7=0, Fi—1asfh—-ow (530)

and Gl =1—,u0f7’1/3. The solutions for f*’l and @1 obtained using a fourth-order
Runge-Kutta scheme are shown along with Fo and G, in figure 6, and in particular
it was found that F{(0)=0.866.

The correction terms in both the horizontal boundary layer and the vertical
boundary layer are now completely determined in terms of the single arbitrary
parameter . This is determined finally by appeal to the heat flux condition (5.18).
Making use of (5.25), the contributions to the left-hand side from the horizontal
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boundary layer as ¢ — 0 are

3 1
~poane (5 [ adx = puan) +ol1) (531)
0
whilst the contributions from the vertical boundary layer are
3 2 o
smans ™+ S | FyFidi+ ol (532)
0

The leading terms cancel and the two integrals arising in the finite parts can be
evaluated using the analytical form for q given in (5.21) and the numerical solutions
for Fo and F,. Using o = ,u0/2\/§ this gives

3q0§81286324162 B
/dX <315a 5ot ot = el +2)a=2211 (5.33)

and [ FFdfy =1.125. It now follows from (5.18) that = —0.743.
As ¢ — 0, the edge profiles @, and ®,, have the forms

D, ~6.4000 (1 + 2ul?), O, ~6.068¢7(1+ ug?), (5.34)
whilst the wall temperature &, = ©®(0, ¢) has the behaviour
Op~ —0.759¢ (1 —2uc?). (5.35)

The effect of the positive gradient A is thus to enhance the reduction of @, and
O, and to diminish the increase of ®, as ¢ increases. In fact use of (5.34) as an
approximation at finite ¢ predicts that &, reaches zero when ¢ =gy =1.4182"14 It
also predicts an inflection point of @, corresponding to a local minimum of the
horizontal detrainment velocity when ¢ =1.077.7"4. In addition, (5.34) and (5.35)
predict that the wall temperature ®,, reaches a maximum value, and coincides with
the value of ©,, when ¢ =1.192A71/4. The results (5.34), (5.35) are strictly valid only
as ¢A*—0, but provide a useful guide to how the thermal gradient A affects the
behaviour of the vertical boundary layer. It should be added that the correction terms
in (5.19) and (5.26) of relative order ¢* are made necessary by the integral condition
(5.18), which guarantees the appearance of the arbitrary constant u in the combined
horizontal/vertical boundary layer solution. Apart from the constant contribution to
the temperature already discussed, an assumption of possible larger corrections as
¢ — 0 does not appear to lead to a consistent solution across both layers.

5.2. Limiting structure, { — &

The structure to be discussed here is based on the conjecture that, near the cold
sidewall, the transition to a stratified flow with no wall entrainment occurs abruptly
near ¢y. Suppose that @, and ®., both approach the point ¢, in a linear fashion, so
that

D =ar(Co—¢)+arlo—C¢V 4+, Op=bo+bi(Co—C)+baGo—¢)++, (536)

as ¢ — {o—, where a; > 0 and b; =0. In the horizontal boundary layer there is a
transition region as X — 0 where

d=X"foB)+XAB)+--, O=bo+ X" go(B)+ Xgi(B)+ -~ (5.37)

and B = (¢o—¢)/ X"/? which allows the linear forms to be modified. The leading-order
functions f; and gy satisfy the equations

fo = 1(Bgo—g0). & = 3(80f5 — 80/0), (5.38)
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with boundary conditions f; — ai, g, — b1 as B — oo and below ¢, the stratified flow
with no entrainment is equivalent to the behaviour f;—0, g;— 49 as 8 — —o0. By
converting this into a coupled system for f, and go— 408 +/1(1)/ 2 fo, it can be shown
that solutions have the form

g0 =2 B—TFB). fo=2"TB), (5:39)
where = /1(1)/ B, and f is the solution of
~ 1~ ~ ~ ~ ~ ~
F'+3BF=N=0 J'=0 po—w, [o1-i5lb, B,  (540)
namely
- 3 B 1
f= (1—Aolb1){§<1+erf’§) + ﬁefﬁ /4}. (5.41)

For a given value of by, the value of a; cannot be specified arbitrarily, and is given
by
_ 12 -1

a; =" (1= 25"by). (5.42)
The solution of the nonlinear system (5.38) from the linear system (5.40) is an
example of the interesting general result that for 4gR > O the nonlinear porous
medium equations (2.3) admit solutions of the form T =/yz— (l9/R)"*¥ + const.,
provided that v is a solution of the linear system Vv = (Ro)"/*v,.

The above analysis shows that the horizontal boundary layer equations can facilitate
an abrupt transition to a stratified state with thermal gradient 4y and zero entrainment
provided the incoming thermal and streamfunction gradients are related by (5.42).
The next step is to consider whether this structure is consistent with a solution of the
vertical boundary layer. It is shown in the Appendix that in fact this requires b; =0,
and assuming that b, # 0, it follows that in the vertical boundary layer, as ¢ — {o—,

®=(—¢)f(O)+ . ©@=by+(5—¢) g+, (5.43)
where § =£(¢o — ¢) and f and g satisfy the convection-dominated system
f'=br—g. fg—2fg=0. (5.44)

Thus g =kf?2, where k is a positive constant, b, =ka? and the solution for f which
vanishes at § =0 is

f = a; tanh(a;k$). (5.45)
Closer to the wall there is a sublayer where conduction is significant and
®=(—¢)F(y)+-+, O =by+ (=) Gly)+-, (5.46)

where y = &(¢o — ¢)'/2. Here matching with (5.45) gives F = a’ky and G satisfies
3
G — Eafkyc/ +3aikG =0, G =0, y =0, G~alk’y? y -  (547)

The required solution is

G =alk’y’ — %asz. (5.48)
The quadratic dependence of temperature on streamfunction in the outer convective
zone is essential to ensure the existence of an inner temperature field with zero heat

transfer at the wall. Both the outer convective zone and the conductive sublayer
spread away from the wall (with € ~(¢ — ¢)™' and (¢ — ¢)~'/? respectively) so
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that the vertical boundary layer width increases dramatically as ¢ — go—. The wall
temperature has the behaviour

O ~by— 2aik* (5o — ¢ ), (5.49)

as ¢ — {o—, indicating an approach to a maximum value at ¢ =¢,. In this sense
the structure of the vertical boundary layer described here is comparable with that
suggested by the small-¢ analysis except that the zero of ®, — ®,, the maximum
value of ®, and the zero of @, are predicted to occur simultaneously at the terminal
point &.

With b; =0 for consistency within the vertical boundary layer, it now follows from
(5.42) that

a; = =@, (¢0) = A/ (5.50)

In practice, this condition must be satisfied through the interaction between the
two layers. The finite value of @/ (&) confirms the initial assumption in (5.36) that
@, is linear in ¢ as ¢ — &; vertical boundary layer structures for more general
forms @, ~(go — ¢)" as ¢ — & can be found which have a quadratic dependence
of temperature on streamfunction in the outer convective zone, but these are not
consistent with the limiting behaviour &, ~)v(1)/ 2(4‘0 — ) as B — oo generated within
the transition region of the horizontal boundary layer. The terminal condition (5.50)
is used to obtain an approximate estimate of the value of ¢y in § 7 below.

It is now possible to return to the horizontal boundary layer and consider the
second terms in the transition region expansion g5.37), the solutions for f, and g
being given by (5.39)—(5.42) with b; =0 and a; =A”0/2. The functions f; and g satisfy
the equations

U =3Bg1— & & = fogr — 3fog1 + 380 f — g0 fi (5.51)
and boundary conditions
fi~a:B?, gi~bp* asp—ooo, fi =0, g—0 as f— — 0. (5.52)

Here the conditions as 8 — oo follow from matching with (5.13) whilst those as
B — — oo are equivalent to a requirement that 6 (¢o+) = — o1 (¢o+) =0, so that the
upward slip velocity at the wall reaches zero just below the transition region. If it
were non-zero then f; and g; would be finite and quadratic respectively as § — — oo,
and by considering the second-order equation for 2(1)/ 2 fi + g1 obtained from (5.51) it
can be shown that there is then a linear term in 8 as 8 — oo which cannot match
with (5.13). The solution of (5.51), (5.52) can be written in the form

gi=—F1). fi=12 "), (5.53)
where f; satisfies
T 1~ 7! 7 7 2 2 7 2
(+3Bfi—H =0 fi~rap’, poow, Fi—0 fo -, (5.54)
and it is required that
by = —ar)y”. (5.55)

Since b, =0 this implies that a; = %dﬁ[’;({o—) < 0. This is consistent with the prediction
of the small-¢ analysis that there is an inflection point in the solution for @.,(¢) ahead
of the terminal point of the vertical boundary layer.
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The solution for f; is

B R
Ffi=damn V(B +2) | (B +2) e PdB. (5.56)
The relation between b, and a, determined by (5.55) implies that (6] —
BoP0)(%0) = 2(b2 +aia2) =0, so that although by = —6,(¢o) =0 the outer function ¢, in
(5.13) is not singular as ¢ — {y—. Note also that fi~aB* + 2a, as B — o0, and the
absence of a linear term in 8 is consistent with the fact that no term of order X'/
can be generated in the outer expansion (5.13).

5.3. Limiting structure, { — o0
In the limit ¢ — oo the horizontal boundary layer is dominated by uniform
stratification and exponentially weak flow. An asymptotic solution of equations (5.3)
subject to the end conditions (5.4) and (5.15) can be found by writing

d=dX,0), 0=—+0(X,0) (5.57)

and linearizing about the uniform stratification. Ignoring solutions that grow
exponentially as ¢ — oo, the general solutions for $ and 0 satisfying (5.4) and (5.15)
are

¢=> r¢)sinnnX, 6=>s,(¢)cosnmX, (5.58)
n=1 n=0
where sy is constant and
_ 2w} . _
= (a, COS W, & + By Sinw,&)e ¢, 5, = —n(a,, sinw,& — B, cosw,&)e” ¢, (5.59)
n
forn=1,2,..., where w, = (nni!/?/2)!/2. The Fourier coefficients o, and B, and the

constant sy are not determined locally, and it should be recognized that for n >4 the
Fourier components identified here are of comparable magnitude to other terms in
¢ and 6 arising from nonlinear products of the partial derivatives of é and 6. The
results indicate the existence of exponentially weak counter-rotating cells of depth

~T/w = \/2751 1/4 as ¢ — o0. Note that algebraically decaying solutions for $ and 6
as ¢ — oo are not possible : the outer horizontal layer transforms the algebraic decay
at the lower edge of the inner horizontal layer into the exponential decay needed to
match with the core solution (4.15).

5.4. Approximate solution
By combining the results of §5.1 and §5.3 above, an approximate solution of the
entire outer horizontal boundary layer can be constructed as follows. It is assumed
that for ¢ < ¢; (where ¢; is to be determined) the solution is represented by the leading
terms of the small-¢ expansion (5.19), and that for ¢ > ¢ it is represented by the
large-¢ form (5.57)—(5.59) but with ¢ replaced by ¢ — ¢; for convenience. Continuity
of ¢ and 6 at ¢ =¢; then requires

o0

'p(X) = aysinnnX, 7g(X)=so—2n"Y n'Bw;cosnnX,  (5.60)

n=1
so that
=27, By = —nnw 2 so = ¢ o, (5.61)
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I, Ju

221110
1.70973 1.08841
1.03533 0.32952
0.67228 0.14262
0.50876 0.08093
0.40666 0.05174
0.33918 0.03595
0.29078 0.02641
0.25449 0.02021
0.22624 0.01596
10 0.20363 0.01293

TaBLE 1. Values of I,, and J, for n up to 10.

OCOXN AN NP WNO—=O I

where

1 1
I, =/ p(X)sinnnXdX, n=1,2,---, J, =/ g(X)cosnnXdX, n=0,1,---.
0 0

(5.62)

These integrals can be evaluated using the analytical forms (5.21) and a change of
variable V =v!/2, where v is defined by (5.22), to give

I, = 3q0/ V(VE+1—a?)sin{nn(l — (qo/12)2V(V? +3 —3a*)}dV,  (5.63)
0

I, = (3¢3/4)"2 /a(V2+1—a2)4cos{nn(1—(q0/12)1/2V(V2+3—3a2)}dV. (5.64)
0

Values of I, and J, are shown in table 1 for n up to 10. Note that for n =0 the
value of Jy is consistent with the analytical formula (5.33). A value for ¢; can be
obtained by requiring continuity of the mean vertical thermal gradient across the
layer, fol (X, ¢1)dX, giving ¢ =(3Jo/A)"/*. The approximate solution for ¢ > ¢; is
then

¢ = (cncosw(¢ — &)+ Businw,(¢ — 21))e ¢~ sinnmX, (5.65)
n=1
N J() - 20)5 . —wn(t—11)
0 =5 —¢)+ o > —(ausine, (£ —&1) = By cosw,(§ — &))e " cosnmX.
1

n=1

(5.66)

The flow pattern predicted by a 10-mode approximation to ¢ in (5.65) is shown in
figure 7 and can be compared with the numerical results of figures 2 and 3. The
approximate solution reproduces the slight downward tilt of the dividing streamlines
and quite accurately predicts their vertical separation ¢ ~ \/2A~"/4; the vertical scaling
in figure 7 corresponds to L =1, R=5000 and A=»b—1=1.213, allowing a direct
comparison with figure 3. The approximate solution does not provide an accurate
representation of the flow near the upper stagnation point on the cold endwall but
this is not surprising because it does not incorporate the vertical boundary layer in
the region just below ¢; or the local structure identified in § 5.2, including the terminal
condition (5.50).
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FIGURE 7. Approximate solution of the outer horizontal layer for ¢ >¢; showing the
streamlines predicted by a 10-mode approximation to ¢ in (5.65). The vertical scale is chosen
to correspond to the actual length scale in the cavity in the case where L =1, R =15000 and
v =—1, allowing a direct comparison with the numerical solution of figure 3.

6. Vertical boundary layer terminal structure

The terminal form of the vertical boundary layer solution proposed in § 5.2 consists
of an outer zone £ ~ (¢y — ¢)~' dominated by convection and an inner conduction zone
£ ~ (2o —¢)~"2. In this section it is considered how this near-wall structure is modified
close to &y. As ¢ approaches ¢, the width of the outer zone x ~ R™12& ~ R™12(¢gg —¢)~!
increases until it becomes comparable with the vertical scale of variation in z. This
occurs in a convection-dominated zone (figure 5, region VI).

6.1. Convective zone
Here the local coordinates ¥ and ¢ are defined by

and the solution is

T={b+R VAL by+- s+ RV POG, )+, v=RELV PG, D)+,
(6.2)

where the terms in parentheses (and in (6.10), (6.14) and (6.25) below) are constant

contributions to the temperature field. Substitution into (2.3) shows that & and @

satisfy

96 a(®.6) _
%" A, Q)

where V2 =92/9x? + 9?/8>. Matching with the outer zone of the vertical boundary

layer as ¢ — oo implies that ® =k®?, and it follows that @ is the solution of the

Vo = 0, (6.3)
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elliptic system

Ve = —2qu£, (6.4)

ax
®=0 oni=0and =0, (6.5)
@ ~ ¢ tanh(kXZ) as ¢ — oo, (6.6)
S~ asi— 0. (6.7)

Here the conditions (6.5) on ¥ =0 and ¢ = 0 follow from matching with the solutions
in a conductive sublayer and a transitional zone (respectively) to be discussed below,
(6.6) follows from matching with the vertical boundary layer and (6.7) from matching
with the outer horizontal boundary layer (where the boundary layer constant a; has
been replaced in terms of Ay using (5.50)). Inclusion of the thermal gradient Ay in
the scalings (6.1) and (6.2) allows this parameter to be removed from the system
(6.4)—(6.7).

As ¥ — 0 it can be expected that @ ~ W(Z)%, where the slip velocity W(Z) has the
asymptotic behaviours

W~kE?, L=, W~~WeZ, {0, (6.8)
with Wy > 0. Similarly, as £ —0 it can be expected that & ~ U(X);, where the
horizontal velocity U(X) has the asymptotic behaviours

U~Wyx, x>0, U—1, X—o0. (6.9)
Near the origin the solution of (6.4)-(6.7) is equivalent to a stagnation point flow
D ~Wox¢.
6.2. Conductive sublayer

Between the convective zone and the vertical wall there is a conductive sublayer
(figure 5, region VII), the continuation of the inner zone of the vertical boundary
layer. Here

T={b+R ALy +- ) + RBLVITE O+,
¥ =RVLVYE D)+
as R — oo, where x = R™7/16L1/8/ /8¢ "and from (2.3) the functions ¢ and T satisfy
GRY 3?*T AT,V
Gl3 (. ¢)
Matching with the convective zone and satisfaction of the wall condition ¥ =0 at
& =0 gives

(6.10)

9?2

El

v =W()s. (6.12)
The solution for 7 satisfying the wall condition 87 /9 =0 at £ =0, with the behaviour
T ~kyr* as € — oo needed to match with the convective zone, and which matches with
the inner zone of the vertical boundary layer as ¢ — oo, is

T 209\82 Z TNA >
T =k( W(E)E 2/ W(Z)dE ). (6.13)
0

Within_this sublayer the wall temperature undergoes an adjustment from the cubic
form T ~—2k*¢%/3 as ¢ — oo, consistent with (5.49), to the quadratic form T ~
—kWoZ? as £ —0.
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6.3. Transitional layer

Beneath the convective zone there is a region where the stable stratification develops
and the entrainment velocity decays to exponentially small values. Within this
transitional layer (figure 5, region VIII),

T ={b+ R VAL'Pby+ -} + RTLVE 0%, %) + -,
U8~ e (6.14)
v = R1/16L1/8/10/ ¢(x, Z) 4
as R — oo, where
¢ =1ty — RYOLT8) 3 (6.15)
and 6 and ¢ satisfy the horizontal boundary layer equations
3%¢ 36 3% 30,9
T(b:_T, A~y (~’?)’ (6.16)
972 ox 972 3(%, %)
with boundary conditions
dp~U(R)Z, 0 >0 asz—w, ¢—0, 6~% asz— —o0, (6.17)
L
¢=aT=0 on X =0. (6.18)
X

Here (6.17) follow from matching with the convective zone and from the assumption
of a stratified region of weak motion beneath the transitional layer, whilst (6.18)
assumes that the solution satisfies the wall conditions at ¥ =0; the wall temperature
6(0, 7) is to be determined as part of the solution. Integration of the second equation
in (6.16) and use of (6.17), (6.18) shows that the solution of (6.16)—(6.18) satisfies the

integral relation

* .90

/ p—dz =% (6.19)
_y 0%

for all 0 < X < oo, and it is easily established that as X — oo the solution approaches

the transitional structure of the outer horizontal boundary layer near ¢, identified in
§5.2, with

d~xF(B). 6~%F(B) asx— o, (6.20)
where =8 — f, B =7/%"? and f is the solution (5.41) with b; =0:
;B BN L pn
f= > <1 +erf2> + ﬁe . (6.21)

As ¥ — 0, the solution can be expanded in the form
0=002)+ 302+, ¢=3%$1(2) +Fh:(2) + -, (6.22)

with successive terms determined from (6.16) in terms of the unknown temperature
0o(Z) at ¥ = 0. Thus

b= 0B D= =2 b= CHG— gD — B30 (623)

A numerical solution of (6.16)—(6.18) was obtained by inserting time derivatives
d¢ /0t and 96/0t on the right-hand sides of (6.16) and allowing the solution to evolve
to its steady form from an initial state taken as

d=UEZV2fiz/z1?), 6 =xgz/x1%) atr=0. (6.24)
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FIGURE 8. Profiles of & and ¢ in the transitional layer for various values of %.

The equations were discretized using central differences in ¥ and Z on the numerical
domain 0 < ¥ < X, —Zoo < 7 < Z,, and a forward difference in time; checks on
accuracy were made with various outer boundaries and step sizes.

Results for outer boundaries X, = 10, Z,, =12 with step sizes AX¥=0.1, A7=0.2
and At=1073 are shown in figure 8 for the case where U(¥)=1—e*. In this
case a converged solution was achieved when ¢ reached a value of approximately
400. One difficulty encountered was that in the region of very weak flow near —Z,,
slightly negative values of ¢ were generated which eventually led to instability; this
was countered by replacing such values of ¢ by zero at each time step, so that
effectively the outer boundary 7 =—Z,, was replaced by a boundary which increased
in magnitude with ¥. A large value of Z,, is essential to capture the spread of the
solution with ¥, and an alternative remedy (which was not attempted) would be to
carry out the computation on an appropriate non-uniform grid or to use a coordinate
transformation of the equations to reflect the structure of the solution (that is, with
Z~1as%¥—0and Z~3%"? as ¥ — o0). The numerical results confirmed the emergence
of the asymptotic form (6.20) as ¥ — oo.

At the junction of the conductive sublayer and the transitional layer where Z and
£ are finite (figure 5, region IX), the solution is given by

T={b+R LYoo+ J+RTOLITE D+, v =9E D+, (6.25)

and in the governing equations (2.3) the term V24 is neglected at leading order. Thus
T is independent of £ and the solution is simply a continuation of the leading terms
in the transitional layer solution as ¥ — 0:

T =00, v=-0)%/0, (6.26)

This completes a leading-order description of the solution structure throughout the
cavity in the limit as R — oo.
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7. Discussion

An asymptotic structure in the limit as R — oo has been described for thermally
driven cavity flow in a porous medium where a stable uniformly stratified state is
modified by a monotonic horizontal temperature differential at the upper boundary.
At the upper surface there is an inner horizontal boundary layer of depth order
R™'3 where the temperature adjusts to a constant value somewhat larger than the
minimum temperature at the upper surface. A second adjustment then takes place
in an outer horizontal layer over a depth of order R~'/* where the vertical thermal
gradient adjusts to its uniform value, 4. Solutions in the two horizontal layers depend
on the interaction with the vertical boundary layer near the colder sidewall. The width
of this layer increases with depth until the layer eventually terminates at a stagnation
point on the wall where the wall temperature reaches a maximum value. This occurs
at a finite depth measured on the vertical scale of the outer horizontal layer, this
depth being determined by the relation (5.50) between the horizontal flow speed and
the square root of the vertical temperature gradient. This allows a local transition
from flow to stratification to occur. The influence of the vertical thermal gradient 4 is
shown, via a heat flux integral argument, to extend to the first correction terms in the
outer horizontal layer solution as ¢ — 0; this in turn generates corrections of relative
order R~'/3 within the inner horizontal layer.

A full solution of the outer horizontal/vertical layer problem defined by (5.3)—
(5.6), (5.8)—(5.12) and (5.15) requires a numerical approach that takes account of the
singular structure of the solution not only as ¢ — 0 but also as ¢ — ¢, and X — 0. It
also requires an interactive treatment of the horizontal and vertical layers, allowing
the terminal point ¢, to be determined. In such a solution it would be possible to
exploit the fact that the parameter 4 can be eliminated by rescaling the temperatures,
streamfunctions and coordinates & and ¢ with 2%/4, 21/4, 271/2 and 2~/ respectively. In
particular, the terminal point ¢ has the form ¢, —) 1/ 4§0 where £, is a pure number,
which from (5.2) is equivalent to

i~ 1 — 8 VALVPR-VA 4 DL2BRTIP, R o, (7.1)

A numerical solution of the outer problem to find ¢, is not attempted here, and
the estimate ¢o=1.4184""4 given by the small-¢ analysis of §5.1 is too low, the
corresponding value of —®/ (¢o) = 12.7441/2 being much higher than that needed to
satisfy the terminal condition (5.50), —®. (%) = AO . In practice this condition imposes
a higher value of ¢, which can be estimated by approximating /o by / and wrltlng
D,(¢)= /11/4(1)@({) where ¢ =~ 1/47  The function @,, must then satisfy ®., ~ po¢ '
>0, d..(5)=0and @/ (;0) = — 1. For an interpolation based on a suitable class of
cotangent functions @, = A cot(B{), it follows that A= B~ = pl/ % and the terminal
point is determined as Lo=m p(l)/ 2/2=3.97. Th1s approx1mat10n to @,, can be improved
to allow for the correction terms of order ; in cboo as § — 0 by incorporating a
multlphcatlve function of ¢ that approaches unity as ¢ tends to 0 and Z.

A comparison of (7.1) with numerical computations requires consideration of the
transitional layer centred on ¢, where the motion adjacent to the cold sidewall finally
succumbs to the stable stratification. The transformation from flow to stratification
is illustrated by the transitional layer profiles in figure 8, and can be observed in
figures 2 and 3 as a transition from near-horizontal streamlines to near-horizontal
isotherms. According to the asymptotic theory, the upper limit of the transitional
layer is associated with the wall temperature attaining its maximum value, whilst
the lower limit is associated with the stagnation point. This is consistent with the
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FIGURE 9. Comparison of the asymptotic theory with numerical results for the case
t=—1,L=1 and values of R from 1000 to 7000 showing the terminal height z of the
vertical boundary layer predicted by (7.1) (—), the vertical extent of the transitional layer
predicted by (6.15) with Z= 4+ 3 (- - -) and numerical results for the height of the upper
stagnation point (J) and maximum wall temperature (o).

behaviours in figures 2 and 3 and explains why the maximum wall temperature and
stagnation point do not coincide in practice, even though, on the scale of the vertical
boundary layer, they occur at the same location ¢ =¢,. Figure 9 shows the height
of the maximum wall temperature and of the stagnation point given by numerical
computations for the case L =1,7 =—1 and a range of values of R up to 7000. The
gradual convergence with increasing R is consistent with the asymptotic theory and
in particular with the terminal height of the vertical boundary layer predicted by
(7.1) with A=b — 1t =1.213, D=3.70 and ¢, =3.97, also shown in figure 9. It is also
consistent with the vertical extent of the transitional layer as given by (6.15) with
upper and lower boundaries taken at Z= + 3 and 4o approximated by 4; this too is
shown in figure 9. An increase of ¢y to 5 or a decrease to 3 moves the asymptotic
curve of the terminal height outside the numerical data in figure 9, suggesting that
the estimate of ¢y as 3.97 is a reasonable one.

Another test of the present theory concerns the prediction of the depth of the weak
convection cells in the lower part of the cavity. The analysis of §5.3 predicts the cell
depth between zero streamlines to be

2 =24~ 20 VALYVPRTVA R > 0. (7.2)
Figure 10 shows a comparison of this formula with numerical results for L=1,71=—1

and values of R up to 7000; excellent agreement is obtained, confirming both the
power-law dependence on R and the multiplicative factor in formula (7.2).

The vertical temperature gradient in the lower part of the cavity is predicted to
approach the value A as R — co. This is consistent with the trend of the values 1.44
and 1.39 in figures 2 and 3 respectively, and a gradual approach to the value 1.213
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FIGURE 10. Comparison of the asymptotic theory with numerical results for the case
t=—1,L=1 and values of R from 1000 to 7000 showing a logarithmic plot of the cell
depth z, of the convection cell immediately below the main cell, as predicted by (7.2) (—) and
numerical computation (0).

from above is to be expected given that in practice the change from 7 to b occurs
over the region below the inner horizontal layer rather than over the full cavity depth.

In terms of applications, the result (7.1) is of interest in that it defines the critical
depth to which the upper surface circulation extends. This is significant in predicting
the extent of the near-surface spread of pollution in groundwater, for example from
groundfill sites and from industrial waste discharge in coastal and river-bed systems.
The upper surface temperature profile influences the critical depth through the value
of D in the R™'3 term in (7.1) and, primarily, through the value of b which, along
with the lower surface temperature 7, determines the value of 4 in the R~"/4 term. The
critical depth is thus completely determined by 4, D, the Darcy—Rayleigh number R
and the aspect ratio L. For large (negative) lower surface temperatures t of order
R'3L7273 the upper surface temperature has a more direct influence because the
inner and outer horizontal layers merge to form a single horizontal layer of depth
R™3L?3, and the two terms in (7.1) then have the same order of magnitude. The
resulting modified boundary layer problem is to solve the inner system (4.2)—(4.5),
(4.7)~(4.11), but with the thermal condition in (4.5) replaced by 96/0Z — — 1 as
Z — o0, where 2 = AR™'3L?7 is a finite parameter. The terminal point of the vertical
boundary layer then occurs at a finite value of Z that depends on both 1 and the
upper surface temperature profile.

The author acknowledges the helpful comments of referees.

Appendix. Vertical boundary layer structure as ¢ — ¢

Suppose that the outer forms (5.36) apply with both a; and b; non-zero. This would
require a solution in the vertical boundary layer of the form

S =(G—0)fE)+ ., O=b+(G—2¢)g&E)+ -,
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as ¢ — {y—, in place of (5.43). From (5.8), g=b; — f’ and f satisfies the equation

f,,,—ff//+f,(f,_b1)=0.

The exact solution with the required behaviour as & — oo is

f=a+ciexp{—((af -+-4b1)1/2 —a1)&/2},

where c; is an arbitrary constant. However, this cannot satisfy the two wall conditions
f=f"=0 at £=0 unless b; =0, in which case the solution for f is null. An
implication is that the outer temperature field is of smaller magnitude as ¢ — &,
leading to the structure described in §5.2.
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