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Abstract

This thesis describes an investigation into the application of digital signal
processing techniques to the solution of industrial signal processing prob-
lems. The investigation took the form of three case studies chosen to illus-
trate the variety of possible applications.

The first was the computer simulation of a digital microwave communica-
tions link which utilised narrowband FM modulation and partial response
techniques. In order to ensure that the behaviour of the simulation reli-
ably matched that of the modelled system it was found necessary to have
a sound theoretical background, implementation using good software engi-
neering methodology together with methodical testing and validation.

The second case study was a comprehensive investigation of adaptive noise
cancelling systems concentrating on issues important for practical imple-
mentation of the technique: stability and convergence of the adaptation
algorithm; misadjustment noise and effects due to realizability constraints.
It was found that theoretical predictions of the systems behaviour were in
good agreement with the results of computer simulation except for the level
of output misadjustment noise. In order to make the mathematics of the
LMS algorithm tractable it was assumed that the input data formed a series
of uncorrelated vectors. It was found that this assumption is only appro-
priate for the prediction of misadjustment noise when the reference input is
uncorrelated.

The final case study concerned the automatic detection and assessment of
pressing faults on gramophone records for quality assurance purposes. A
pattern recognition technique for identifying the signals due to gramophone
record defects and a numerical method for assessing the perceived severity of
the defects were developed empirically. Prototype equipment was designed,
built and tested in extended field trials. The equipment was shown to be
superior to previous equipment developed using analogue signal processing
techniques.

These case studies demonstrate that digital signal processing is a powerful
and widely applicable technique for the solution of industrial signal process-
ing problems. Solutions may be theoretical or obtained by experiment or
simulation. The strengths and weaknesses of each approach are illustrated.



Chapter 1

The Industrial Application
of Digital Signal Processing

1.1 Digital signal Processing

Signal processing is concerned with the manipulation and extraction of in-
formation from signals. Traditionally this processing has been carried out
using analogue electrical systems. Recent advances in digital circuit tech-
nology, in particular the development of Large Scale Integration (LSI) and
Very Large Scale Integration (VLSI) integrated circuits, now mean that it is
practicable to carry out many complex signal processing tasks using digital
devices.

Digital signal processing (DSP) has many inherent advantages compared to
analogue signal processing. These include:

e When a digital signal is processed the only degradation that takes
place is due to rounding errors within arithmetic devices. This can be
designed to be as small as desired. By contrast the signals within an
analogue system are inevitably degraded by thermal noise.

e As each processing operation does not degrade the signal there is no
inherent upper limit to the complexity of a digital signal processing
system as there is for an analogue one.

e Digital signals can be stored without degradation for an unlimited
time.



¢ A digital signal processing system can be implemented using general
purpose programmable devices. This often enables a digital signal
processing system to be cheaper than its analogue counterpart.

Since digital devices operate in discrete time steps the signals in a digital
signal processing system consist of a sequence of numbers. In order to
process an analogue signal using a digital system it is therefore necessary
to sample the signal, usually at equal time intervals. The numbers within a
digital signal processing system can only be represented to a finite precision
so that signals in digital signal processing systems are inherently quantized.
If the digital signal is obtained by the A/D conversion of an analogue signal
then quantization will represent the addition of an error component to the
signal which is denoted quantization noise. Discrete time and quantization
are characteristic of digital signal processing systems.

1.2 Research Programme

This thesis describes an investigation into the application of digital signal
processing to the solution of industrial signal processing problems. The
investigation took the form of three case studies into real engineering prob-
lems. The application areas are diverse in order to reflect the wide variety
of possible applications.

A signal processing problem may be addressed in a number of ways. Theo-
retical investigation is very powerful and can lead to a deep understanding of
the problem and its solutions. Experimental investigation avoids the prob-
lems of idealization and approximation which often accompany theoretical
models but the design and construction of hardware can be expensive and
time consuming. A third alternative, simulation on a general purpose digital
computer, is becoming increasingly attractive.

In a computer simulation of a signal processing system a mathematical
model of the system is implemented by programming a general purpose
digital computer. Experimentation is then carried out by applying suitable
input signals to the model and observing outputs of interest. The computer
simulation is therefore a digital signal processing system implemented using
general purpose hardware. It differs from applied digital signal processing
systems in that the input signals are created mathematically rather than by
the A/D conversion of an analogue signal and and that the outputs are not
converted back into analogue form.
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All three methods of investigation were used during the case studies and the
the advantages and disadvantages of each method when applied to industrial
signal processing problems are illustrated.

1.2.1 First case study

The first case study is concerned with the design of a computer simulation
of a state-of the-art microwave communications link. The link was difficult
to investigate theoretically and experimentation at microwave frequencies is
very expensive so computer simulation was an essential part of the design
process. The theory and implementation of the simulation are discussed and
examples of the results given.

1.2.2 Second case study

One of the most frequent signal processing tasks is the estimation of a sig-
nal corrupted by interference or noise. The traditional method of dealing
with this problem is to filter the corrupted signal, retaining those frequency
components dominated by the wanted signal, and discarding those where
the signal is mainly due to interference. This approach, known as optimal
filtering, can be implemented using either analogue or digital techniques.

An alternative technique is to estimate the interfering signal using a second
sensor. The signal from the sensor is suitably filtered and then subtracted
from the corrupted signal. Such systems are known as noise cancelling sys-
tems. In order to create practical noise cancelling systems it is necessary
that the system be adaptive so that it can learn the statistics of the correla-
tion of the signals from the two sensors and track them as they vary slowly
with time. It is theoretically possible to construct an analogue adaptive
noise cancelling system, but in practice such systems are only implemented
in digital form.

The second case study is a comprehensive investigation of adaptive noise
cancelling systems. It consists of a theoretical investigation, concentrating
on issues which will be important for industrial application of the technique:
stability and convergence of the adaptive algorithm; the effect of gradient
estimation noise and effects due to realizability constraints. The theoretical
predictions are then compared with extensive computer simulations.

11



1.2.3 Third case study

The third case study is concerned with the design of equipment to automat-
ically detect and assess pressing faults on gramophone records. Essentially
this involves determining whether any segment of the replayed signal is due
to a manufacturing defect or is recorded programme. If a signal segment is
considered to be due to a manufacturing defect then the perceived severity
of the resulting noise must be estimated. This must be achieved for a variety
of possible manufacturing defects and in the presence of a wide variety of
recorded programme.

An earlier programme of research carried out by THORN EMI has resulted
in an analogue signal processing system which is moderately successful in
performing these tasks. In this case study digital signal processing tech-
niques are applied to the problem. A prototype system was constructed
and extensive field trials carried out at a gramophone record manufacturing
plant.

12



Chapter 2

Computer Simulation of a
Signal Processing System

2.1 Introduction

Many electrical engineers now have ready access to a substantial amount
of computer power, either in the form of personal computers, engineering
workstations or a terminal on a time sharing computer system. One of the
most effective ways in which this computer power may be employed is in
the simulation of engineering systems, which allows ideas to be explored
with far less time and expense than would be required for construction and
experimentation with hardware prototypes.

Computer simulation offers many advantages when designing a signal pro-
cessing system.

e It enables the effects of various design decisions to be examined cheaply
and rapidly.

e Internal variables not accessible in the real world may be examined,
and real world constraints such as causality may be removed [4]. Al-
though such esoteric operations may seem to be of little practical use,
in fact removing these constraints often gives valuable insight into the
operation of a system.

e Computer simulations are usually totally repeatable.

13



A computer simulation of a signal processing system is a digital signal pro-
cessing system which uses the hardware of a general purpose computer to
carry out its operations. The essential difference between the simulation
and an applied digital signal processing system is that the input signals are
mathematically created from models of the sources rather than by A/D con-
verting signals from sensors. The simulation will probably also operate at a
much lower processing speed than an applied system.

For the simulation to be useful its behaviour must reliably match that of
the system being simulated. If the system to be simulated is itself digital,
this is relatively easy to achieve as the simulation is essentially a second
implementation of the same system. This investigation is intended to use
a systems view of the simulation of analogue signal processing systems in
order to develop an appropriate methodology. The subject of this chapter
has been published in a paper entitled ‘Computer simulation of a digital
radio system’, by the author, in the June 1988 issue of the Journal of the
IERE.

2.2 The Radio System

The signal processing system which has been simulated during this inves-
tigation was a state-of-the-art microwave communication link under devel-
opment by THORN EMI, Computer Systems Division. This radio system
used a combination of narrowband FM modulation and partial response
techniques in order to achieve high spectral efficiency. This proved to be
very difficult to deal with theoretically. It is very expensive and time con-
suming to carry out hardware experiments at microwave frequencies and so
simulation was regarded as being essential to the design process. Although
the purpose of the radio link is to transmit digital information, and hence
it is referred to as a digital radio, it is an analogue signal processing system
which is relatively difficult to simulate.

The digital radio system was designed to be an 8 Mbit point-to-point com-
munications link operating at a frequency of 13 GHz, and apart from using
partial response techniques was conventional in design. A block diagram of
the radio is shown in Figure 2.1.

2.2.1 Partial Response Systems

Partial response techniques are methods of obtaining greater information
transmission capacity within a given bandwidth than is implied by the

14
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Nyquist theorems. The principle is to allow the narrow-band filtering of
the channel to distort the transmitted signal, but in a controlled manner.
The signal is coded before transmission in an equal and opposite manner,
which is then cancelled by the response of the channel [1].

If we consider convenient forms of distortion which we could choose for a
channe] transmitting digital symbols with a period T one option is for the
output signal to be equal to the input plus an echo of the previous input.

We thus require the impulse response of the channel to be
h(t) =6(t) + 6(t - T) (2.1)
The frequency response of the channel is

H(w) = 25" cos % (2.2)

This represents a transmission channel which is not band-limited. However
if we multiply by an ideal low pass filter at the Nyquist frequency w, = F
we obtain the channel

—ju T _
H(w) = 2e 2Tcos&)§— —T1<w<-;,— (2.3)
=0 otherwise

This channel has an impulse response
1 [ sin(%) .sin(—(—)’r t;T )
h(t) = 'f (%‘g) + x(t-T)

T

(2.4)

unlike the ideal low pass filter, a good approximation to this channel can
be achieved in practice. This channel has twice the information capacity
of a binary transmission of the same bandwidth and is hence known as a
duobinary partial response channel [2].

If we consider an input signal with binary ’1’ represented by an impulse +6(t)
and ’0’ represented by a negative impulse —&(t) then the output signal from
the duobinary channel can take on three values at the sampling instant.
These values may usefully be interpreted as representing ’0’, ’1’ and '2’ as
shown in the truth table below

In-1 In y(nT) Yn

0 0 —2/T 0

0 1 0 1 (2.5)
1 0 0 1

1 1 2/T 2

16
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Figure 2.2: Block diagram of duobinary partial response system

4

The output signal from the channel could be interpreted to determine the
input data using appropriate logic. Once an error occurred it would tend
to propagate causing subsequent bits to be decoded in error. However,
by precoding the binary data the decoding of the transmitted bit can be
simplified and error propagation prevented.

If we consider the encoding process and channel in series, as shown in figure
2.2, then we have
Yn = ZTn + ZTp-y (2.6)

Thus to invert this relationship we require

fe Tp = Up — Tp_1 (2.8)

This relationship describes a simple recursive filter which may be easily
implemented. The only obstacle to equations (6) and (8) representing inverse
operations on the transmitted data is that the input values u, are binary
data whereas the output values y,, are three valued.

This difficulty is readily overcome by interpreting equations (6) and (8)
as operations in modulo 2 arithmetic. In physical terms this means that
the binary input data stream is encoded, transmitted over the duobinary
channel which creates an output signal which may take on three values at

17



the sampling instant. The outer two levels —2/T and +2/T are interpreted
as binary ‘0’ whilst the centre level 0 is interpreted as binary ‘1’

The duobinary partial response technique outlined above formed the basis
for the digital communications link design. However a whole family of par-
tial response systems exist based on different choices for the relationship
equation (1) [1],[3].

2.3 Theoretical Background

2.3.1 Equivalent Baseband Representation

For a direct computer simulation of the signal processing operations carried
out by the radio it would be necessary to represent the signals by sampled
versions with a sampling rate high enough to avoid aliasing. For the 13
GHz 8 Mbit radio we are considering, this would imply a sampling rate of
at least 26 GHz. To simulate just one data symbol passing through the
system would then require over 3000 samples. This would clearly involve
unacceptable processing time for a realistic number of bits. Fortunately,
the behaviour of the system can be accurately predicted by simulating a
system in which the carrier frequency (and the intermediate frequency) are
translated to dc.

This method may be illustrated by considering a carrier wave at frequency
w, submitted to a generalised modulation scheme. This gives a signal of the
form

z(t) = r(t) cos{w.t + ¢(t)} (2.9)

Now we may rewrite this in the form

: 7(t) (1) _.
z(t) = Re. {&(t)e™} = fg—)em‘ + = 2( )¢t (2.10)

where #(t) = r(t)e*(*) is known as the complez envelope of the signal z(t),
and Z*(t) denotes its complex conjugate. Note that Z(t) is a complex signal,
and that it contains all the information concerning the modulation contained
in signal z(t).

The frequency domain relationship between the signal z(t) and its complex
envelope #(t) may be obtained by fourier transformation of equation (10) to

yield

18



X(w) = - X(w - we) + = X*(~w — w) (2.11)

[ SR

In general, carrier based communication systems are narrowband, that is
their transfer functions can be written in the form

H(w)= H(w - w) + A*(~w - we) (2.12)

Where H(w) is a band-limited function with bandwidth B << w¢, known
as the equivalent baseband transfer function.

For a narrowband, linear, time-invariant system with input signal z(t),
transfer function H(w) and output signal y(t) it can be shown [5] that

y(t) = Re. {y(t)e’} (2.13)

with Y (w) = A(w)X(w) (2.14)

where Y (w) and X(w) are the fourier transforms of the complex envelope
representations of y(t) and z(t) respectively.

This convenient result enables us to analyse and simulate carrier based com-
munication systems entirely in terms of the complex envelope representa-
tions of the signals. The resulting model of the system is known as the
baseband equivalent system.

The simulation of the 8 MBit 13 GHz radio was based on its block diagram
shown in figure 2.1. Converting this into a form suitable for efficient im-
plementation using baseband equivalent representation and making certain
simplifications, gave the system model shown in figure 2.3.

2.3.2 Discretization

Due to the discrete nature of digital computers it is necessary to convert
the continuous signals and processes present in the baseband equivalent
model to their discrete equivalents. This ‘discretization’ process is easier to
achieve accurately if the sampling rate is chosen to be rather higher than
the minimum value implied by the sampling theorem. The sampling rate
chosen for the digital radio simulation was 512M sample s~! which is 64
times the symbol rate.

19
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Figure 2.3: Simplified system model used as basis of simulation

The processes present in the baseband equivalent model will generally be
described either in terms of transfer functions or in terms of differential
equations. In the first case it will be most convenient to implement them
in the frequency domain, whilst integral and differential equations are most
readily implemented in the time domain. Conversion between the two do-
mains is readily and efficiently achieved by using one of the family of Fast
Fourier Transform (FFT) algorithms.

Implementation of filters in the frequency domain is straight forward. Two
convenient methods are the use of piece-wise linear approximations [6], and
pole/zero descriptions of filter transfer functions. Alternatively it is possible
to simulate filters in the time domain either by implementing the convolu-
tion of the signal with the impulse response of the filter or by approximat-
ing the desired response by a suitable digital filter [7], however both these
approaches will tend to be more difficult to apply and to require more com-
putation.

The implementation of discrete time approximations to integral and differ-
ential equations is more difficult. To obtain accurate modelling when a low
sampling rate has been chosen requires the use of specialised techniques and
the reader is referred to [8] and [9] for more details. However by using a
sampling rate that is several times that of the minimum specified by the
sampling theorem the discretization problem is considerably eased. This
process is illustrated by the implementation of the narrowband FM modu-

lation operation within the radio simulation.

The input signal to the modulator z(t) is the result of smoothing the data
signal in which +1 volt represents binary ”1” and —1v represents binary

20



7)0” .

Modulation by a continuous phase frequency shift keying (CPFSK) modu-
lator results in the output signal y(t) given by:

y(t) = Re.{Ae/(w-t+8(t)} (2.15)

t
where ¢(t) = wp,,/o z(r)dr

The equivalent baseband representation of this operation is given by:

(t) = Ae’*®) (2.16)

with  ¢(t) as above

These equations are then readily discretized by using the trapezium method
to implement the integration, and taking A = 1 for convenience. If a lower
sampling rate had been chosen to implement the simulation a more sophis-
ticated numerical integration method would be required.

2.3.3 The Discrete Fourier Transform

If we consider a continuous signal z(t) in the system to be simulated, it is
represented within the simulation by a finite segment of the signal which we
will denote z'(t). z'(t) may be considered to have been formed from z(t) by
multiplying it by a window function w(t).

z'(t) = z(t)w(t)

2.17
where w(t) = 1 0<t<Ty (2.17)
= 0 otherwise
This has the effect of modifying the spectrum of z(t) according to
X'(w) = X(w) * W(w) (2.18)

21



where x denotes the convolution operation.

The signal segment is actually manipulated within the computer as an array,
created by sampling z'(t). Representing the sampling operation as multipli-
cation by a Dirac comb [12] we obtain

z,(t) = 2'(t). D_&(t - nt,) (2.19)

Where t, is the sampling interval of the simulation. The spectrum of the
sampled signal X,(w) obtained by Fourier transformation of the above is
given by

X, (w) = X'(w)rw, ) 6w — nw,) (2.20)
n
with w, = gzr_
ts

Evaluation of the convolution integral then gives

X, (w) = %Z X'(w — nw) (2.21)

This equation expresses the familiar relationship between the spectrum of a
signal, and that of its sampled version.

When the DFT is used to transform between the time and frequency domains
within a computer simulation, the frequency domain representation is also
a sampled version of a windowed function. The effect of the truncation of
the frequency scale is unimportant since any signals within the simulation
will be aliased into the Nyquist bandwidth anyway.

After DFT the frequency domain representation of the signals z(t) again
consists of an array, which may be regarded as having been obtained by
sampling the spectrum X,(w). Representing as before the sampling opera-
tion by multiplication by a Dirac comb, we obtain

Xp(w) = Xy(w). D &(w— mw,) (2.22)
where w, = ;—”

22



Taking the inverse Fourier transform of the above yields

2p(t) = 4 (t) * Z—z S 5(t - mTl) (2.23)

Evaluation of the convolution integral then gives

zp(t) = % Z z,(t — mTy) (2.24)

This equation expresses a complementary relationship to that of the sam-
pling theorem, sometimes known as the frequency sampling theorem. The
signal z,(t) whose spectrum has been obtained is periodic with period T,,.
It consists of an infinite repetition of the sampled segment z,(t).

This inherent periodicity causes problems whenever the signal z(t) is not it-
self periodic with period T,. The most familiar instance of this phenomenon
occurs during spectral analysis using the DFT, and is known as spectral leak-
age. If a sinusoidal signal of frequency w is analysed, a spike will be obtained
only if w is an integer number of times w,. At all other frequencies energy
will ‘leak’ away from the single spectral line. One way of regarding the cause
of the leakage, is that it is due to the discontinuities present where the signal
segments z'(t) are joined to create the periodic signal z,(t). Two methods
for dealing with these problems are:

1. Ensure that the signals within the system model are periodic with
period T,.

2. Use a window function other than the rectangular window to smooth
the discontinuity.

In the digital radio simulation the length of the simulation was chosen to be
exactly 512 symbol periods so that it was expected that no window problems
would arise, however this turned out not to be true as explained later.

2.4 Software Engineering

In the last few years the term software engineering has become common
to denote an academic discipline concerned with the effective creation and
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