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Abstract 

Many modem combat aircraft have S-bend intake ducts supplying air to the engine 
compressor. At high Mach number and/or extreme manoeuvre conditions such ducts 
can produce excessive flow distortions at the engine face due to flow separating at the 
first bend of the duct. It has been proposed that vortex generators may be usefully 
employed in such intake ducts to enhance the homogeneity of the pressure distribution 
at the engine face, and hence, reduce the unsteady loading on the engine. Both vane 
and air jets have been tested experimentally as vortex generators and each has been 
found to reduce the flow distortion that would otherwise reach the engine face. 

The objective of this thesis was to construct a local numerical model reflecting the 
physical geometry and conditions of the fully turbulent flow field in the proximity of a 
vortex generator array. The location of the array is approximately at the first bend 
downstream in an S-bend intake duct. 

In this project, five different model geometries were tested. Two were used for model 
verification and the remaining three for investigation of the local flow structure in the 
vicinity of the vortex generators within the duct. Two of the local duct models 
neglected any curvature effects (referred to as flat plate models). The third duct 
model, referred to as a sector model took into account the circular nature of the duct's 
cross section. The flow is assumed to be incompressible and fully turbulent and was 
solved using the Finite Volume, Navier-Stokes Code CFX 4 (CFDS, AEA 
Technology, Harwell) on a non-orthogonal, body-fitted, grid using the k-c turbulence 
model and standard wall functions. 

The behaviour of the longitudinal vortices produced by the vanes and airjets is 
presented in terms of circulation and peak vorticity decay, peak vorticity paths in 
cross-stream and streamwise direction, cross-stream vorticity profiles, cross-stream 
shear stress distribution and streamwise and cross-stream velocity profiles. 

Negligible difference in results was observed for the flat plate models with and 
without the jet inlet tube; neither did we see significant differences between the flat 
plate model and the sector model, since the airjet momentum was not drastically 
altered. Comparing the predicted results provided by vanes and air jets reflected major 
differences in vortex circulation between the two but the enhancement in transverse 
skin friction was of similar magnitude. Experiments also showed that both types of 
vortex generator provided like enhancement of the flow field. The optimum pitch and 
skew angle configuration for the air jets in terms of maximum enhancement of the 
flow field was predicted with 30° pitch and 75° skew angle. 

13 



Nomenclature 

English Definition 
A Area 

a Coefficient in the discretised Navier-Stokes equation 

ADI Alternating-Direction-Implicit 

AJVG Air-Jet Vortex Generator 

BR Body force in x-direction 
b Coefficient in the discretised Navier-Stokes equation 

C Chord length from domain entry 

cp Pressure coefficient 

CDS Central Differencing Scheme 

CFD Computational Fluid Dynamics 

COFD Common Flow Down 

COFU Common Flow Up 

d Exact differential 

dh Domain height 

D Intake duct diameter 

D,; t Engine face diameter 

D,, t Air jet diameter 

DNS Direct Numerical Simulation 

FDM Finite Difference Method 

FEM Finite Element Method 

FVM Finite Volume Method 

HDS Hybrid Differencing Scheme 

HUW Higher-order Upwind Differencing Scheme 

h" Vane VG height 

I, J, K Notation 

J Jacobi matrix 

k Turbulent kinetic energy 

L Length of the flat plate model 
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Ld Downstream length from the VG centre 

ld bibe Jet inlet tube length 

lm Prandtl mixing length 

Vane VG length 
la Distance from inlet to downstream Vortex Generator location 

LES Large Eddy Simulation 

MVG Micro Vortex Generator 

N Grid block number 

n Number of cells 

P Pressure 

PDE Partial Differential Equation 

PISO Pressure-Implicit with Splitting of Operators 

RANS Reynolds Averaged Navier-Stokes equations method 

RNS Reduced Navier-Stokes 

R Intake duct radius 

SIMPLE Semi-Implicit Method for Pressure Linked Equations 

S Source term 

s Distance along centre line from duct entry plane 

t Time 

t� Vane VG thickness 

UDS Upwind Differencing Scheme 

u, v, w Fluctuating velocity components x, y, z directions 

U, V, W Mean velocity in components the x, y, z directions 

U0 Free stream velocity component in streamwise direction 

UT Streamwise friction velocity = 
F-LPE 

V Volume 

VG Vortex Generator 

VRAT Velocity ratio of airjet velocity divided by free stream velocity 
VVG Vane Vortex Generator 

V. Viscous forces in x-direction 
v Velocity vector 
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W Width of the flat plate model 
X, Y, Z Locations in an orthogonal coordinate system 

x, y, z Orthogonal coordinates 

y Dimensionless wall distance = 
U'y 

v 

Greek Definition 

avG Spacing angle 
Volumetric expansion coefficient 

y Angle in a skewed grid cell 
I' Diffusion coefficient 

rc Circulation =f (vdy + wdz) [wt Ay, Az, J 

C f=1 

S Streamwise boundary layer thickness 

A Finite change in quantity 

c Dissipation rate 

Skewness 

rý, , cp Curvilinear coordinate system 

cp Circumferential angle 

9 Pitch angle with respect to the solid surface 

0, Streamwise local angle 

x Von Karman constant 

µ Dynamic molecular viscosity 

v Kinematic molecular viscosity 

Vt Turbulent or eddy viscosity 

p Fluid density 

Tw Streamwise wall shear stress 
0 Skew angle with respect to the centre line 

w Turbulent time scale =6 k 
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öW W 
ws Streamwise vorticity =- 

Subscripts 

0 Solution domain inlet condition 
b Bulk 

c Chord length 

D Diameter of S-bend duct 

e Exit 

e East face of a finite volume 
eq Equivalent, i. e. based on hydraulic diameter of rectangular duct 

E East located finite volume centre 
i Inlet 

n North face of a finite volume 
N North located finite volume centre 

P Centre point of a finite volume 
t Turbulent 

VG Centre of the airjet vortex generator orifice 

w West face of a finite volume 

W West located finite volume centre 

Superscript 

* Initial guess of a property 
Corrected value of a property 

Mean value 

Other Definition 

exp Exponential function 

v acv= a+a+ 

Partial differential operator 
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1 Introduction 

1.1 Problem Definition 
Many modem aircraft are equipped with S-bend engine intake ducts. These are used 

to decelerate the air entering the inlet to a desired flow velocity and pressure at the 

engine face. The static pressure increases to recover the atmospheric pressure as the 

engine face is approached. Not only the pressure level but also the flow and pressure 

uniformity in the cross-stream direction is of great importance to ensure high 

propulsion efficiency. Non-uniform flow conditions at the duct exit will lower the 

surge limit, increase the likelihood of engine stall and cause unsteady loading on the 

engine. Surging is associated with reversed flow caused by a sudden drop in delivery 

pressure. S-shaped inlet ducts are built into both commercial aeroplanes, e. g. Airbus 

A300, Boeing 727 and Lockhead L-1011, and military aircraft like Northrop B-2, 

McDonnell Douglas F-18 and Lockheed Martin F-22. These ducts often generate 

unwanted flow distortions at the subsonic engine face, particularly under conditions of 
high free stream Mach number and/or extreme manoeuvre conditions. Anderson 

(1991) described a number of sources of flow field distortion that are ingested by the 

inlet diffuser or generated within the duct itself. 

These include: 

" Flow separation at the cowl lip (duct inlet) during manoeuvring flight 

" Spillage of the fuselage boundary layer into the inlet diffuser 

" Ingestion of aircraft vortices and wakes coming from upstream 

disturbances 

" Secondary flow (i. e. strong cross-stream pressure gradients) and flow 

separation within the inlet duct itself, usually at the first bend, developed by 

the ducts centreline curvature, often called "naturally" occurring vortices 
(Wellborn et al., 1992 and Reichert & Wendt, 1994, among others) 

The effect of one or more of the aforementioned flow field phenomena occurring is to 
increase the total flow field distortion at the engine face and reduce the pressure 

recovery possibly to a critical limit. In an ideal case, the inlet diffuser would convert 

all of the kinetic energy from the air to pressure energy at the engine face, i. e. 

pressure recovery would be 100%. However, energy losses occur because of the 
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dissipative effect of viscosity. If the energy losses exceed a certain limit the level of 

pressure at the engine face is too low to ensure a steady loading on the first blade row 

of the compressor. 

Flows in S-bend ducts are characterised by their three-dimensional nature and the 

development of vortical structures. The whole flow structure is very complex, 
because of the interaction of different phenomena such as; for example, flow 

separation and development of shock waves (Dvorak A, 1996). The two main forces 

which are involved in creating vortex flow structure are volume (body) forces (e. g. 

centrifugal forces) and surface forces (viscous and pressure forces). 

The development of secondary flow in a curved tube is very similar to the flow in the 

first bend of an S-bend intake duct. Berger, Talbot & Yao (1983) reviewed entry flow 

in a laminar case for a curved pipe. They showed that if the flow enters the pipe from 

a large reservoir the central core of the flow behaves inviscidly. The thin boundary 

layer near the wall develops initially like in a straight pipe. However, just downstream 

of the entrance two distinct regions are formed: the first region is an inviscid core, 

where the pressure gradient force is balanced by the centrifugal force which is caused 

by the curved motion of the bulk fluid; the second region comprises a thin boundary 

layer where inertia and viscous forces are balanced. The centrifugal force causes the 

wall static pressure to be higher at the outside than at the inside of the bend (see 

Figure 1.1). This causes a transverse or azimuthal flow along the wall within the 

boundary layer from the outside to the inside of the bend. The longitudinal growth of 

the boundary layer causes a reduction in flow area of the core flow thereby 

accelerating it. Thus curvature of the bend induces a fast moving core flow directed to 

the outside of the bend combined with slower moving fluid within the boundary layer 

along the wall to the inside of the bend. This leads to the development of a pair of 

counter-rotating helical vortices situated symmetrically with respect to the duct's 

symmetry plane. A pair of counter-rotating vortices is also observed as a typical flow 

pattern at the exit of S-bend intake ducts. Bansod & Bradshaw (1972) observed in 

experiments with S-bend ducts of constant diameter that soon after the end of the first 

bend the boundary layer on the inside of the bend increased rapidly and local regions 

of large yaw angles were measured. They understood this phenomenon as an 
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indication of a pair of counter-rotating vortices. After the inflection plane; i. e. the 

intersection of the two bends, the wall static pressure gradient reverses as a result of 

the change of sign in curvature. Thus the boundary layer fluid could be expected to 

migrate in the opposite direction. However, the circumferential drift of the boundary 

layer fluid builds up in the first bend and therefore needs a certain time to reverse. The 

pressure gradient at the inside of the first bend is negligible and therefore the change 

of curvature does not affect significantly the flow direction in this area. Bansod & 

Bradshaw (1972) measured a favourable (negative) streamwise pressure gradient in 

the middle of the second bend which stretches the pair of helical vortices and 

accelerates the existing longitudinal vortex line towards the exit of the duct. 

If the S-bend duct has an exit to inlet diameter ratio greater than one an adverse 

(positive) axial pressure gradient will occur which will adversely influence the flow 

structure. Two factors could cause separation of the boundary layer from the surface. 

One factor is the change of wall static pressures due to curvature between the first 

and second bend and the second is the increase of pressure through the diffusing 

geometry. As a result, fluid particles will be slowed down, i. e. they will lose 

momentum. In terms of energy conservation, the fluid particles consume so much of 

their kinetic energy due to the large friction forces in the thin boundary layer that at a 

certain location the adverse pressure is dominant and forces the fluid particles to 

reverse. In a two-dimensional boundary layer, e. g. on a flat plate without cross-stream 

pressure gradients, the fluid must leave the surface and a straight separation line 

perpendicular to the main flow direction would appear. In the case of the S-bend 

intake duct a three-dimensional boundary layer exists. In these boundary layers the 

fluid can move along the wall in a direction which is not aligned with the adverse 

pressure gradient. A separation bubble (Tobak & Peake, 1982) develops, i. e. the pair 

of counter-rotating vortices lift off the surface and streaklines converging towards the 

symmetry plane of the lower half of the duct can be observed (Wellborn et al., 1992). 

As a result, the boundary layer lifts up from the solid surface and the total pressure at 

the engine face will be reduced. 
Several techniques may be employed to suppress or control boundary layer 

separation. Gad-el-Hak & Bushnell (1991) and Bushnell (1992) recently reviewed 

methods of separation control, which include active and passive techniques to delay 
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separation. These methods are divided into two groups; those inducing longitudinal 

vortices aligned to the main flow, or those modifying the velocity profile near the 

wall. The latter group includes shaping of the surface geometry to more streamlining 

curvature in order to reduce the steepness of the pressure rise and generating a 

viscosity gradient normal to the solid surface. The techniques used to achieve the 

viscosity gradients are surface heating or cooling, film boiling, cavitation, sublimation, 

chemical reaction and wall injection of a secondary fluid with lower or higher 

viscosity. Shear layer thinning by suction or tangential blowing is also often used to 

prevent boundary layer separation. All these velocity profile shaping methods are 

active. In terms of S-bend intake ducts no applications of these active methods are 

known to work satisfactorily with the exception of flow distortion control via active 

and passive induction of longitudinal vortices. Weng & Guo (1992), however, 

describe a different approach. They divided the inlet cross section of a diffusing 

rectangular S-bend duct with a blade-shaped spoiler in order to reduce the strength of 
"natural" vortices at the engine face. They observed reduction of vorticity at the duct 

exit, but were only successful at small angles of attack. 

It has been proposed (Anderson, 1991 AGARD-AR 270,1991 among others) that 

passive Vane Vortex Generators (VVGs) may be usefully employed, upstream of the 

separation region in S-bend intake ducts (see Figure 1.1) to produce effective flow 

control. 

Duct Inlet 
Outside 

Dx /D =1.0 (Location of WGs) 

Flow Direction Lx 

D 

z--- 

x/D=0.0 

Inside 

Engine Face 

Figure 1.1: S-bend RAE2129 intake duct with Location of a vortex generator sector 
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Anderson & Gibb, 1992,1993, and Anderson et al., 1993, among others, have shown 

that VVGs can enhance the homogeneity of the circumferential distribution of total 

pressure (see Figure 1.2) at the engine face, and hence, reduce the unsteady loading 

on the engine. 

IBare Duct With VGs 

(Ref.: Anderson 
& Gibb, 1993) 

Figure 1.2: Schematic of engine face total pressure contours 

Both passive (Vanes) (see Figure 1.3) and active (Air jet) Vortex Generators 

(AJVGs) (see Figure 1.4) have been considered. Both generate vortices that are 

approximately aligned with the mean flow direction. 

-ý , '/ 
Flow Direction length 

vý 

height 

vane 

Figure 1.3: Lane vortex generator 

22 



A 

Y 
!A 
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Flow Direction YA 

-max 

Figure 1.4: Airjet vortex generator 

angle 6 

The vanes are fixed on the inner surface of the duct (see Fig. 1.5) whilst the airjets are 

produced by forcing air through small holes drilled through the duct wall at a pitch 

angle of 8 and a skew angle of 0. Both types of generators are positioned just before 

the first bend (see Figure 1.1). 

Zý 
Flow Direction 

x 

vortex generators 

skew angle 

Figure 1.5: Inclined vortex generators to oncoming flow 

Airjets may have several advantages over vanes. 
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These include: 

0 The opportunity to adjust the jet flow and thus tailor the enhancement 

to current conditions. 

0 Vanes could become dislodged and be ingested into the engine. Again, 

this problem would not exist in the case of airjets. 

0 Pressure recovery at the engine face using air jet VGs rather than vane 
VGs is much higher. Even vanes which are very thin bodies are 

obstacles in the flow, which cause a drag penalty. 

" Maintenance personnel could be injured by coming into contact with 

metal vanes. This problem would obviously not exist in the case of 

airjets. 

There are also disadvantages for AJVGs when compared to WGs which are: 

" Dust particles could block the orifice. 

0 Additional costs for piping to feed the AJVGs. 

0 Increasing weight of the S-bend duct through installed air feeding 

system. 

VVGs are mostly sized to local boundary layer height but there are also sub- 

boundary-layer height VVGs (Lin et al. 1994 among others) which are called Micro 

Vortex Generators (MVGs). The MVGs were mounted on a two-dimensional single- 

flap, three element, high lift system to control boundary layer separation. The main 

motivation to use these smaller scale VGs was to be able to hide them inside the wing 

when the flap is retracted and thus avoid a drag penalty in cruising (as on the De 

Havilland Trident airliner of the 1960s). They achieved a significant downstream shift 

of the separation line associated with an appreciably reduced wake drag. 

Pearcey (1961) describes the principle of boundary layer control by VGs as the 

induced mixing between the external or core stream and the boundary layer region. 
The mixing process can be described as fluid particles with high momentum moving in 

the streamwise direction along helical paths to mix with the lower momentum 

boundary-layer flow. This is a continuous process that inhibits the natural boundary 
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layer growth and, therefore, delays separation. The sources for the natural growth of 

the boundary layer thickness are friction at the solid surface, streamwise and 

transverse adverse pressure gradients and low energy secondary flow. 

The two basic configurations of VGs are: 

1) Co-rotating vortices: 
The VGs are mounted at the same angle of attack with respect to the oncoming flow 

direction. Therefore the shed vortices rotate in the same direction. 

Anderson (1991) described co-rotating VGs as very competitive in reducing flow 

separation because of their downstream effectiveness, i. e. the vortices persist inside 

the affected boundary layer. The induced vortices remain close to the wall and act 

against the often strong developed secondary flow due to the centreline curvature in 

S-bend ducts. 

2) Counter-rotating or contra-rotating vortices: 

These VGs are grouped in pairs inclined in opposite directions to the flow. In this 

configuration the vortices of each individual pair rotate with opposite direction. 

Anderson (1991) considered them effective if they are placed slightly upstream of the 

region of separation. They were used successfully in F/A-18 inlet ducts. However, a 

disadvantage of this type of generator compared with the co-rotating type, is that the 

vortices tend to lift off the duct surface if the VGs are spaced improperly. As a result, 

higher loss in pressure recovery and larger total pressure distortion at the compressor 
face can result. 
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1.2 Goal and Specific Key Objectives 

The goal is to investigate numerically the effectiveness of vane vortex generators 

(VVGs) versus airjet vortex generators (AJVGs) in a particular subsonic 

incompressible flow pertinent to inlet aerodynamics. The primary objective is to 

investigate in detail the way in which longitudinal vortices produced by AJVGs and 

VVGs mix the main high momentum flow with the low momentum flow in the 

boundary layer in S-bend intake ducts. This will be accomplished by studying the flow 

in the region local to the vortex generators (VGs). A secondary objective is to 

produce input data for the Reduced Navier-Stokes code (RNS3D). 

We have successfully used the Finite Volume Navier-Stokes code, CFX 4, at City 

University, in numerical experiments of flow control (see Henry & Pearcey, 1994 and 

Akanni & Henry, 1995). Because of this experience, we have chosen to exploit the 

code's capabilities, where we address the following questions: 

9 What is the difference in vortex structure of the induced longitudinal 

vortices produced by a WG and a AJVG? 

" What is the optimum configuration for the AJVGs, in terms of pitch and 

skew angles for co- and counter-rotating vortex systems? 

" What effect does modelling the AJVG inlet tube have on the resulting 

combined air jet vortex system? 

Key issues are: 

" The design of a local numerical model which reasonably reflects the physical 

geometry and conditions of the flow field in the vicinity of the VGs. 

" An increase in the understanding of how longitudinal vortices produced by 

WGs and AJVGs interact with the boundary-layer flow. 

" The production of input data for RNS3D which describes the effect of 

AJVGs in terms of vortex strength and cross-stream location. 
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1.3 Methods 

Experimental studies of WGs, employed in S-bend intake ducts have been reported 
in AGARD-AR-270 (1991) and Gibb & Anderson (1995). Numerical studies were 

performed using the Reduced Navier-Stokes (RNS3D) code of Anderson (1991) to 

model the effect of WGs. However, while wind-tunnel experiments of AJVGs in S- 

bend intake ducts have been performed by Gibb & Anderson (1995) and Senseney et 

al. (1996), no comparable AJVG computations were performed by these authors. The 

elemental vortex flow approximations used in RNS3D did not enable the modelling of 
the complex vortical flow which develops as the aiijets enter the boundary layer. We 

counter this weakness by developing a model that locally provides the complex flow 

mechanisms of the interacting air-jet/boundary layer combination. This first set of 

computations is called a local flat plate model. 
There has been extensive experimental work on WGs mounted on a flat plate, e. g. 
Westphal et al. (1987), Pauley & Eaton (1988) and ESDU (1994,1995). 

Computational investigations of WGs fixed on a flat plate have been reported by 

Liandrat et al. (1987). Johnston & Nishi (1990), Compton & Johnston (1992), Selby 

et al. (1992) and Pearcey et al. (1993) studied experimentally induced longitudinal 

vortices (via AJVGs) into the boundary layer over a flat plate. Computational studies 

of AJVGs installed on a flat plate were performed by Zhang (1993a, 1993b), Henry & 

Pearcey (1994) and Akanni & Henry (1995). To date, no known comparable CFD 

work on AJVGs within an S-bend intake duct has been performed. 

The physical geometry of a typical S-bend intake duct with VGs is shown in Figure 
1.6. In our second set computations of the local flow in a sector, as we show below in 

View AA in Figure 1.6, we have set the spacing angle avc equal to 15°. This is called 
a local sector model. 
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Outside 

i 
Duct Inlet 

Dx/D -1.0 (Location of VGs) 
Z 

Flow Direction 

D 

Ins X/ -A 

A 
Engine Face 

Figure 1.6: S-bend intake duct with detail view AA of the spacing angle avc , the 

circumferential angle tp and the local angle B1 

Knowing from experiments (Gibb & Anderson, 1995) that AJVGs reduce more 

significantly the flow field distortion than WGs, it was considered necessary to 

clarify how AJVGs and WGs interact with the boundary layer. Our project has, as 

one of the three issues defined in the previous section, the generation of data to 

answer these questions in a form which can be fed into RNS3D. Using this data as 

local initial information, the whole S-bend intake duct can be computed by employing 

the reduced Navier-Stokes code RNS3D from Anderson. The data will take the form 

of the initial strengths and positions of the vortices. The data will be generated by 

solving the full Navier-Stokes equations in a small region surrounding the VGs. The 

two local models to be used are shown in the following Figure 1.7. 

Vane or 
Circular 
Airjet Vortex 
Generator 
Location 

--Main Flow 

Circular 
Airjet Vort 

W= avG D/2 Generator 
Location 

0.53 Main Flow, 

Figure 1.7: Local sector model and flat plate model 

0.53 
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The equations were solved with the Finite Volume Method, using the code CFX 4 

(formerly Flow3d, AEA Technology, Harwell), on a block-structured, body-fitted 

grid. CFX 4 has been used successfully for the analysis of three-dimensional fully 

turbulent flow (e. g. Henry & Pearcey, 1994, Akanni & Henry, 1995). The two- 

equation k-c turbulence model, based on the eddy viscosity principle, and standard 

wall functions was employed. The alternative to wall function would be solving close 

to the wall to a distance of Y'=0.5 (see Anderson, 1991). The number of grid cells 

across the boundary layer would then reach 0(2x 105) because of the steep gradients 

of turbulent quantities in the viscous sublayer. Being restricted to the computational 

capacity of 0(3 x 105) the wall function approach offers a significant advantage. Their 

weakness, nevertheless, is that the wall function approach fails when the flow is 

hugely separated. However, we know that AJVGs typically reattach separated flow so 

that we might expect the use of wall functions to be valid with this method of flow 

control. 

The eddy viscosity approximation in contrast to Reynolds stress closure does not take 

into consideration the transport of Reynolds stresses and assumes isotropic turbulence 

distribution. However, it has been shown previously in experiments (reviewed in 

Bradshaw, Cebeci & Whitelaw, 1981: p. 218) that the benefits of using the second 

moment closures are small. The main problem of employing Reynolds stress models is 

the necessity of modelling the pressure strain term (see, for example, Speziale 1991) 

which has to be calibrated for each individual flow situation. 
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2 Literature Review and State of the Art 

2.1 Introduction 

As mentioned in Chapter 1, aircraft with S-bend intake ducts often have substantial 

propulsion efficiency losses due to flow separation. The latter usually occurs between 

the first and second bend in the inlet duct itself. Many researchers have proved 

experimentally (see Section 2.2.1) and numerically (see Section 2.2.2) that due to the 

centre line curvature associated with S-bend intake ducts, secondary motion occurs in 

the form of a double helix, i. e. a pair of longitudinal counter-rotating vortices. If the 

pair of counter-rotating vortices is strong enough developed then large regions of 

streamwise flow separation occur. Both effects were observed as unwanted flow field 

distortion at the engine face. One of the most promising techniques to minimise 

engine face distortion is the installing of WGs or AJVGs upstream of the boundary 

layer separation region. Table 1.1 and table 1.2 gives an overview of significant 
literature which is discussed in detail in the following Sections. 

Separation control mechanism does not only apply to intake ducts, it also applies to 

many other flows. Gad-el-Hak and Bushnell (1991) presented an excellent review of 

all available and applied methods of separation control. They examined the historical 

background of the most important research and discussed the physics of separation in 

great detail. They suggested expanding the studies of flow separation control beyond 

the already established methods of blowing/suction and standard WGs. In particular 

they suggested for future research: 

" AJVGs with steady and pulsed injection 

" Converting typical two-dimensional problems into three dimensions 

" Enhancing the near wall region with high momentum air, introducing weak 

upstream shocks for turbulence amplification and spanwise swept shocks to 

adjust momentum deficit 

" Introducing devices, e. g. miniaturised WGs, to reinforce downstream 

longitudinal vortices 

" Embedding lifting surfaces which produce useful downwash areas to force 

momentum towards the wall 
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2.2 S-bend Intake Ducts 

2.2.1 Experimental Studies 

Barsod and Bradshaw (1972) examined three different circular S-bend ducts and a 

straight pipe, all of the same constant diameter of D= 150mm. The first duct is a 
"short intake" which comprised two 45° bends. The ratio of the centreline radius of 

curvature to the duct diameter (R/D) was equal to 2.25. The second duct was an 

approximation to the dorsal intake of the Lockheed Tri-Star aircraft. It consisted of 

an upstream bend with a ratio of RID = 3.5 followed by a 45° bend with a ratio of 
R/D = 2.25. In the case of the third duct they exchanged the upstream bend (R/D = 
3.5) with the downstream bend (RID = 2.25) of the Tri-Star intake and called it 

"Optimum intake". The straight pipe had the same centre-line length as the "short 

intake". The free stream velocity was measured to be 45m/s so that a Reynolds 

number, based on the duct diameter was 0.5X106. 

Measurements were taken of the axial static pressure distribution along the duct wall 

of the three ducts, at two circumferential angles, cp = 0° and cp = 180° (see Figure 

2.1). They referenced their static pressure coefficient with the static pressure at the 

duct entry plane. At both circumferential angles the axial variation of the static 

pressure coefficient cp between the maximum values showed a sinusoidal character 
(see Figure 2.2). 

yew AA Flow 
R2 -m- D; 

%A% 

Figure 2.1: Sketch of a S-bend duct configuration 
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Figure 2.2: Sketch of sinusoidal distribution of axial static pressure and streamwise 

skin friction of a S-bend duct with constant diameter 

However, on the outside of the ducts (c = 0°) an initial increase of static pressure to a 

positive maximum of approximately cp = 0.233 was followed by a decrease to a 

minimum of approximately cp = -0.6. In contrast, on the inside of the ducts ((p =180°) 

the static pressure decreased rapidly to a minimum of approximately cp = -0.467 
followed by an increase to a maximum of cp = 0.167. The difference in pressure 
distribution between the two sides of the duct is caused by the duct curvature, i. e. 

centrifugal forces induced the flow to move towards the outer wall of the duct. The 

fact that two bends were joined at an angle of 180° between their centreline curvature 
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resulted in a sinusoidal axial pressure profile. The static pressure amplitudes were 

stretched in the axial direction depending on the length of the duct. 

The development of skin friction in the axial direction was determined experimentally 

at three circumferential angles, i. e. (p = 0°, (p = 90° and (p = 180°. Again a sinusoidal 

axial distribution of the skin friction coefficient was detected at the inside ((P = 180°) 

and outside ((p = 0°) of the ducts (see Figure 2.2). The duct entrance skin friction 

coefficients were approximately cf = 4. Ox 10'3. However, the sequence of maxima to 

minima were opposite to the static pressure distribution, with similar development for 

all three ducts. The fluid experienced an acceleration in the first bend on the inside ((p 

= 180°) thus the skin friction increased to a maximum which was approximately CF = 

4.6x10"3 in the case of the "optimum intake", followed by a steep decrease starting 
from the mid point of the first bend to a minimum of cf = 0.3 x 10'3 in the case of the 
"short intake" close to the entrance of the second bend. Further, downstream in the 

second bend the skin friction rose again to a maximum of cf = IN 10 in terms of the 

"optimum duct". The final acceleration towards the exit of the ducts was caused by a 
favourable longitudinal pressure gradient from the middle of the second bend. On the 

outside (cp = 0°) of the ducts the fluid was decelerated up to the mid point of the first 

bend, accelerated up to the entrance of the second bend and decelerated towards the 

exit. The minimum in the first bend was approximately cf = 2.6x 10'3 ("Tristar intake"), 

the maximum at the exit of the first bend was approximately cf = 5.6x10'3 ("short 

intake") and the minimum at the exit of the duct was measured to be cf = 0.83 x 10"3 

("optimum duct"). A zig-zag axial skin friction development after the mid point of the 

first bend at a circumferential angle of cp = 90° was observed. The average level of 

skin friction was cf = 3.5x 10"3 and was compared to the skin friction of the straight 

pipe. This skin friction development might be explained as the combination of a small 

region of separation near cp = 180° between the first and second bend, and the re- 

energising process of the boundary layer fluid by the pair of contra-rotating vortices. 
Therefore an alternating procedure of thickening and thinning of the three dimensional 

boundary layer occurred instead of a continuous increase of boundary layer thickness 

as in the straight pipe flow. 
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The circumferential variation of skin friction over the range of 0° S (p 5 180° was 

measured only for the "short intake" at five axial locations, i. e. at the inlet, the mid 

point of the first bend, the inflection plane, the mid point of the second bend and the 

exit plane. At the inlet a circumferential averaged value of skin friction was measured 

to be approximately cf = 3.9x 10'3. At the mid point of the first bend, i. e. one diameter 

downstream, skin friction was found to change from cf = IN 10'3 at cp = 0° to a 

maximum of cf = 4.85x10'3 at cp = 120°. At the inflection plane, i. e. two diameter 

downstream, skin friction decreased from cf = 4.13 x 10"3 at cp = 0° to cf = 2.17x 10 at 

cp =180°. The maximum change, i. e. decrease of skin friction was observed at the mid 

point of the second bend, i. e. three diameter downstream, of Ocf = -4.5x103 from cf = 

5.340-3 at cp = 0° to cf = 0.8x 10"3 at go = 180°. At the exit plane the circumferential 

skin friction variation was minor between cf = 3.55x 10"3 at cp = 0° and cf = 3.85x 10 

at (= 165°. Between q= 165° and (p = 180° the skin friction decreased rapidly to 

approximately cf = IN 10'3. This phenomenon might be explained by the presence of 

a thick boundary layer (S = 0.5D) generated by the pair of counter-rotating 

longitudinal vortices. 

At the mid-point of the second bend and at the exit of the ducts (at (p = 180°) the 

radial variation of total pressure loss was measured for the three ducts. At both 

locations the total pressure loss decreased to approximately zero towards the duct 

centre line. The difference between the two downstream locations is that at the duct 

exit the boundary layer has reached a thickness of the radius of the duct whereas at 

the mid point of the second bend the boundary layer thickness has reached only 

approximately 60% of the duct radius. 

In all three ducts the boundary layer thickness was of similar magnitude as the straight 

pipe value between the inlet and approximately two diameters downstream. Further 

downstream along the inside of the ducts (at c) = 180°) the boundary layer thickened 

rapidly towards the exit to a maximum of 50% of the duct diameter. 

Even though the pressure loss contours at the exit plane showed the lowest value for 

the "short intake", the magnitudes for all three duct geometries showed similar results 
in terms of displacement of the boundary layers in the lower half of the ducts towards 

the centreline. 
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Circumferential components of velocity were measured at the inflection plane, the mid 

point of the second bend and the exit plane. The equipment used did not allow the 

measurement of the radial velocity components in the thin boundary layer. Bansod & 

Bradshaw (1972) observed that the pair of longitudinal contra-rotating vortices starts 

developing at the inflection plane placed symmetrically. Towards the exit the helical 

vortex circulation becomes stronger but also slightly unsymmetrical. 

Bansod & Bradshaw (1972) concluded that the shorter an S-bend intake duct is the 

more is the likelihood of avoiding boundary layer separation. The boundary layer at 

the outside (q) = 0°) of the duct is thinned caused by the centrifugal forces thus 

separation might not occur. Simultaneously the pair of contra-rotating vortices which 

they called "built-in vortex generators" could provide an appropriate mixing of the 

low momentum flow within the boundary layer with the high momentum fluid outside 

the boundary layer. They suggested to install real VGs towards the end of the first 

bend to support the naturally occurring vortices in order to prevent possible boundary 

layer separation between the first and the second bend. 

Guo and Seddon (1982) investigated an S-shaped rectangular duct of 150mmx60mm 

(see Figure 2.3). Two bends with a radius of curvature of R= 228mm are joined with 

opposite centre line curvature. The tangential angle between the centre lines of the 

two ducts was 35°. Between the two bends and at the end of the second bend a 

straight duct of 100mm length was fixed. A cowl lip was mounted upstream of the 

first bend as an inlet part. The cowl lip had a NACA1-series profile. A free stream 

velocity of 40m/s entered the duct. Two mass flow rates were investigated, i. e. a high 

flow rate with an equivalent Reynolds number of Re = 2.7x 10, and a low flow rate 

with the corresponding Reynolds number of Re = 2.1x105 based on the hydraulic 

diameter. 
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Figure 2.3: Definition of the four sides of the duct 

They measured secondary motion aller both the first and the second bends at 0° to 
30° incidence and 0° to 10° yaw. Guo & Seddon (1982) described the secondary 

motion pattern as swirl. At 0° incidence after the first bend nearly all cross flow 

velocity vectors were directed towards the outside wall. Close to the outside of the 
duct the fluid was directed towards the bottom in the lower half and towards the top 
in the upper half of the duct. These phenomena could be understood as the beginning 

of the pair of contra-rotating vortices, typical for singly-curved bends. After the 

second bend the flow had changed completely to the opposite direction, i. e. from the 

outside to the inside towards the ducts offset. Even though the characteristic of the 

pair of contra-rotating vortices became more obvious it was still weak. They 

concluded that the thicker boundary layer in the second bend caused the more 

prominent secondary flow structure. With increasing incidence the cross velocity 

vector pattern after the first bend changed from symmetry between upper and lower 

half of the duct to a dominant vortex in the lower half of the duct. The dominant 

vortex, which Guo & Seddon defined as high swirl, had a clockwise rotation sense, 
looking downstream, with maximum velocity vectors close to the bottom wall 
towards the inside of the duct. After the second bend an S-like double vortex pattern 
was observed (see Figure 2.4). 
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Figure 2.4: S-like double vortex pattern 

That phenomenon might be described as follows. The flow in the upper half of the 
duct moved from the outside to the inside wall. Approaching the symmetry plane 
between the upper and lower half of the duct from the upper half, the fluid developed 

an anti-clockwise rotation sense towards the inner wall (looking downstream). Just 
below the symmetry plane the flow was driven by the anti-clockwise vortex towards 

the outer wall and changes the rotation sense at the outer wall back towards the inner 

wall. Flow separation occurred at 20° incidence and above along the bottom wall of 
the duct after the first bend. 

The axial static pressure development along the inside and outside walls showed a 

similar sinusoidal distribution than that which Bansod & Bradshaw (1972) measured 
in their circular S-bend ducts. Guo & Seddon (1982) calibrated the static pressure 

coefficient cp with the free stream static pressure. At high mass flow rate and 00 

incidence, Guo & Seddon (1982) measured a negative streamwise pressure gradient 

of Acc = -0.8 along the outside wall. Along the inside wall the static pressure 
increased by approximately Acp a 0.6. These results are similar to those of Bansod & 

Bradshaw (1972) who determined experimentally Acp, dc = -0.833 and Act, 

0.634. The static pressure distribution along the top and bottom wall are very similar 

and. minor, and decreased by approximately Acp = -0.1. However, at high incidence 

the static pressure distribution along the top wall had a large negative difference of 

approximately Acc = -1.4. Along the bottom wall a large positive static pressure 
difference of circa Acp = 1.1 drove the fluid to separate. The axial static pressure 
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distributions did not change significantly on the outside and inside of the duct 

compared to the data at 0° incidence. 

The average total pressure coefficient determined at the exit of the second bend, i. e. 

the level of distortion of total pressure, was strongly dependent on the angle of 

incidence. Associated with the S-like double vortex at 30° incidence, the average total 

pressure coefficient decreased by approximately 42% compared to the value at 0° 

incidence. 

Measurements of turbulent fluctuating velocities (u, v, w) showed a strong 

dependence on the angle of incidence at the two axial locations, Station 1 and Station 

2, i. e. after the first and second bend, respectively. As soon as separation appeared the 

level of turbulence increased rapidly close to the area of separation. At 0° incidence at 

Station 1 they determined a turbulence level of 4% close to the wall. In contrast, at 

3 0° incidence, the turbulence level increased to 23.1% in the vicinity of separation at 

the wall. No significant difference in magnitude could be observed between the 

fluctuating velocity components. 
Neither the change of mass flow rate nor a change of yaw angle to 10° influenced the 

results significantly in terms of secondary flow structure. 

Guo and Seddon (1983) examined experimentally a diffusing S-bend intake duct with 

varying cross-section from rectangular to circular. The diffuser area ratio was 1.338 

with an exit diameter of 150mm and a rectangular inlet of 127x l00mm (see Figure 

2.5). 
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Figure 2.5: Definition of the four sides of the rectangular to circular duct 
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The diffuser offset was equal to 177.6mm and the main five components were an inlet 

lip, first bend, mid straight part, second bend and rear straight part. The total length of 

the diffuser from the throat to the exit was designed to be 663.4 mm. The experiments 

were examined at high mass flow rate condition (see Guo & Seddon, 1982). They 

measured cross flow velocities after both the first and the second bend, i. e. Station 1 

and Station 2, at 10° to 30° incidence. 

The axial static wall pressure distribution shows a sinusoidal distribution on the 

outside wall, as Bansod & Bradshaw (1972) and Guo & Seddon (1982) detected, but 

not along the inside wall. At 0° incidence the static pressure rises gradually by 

approximately Acp = 1.1 (Acp = 0.6, Guo & Seddon, 1982) along the inside wall. The 

positive pressure gradient starts from the first bend to the end of the second bend 

because of the streamwise increase of cross section area. The negative pressure 

difference along the outside wall was measured to be Acp = -0.4, in contrast to a Acp 

-0.8 of the rectangular non-diffusing duct (see Guo & Seddon, 1982). The pressure 

along the inside in the second bend was, as expected, larger than the pressure along 

the outside in the second bend. The downstream change of pressure magnitudes is a 

result of change in centrifugal force direction, i. e. change of curvature from convex to 

concave along the inside wall. The downstream development of static pressure along 

the top and bottom walls is identical and increases gradually by approximately Ac, 

0.54 compared to a decrease of Acp - -0.1 in the case of the rectangular S-bend (Guo 

& Seddon, 1982). However, at high incidence (30°) similar static pressure 

characteristics were observed as in the rectangular duct (Guo & Seddon, 1982). The 

pressure development along the top wall shows a large negative difference of Acp =- 

1.17 similar to Acp a -1.4 of the rectangular duct. Along the bottom wall a pressure 

difference of Acp = 1.18 with positive direction caused separation as in the case of the 

rectangular duct (Acp = 1.1). This pressure gradient starts approximately at the mid 

point of the first bend, i. e. between this location and just downstream of the lip an 

area of more or less constant pressure occurred. The stagnation of pressure indicates 

a region of flow separation. No significant difference in terms of axial static pressure 
distribution along the inside and outside walls with high incidence compared to 0° 

incidence could be observed coincident with the data for the rectangular duct. 
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The average total pressure coefficient c..,. was measured at the exit of the duct and 

was found to be highly dependent on the angle of incidence as it was observed for the 

rectangular duct. From approximately cps. = 0.87 at 10° incidence the coefficient 

decreased rapidly to cam� = 0.37 at 30° incidence, i. e. in total by about 58% compared 

to 42% in the rectangular case (i. e. from cam. = 0.84 to cam, = 0.5). The huge area of 

flow separation at Station 1 at 30° incidence, which occupied 25% of the whole cross 

section area, was the main cause for the drop in total pressure. If the offset was 

reduced by approximately 16% no significant effect on mean total pressure was 

observed 

Secondary motion was measured at Station 1 and 2 at low and high incidence. At 0° 

the same flow pattern as in the rectangular duct was measured, i. e. a weak pair of 

contra-rotating vortices at Station 1 and Station 2, but with opposite direction. With 

increasing angle of incidence the symmetrical pair of vortices disappeared and one 

single strong vortex developed. At Station 1a separation bubble occurred at the 

inside of the duct which drove the flow around the bubble and a strong clockwise 

(looking downstream) rotating vortex was generated. The separation originated at the 

inside of the bottom lip and migrated quickly towards the inside of the first bend. This 

phenomenon was also observed for the rectangular duct. The flow behaves completely 

differently downstream after the first bend compared to the rectangular duct. The 

residue of the separated flow kept the clockwise rotation sense and developed 

downstream a single strong vortex, rotating fairly concentrically at the exit plane. In 

the case of the rectangular duct an S-like vortex was observed. Guo & Seddon (1983) 

concluded in general that the production of secondary motion, which they called 

"swirl" in an S-bend intake duct depends on an interplay of five factors. 1) the 

pressure gradient associated with bends, 2) the pressure gradients caused by an angle 

of incidence, 3) inertia of the flow, 4) influence of flow separation, 5) geometry of the 

duct cross-sections. 

Taylor et al. (1984) investigated a circular S-bend duct with constant diameter of 

48mm. Two 22.51' bends with a mean radius of curvature of R= 336mm were 

mounted together. This water tunnel experiment was examined at a Reynolds number 

of 790 as a laminar case, and at Re = 48,000 as turbulent flow. The bulk'velocities 
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were 16.4m/s (turbulent) and 1.00nn/s (laminar). Upstream and downstream of the S- 

bend a front and a rear straight pipe was fixed. The front pipe had a length of 0.21m 

and the rear pipe a length of 1.82m. The boundary layer at the inlet of the first bend 

varied between 10% and 20% of the diameter for turbulent flow and was measured to 
be 25% of the duct diameter in the laminar case. 
In turbulent flow the axial wall static pressure distribution shows the familiar 

sinusoidal distribution along the inside (() = 0°, see Figure 2.1) and the outside ((p = 

180°) wall. The pressure coefficient was calibrated with the reference pressure at the 

inlet of the S-bend. The negative pressure difference along the outside wall was 

approximately ecp = -0.4 and the positive difference Ocp = 0.2 along the inside wall. 

Bansod & Bradshaw (1972) determined experimentally Ocp ; ac = -0.833 and Ocp; n,; de 

0.634. 

Taylor et al. (1984) measured a maximum of pressure driven secondary flow of 

0.12Ub (Ub = bulk velocity) in the first half of the S-bend in turbulent flow. Along the 

second bend the already established secondary flow decreased near the pipe wall and 

reversed in the core flow region. No flow separation was observed. In laminar flow, 

the magnitude of secondary flow was observed to be more significant in the thicker 

boundary layer. 

Vakili et al. (1987) examined a circular S-bend diffuser with a ratio of exit to inlet 

area of AJA; = 1.51. The inlet diameter was D; =165.1mm whereas the exit diameter 

was measured to be D. = 203.2mm. The mean radius of the two 30° bends was R= 

825.5mm. A straight front pipe of constant diameter D; was fixed upstream of the 

bend with a length of 4.75D1. The S-bend was extended with a straight pipe of 

diameter D. and a length of 9D. to minimise the occurrence of end effects. Turbulent 

flow entered the duct with a free stream Mach number of 0.6, with the boundary layer 

measured to be 10% of the duct inlet diameter at the entrance of the first bend. 

Surface oil patterns were used to locate the regions of possible flow separation. The 

separation started at 0, = 22° (see Figure 2.1) and extended to an angle of 01= 44° 

The static pressure distribution in the axial direction supports the findings of flow 

separation. Between x/D; = 1.64 and x/D; - 3.0 the pressure along the inside wall (p 

= 170°) and at cp = 90° did not change significantly. As expected, the static pressure 
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described the typical sinusoidal distribution along the outside ((p = 100) as seen in all 

the other references mentioned before, with an initial continuous rise up to the second 
bend. The change in static pressure along the outside wall was measured to be 

dcp, °utide = -0.23. No sign of separation could be observed because the centrifugal 

forces were thinning the boundary layer enough to withstand the adverse pressure 

gradient towards the second bend. At the other two locations the changes of the 

continuously increasing static pressure, except in the area of separation, were detected 

to be icp = 0.46 at cp = 90° and Acpj id. - 0.68 at (p = 170°. For comparison, Bansod 

& Bradshaw (1972) determined experimentally Acp, ; de = -0.833 and ecp; ide 

0.634. Taylor et al. (1984) measured in their water tunnel experiment ecp, ; de - -0.4 

and Acp,;..; & - 0.2. The pressure changes along the insides were very similar to those 

of Bansod & Bradshaw (1972). However, the changes in static pressure along the 

outside wall were different. The reason is that the pressure increased initially more in 

the case of Vakili et al., caused by the larger mean radius of curvature, of R= 

825.5mm of the 30° bend compared to 337.5mm ("short intake") and 525mm 

("Tristar intake") in Bansod & Bradshaw (1972). 

Total pressure contours were determined at six axial locations. Up to the mid point of 

the first bend the flow seems to be axissymmetric. Further downstream at 01= 30° 

(see Figure 2.1) the development of secondary motion and the flow separation on the 

inside of the duct becomes obvious in form of an overall thicker boundary layer. It 

was shown that the potential core moved to the outside of the duct due to the effect 

of streamline curvature. At 0, = 45° and 0, = 60° the area of low total pressure flow 

was increasing rapidly and covered more than the lower half of the exit plane. 

Vector plots of transverse velocities showed the typical pair of contra-rotating but 

weakly developed vortices over an axial distance of 0° S 01 515° (see Figure 2.1). At 

the inflection plane (0, = 30°) the separation bubble on the inside of the duct became 

distinct, displacing the flow towards the outside. Further downstream behind the 

separation bubble at 0, = 45° and at 01= 60° the pair of contra-rotating vortices was 

re-established and approximately twice as strong as the one before the separation 
bubble. 
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Wellborn et al. (1992) examined a circular diffusing S-bend with a ratio of exit cross 

section area to inlet area of AlA; = 1.52, very similar to Vakili et al. (1987). The two 

30° bends were joined with mean radii of R= 1021mm. Upstream and downstream of 

the S-bend duct straight pipes of 762mm length with the appropriate diameter were 
installed. The duct inlet diameter is D; = 204.2mm and the exit diameter is D. = 
251.4mm. The inlet centre line Mach number of 0.6 was determined at a location of 
0.5D1 upstream of the S-bend entrance. They determined a Reynolds number of 

2.6x 106, based on the centreline velocity and the inlet diameter D;. 

Streaklines of fluorescent oil on the duct surface were used to visualise the flow 

characteristics. Firstly they concluded that the flow was symmetric, i. e. the flow in 

one half of the duct between c= 0° and .p =180° is equal to the other half between cp 

= 180° and cp = 360°. Secondly they observed the two typical spiral nodes, caused 

through separation of the three dimensional boundary layer. The symmetry line of the 

spiral nodes is coincident with the symmetry line of the duct at cp = 180°. The flow 

started separating at the upstream saddle point at x/D; = 2.02 and reattached to the 

surface at the downstream saddle point at x/D; _ 4.13. Thirdly secondary motion in 

the form of boundary cross flow was observed. In the first bend the streaklines were 

driven towards the inside of the duct ((p = 180°) caused by the transverse pressure 

gradient developed through curvature. In the second bend at a circumferential angle 

position of (= 90° the streaklines diverged, i. e. the upper streaklines converged 

towards the outside of the duct ((p = 0°) while the lower lines converged towards the 

inside of the duct (q) =180°). 
Four planes of transverse velocity vectors supported the existence of secondary 

motion. At the first plane at x/D; = 0.96 the magnitude of secondary motion was very 
low. The second plane was at x/D; = 2.97 and was located within the region of 

separation. The transverse velocity plot indicated the boundary of the separation 
bubble which deflected the vectors towards the centre fine. At a location of 1c/D, = 
4.01 the core flow returned to the streamwise direction while re-establishing the pair 

of contra-rotating vortices. At the exit of the duct (x/D; = 5.73) the pair of contra- 

rotating vortices is strongly developed and convected low momentum fluid of the 
boundary layer towards the centre of the duct. As a result the core flow is shifted to 

the upper half of the duct. 
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The total pressure planes were at the same downstream locations as the transverse 

velocity vector plots. They reflected the flow situation described above using the 

transverse velocity plots. At the first plane (x/D; = 0.96) the boundary layer varied 

only slightly in thickness with circumferential position. The thickness was greatest at 

the outside ((p = 00) and least at the inside ((p = 180°). The difference was caused by 

the streamwise pressure gradient which decelerates the fluid at the outside and 

accelerated the fluid along the inside. The second (x/D; = 2.97), third (x/D; = 4.01) 

and exit plane (x/D; = 5.73) showed a region of low total pressure which increased to 

a maximum at the exit plane. The region of low total pressure or low streamwise 

velocity was caused by reversed flow and convection of low momentum fluid from the 

boundary layer towards the centre of the duct. 

The axial surface static pressure distribution showed the same characteristics as Vakili 

et al (1987) described. Along the outside ((p = 10°) the typical sinusoidal pressure 

distribution occurred with a value of Acp,,, d. - -0.21, whereas a continuous increase 

of pressure, disturbed by the separation bubble, appeared along the inside ((p = 170°) 

and at a circumferential position of (p = 90°. The pressure rose along the inside, was 

held at the saddle point of separation, kept constant in the first half of the separation 

area (between x/D1= 2.02 and x/D; a 3.10) and started rising again close to the saddle 

point of reattachment. Along the inside the pressure rose by approximately Acp, j1 

0.71 and at (p = 90° by Acc = 0.45. For comparison Vakili et al. (1987) measured a 

change of static pressure of Acp, d. = -0.23, Ocp iae = 0.68 and at cp = 90° of Acp 

0.46. 

The circumferential static pressure distribution (10° 5 (p <_ 170°) was experimentally 

determined at four planes, i. e. Station 1 at x/D; = -0.5, Station 2 at x/D; = 0.96, 

Station 3 at x/D; = 2.97 and Station 4 at x/D; a 4.01. The data at the first plane could 

be taken as a reference plane thus cc = 0.0. At Station 2 and 3 the pressure coefficient 

did not change significantly between 100: 5 (p 5 30° and between 150° 5 (p 5 170°. At 

Station 2 from p= 30° to 150° the coefficient of static pressure decreased 

approximately linearly by Mcp = -0.3. In contrast, at Station 3 which is located at the 

beginning of the second bend the pressure rose between 30° S cp 5 100° linearly by 

Ocp = 0.1. At Station 4 the distribution of circumferential pressure increased 
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approximately linearly between 10° S cp 5 120° by ecp = 0.18. At Station 3 and 4 the 

static pressure experienced a very slight drop towards the circumferential position of 

cp = 170°. Wellborn et al. (1992) suggested this drop indicated the extent of the 

separation bubble in the circumferential direction. 

White Jaw and Yu (1993) examined a scaled down version of the circular S-shaped 

diffusing duct RAE2129. The ratio of exit to inlet area is Ae/A.; = 1.4, where the inlet 

diameter was equal to D; = 48mm and the exit diameter D. = 56.8mm. The offset 

between the centre lines of the two bends was equal to 51.1mm and the total length 

was measured to be 170.4mm. The inlet bulk velocity was Ub = 1.37 m/s and the 

Reynolds number based on the inlet diameter was equal to 40,000. They investigated 

the flow structure with two different inflow conditions. The first condition consisted 

of a fully developed pipe flow (So = 0.5D1), whereas the second condition described an 

entry flow with So = 0.2D1. 

The axial static pressure distribution exhibited sinusoidal development along the 

outside ((p = 0°) and continuously increase along the inside ((p =180°) as measured by 

Vakili et al. (1987) (Acp, = -0.23, Ocp,; ja. - 0.68) and Wellborn et al. (1992) 

(Acp, ae - -0.21, Ac,;.,; & - 0.71). The change in static pressure was measured to be 

Acp, ; ar - -0.22 for the case of fully developed pipe flow and Ocp,.. wae = -0.27 for the 

case of So = 0.2D;. Along the inside ((p = 180°) wall of the duct the static pressure 

increased monotonically with Acp,;,.; a. = 0.71 for So = 0.5Di, and Acp, ý& = 0.66 for 

entry flow conditions (So = 0.2D; ). It was shown that no significant difference in terms 

of static pressure distribution could be measured between the two different inlet 

conditions. Whitelaw & Yu (1993) suggested that the insensitivity of their measuring 

equipment was responsible for the lack of difference. They expected a difference in 

static pressure distribution because they detected a larger region of separation in the 

case of the thinner inlet boundary layer. 

From measurements of the streamwise mean velocity they concluded that the 

maximum negative streamwise velocity did not exceed -0.02Ub and thus the 

separation bubble was about to occur. The' saddle point of separation was measured 

to be along the inside wall ((p =180°) of the first bend, just upstream of the inflection 

plane. The saddle point of reattachment was detected to be close to the exit of the S- 

54 



bend. At inlet condition Su = 0.2D1 the separation bubble length was approximately 

half of the duct length and the thickness reached a maximum of 0.15D1. In the case of 

the fully developed pipe flow the region of separation was approximately one third of 

the duct length with a maximum thickness of 0.1D1. Whitelaw & Yu (1993) argued 

that the larger region of incipient separation in the case of the thinner boundary layer 

(So = 0.213) was responsible for the large pair of contra-rotating vortices at the exit. 

The pair of vortices occupied almost the lower half of the duct with a maximum 

secondary velocity of 0.2Ub. In the case of the thicker inlet boundary layer (So = 

0.5D1) only a third of the lower half of the duct was occupied by the pair of contra- 

rotating vortices. The maximum secondary velocity in this case was measured to be 

0.15Ub. The typical distortion of the exit face caused by the pair of contra-rotating 

vortices could be observed, i. e. the boundary layer was thickened along the inside of 

the duct by pushing the core up towards the outside of the duct. The shear stress also 

reached a maximum of üv /Ub = -0.008 at the exit plane at inlet condition So = 

0.2D1. 

2.2.2 Numerical Studies 

Eisemann et al. (1978) developed a method for computing compressible three- 

dimensional turbulent subsonic flow in curved ducts, e. g. circular S-bend with 

constant diameter. The flow, was calculated at a Reynolds number of 1x 105 based on 

the duct diamter and an inlet Mach number of 0.1. 

Their main aim was to approximate the governing equations for viscous flow into a 

formulation which can be solved by a forward marching integration procedure in the 

direction of the primary flow. The turbulent flow model was based on the eddy- 

viscosity concept where the eddy-viscosity distribution was described using Prandtl's 

mixing-length hypothesis. The pressure development was approximated by a quasi- 

two-dimensional inviscid formulation. 

The predictions were successful in terms of describing the typical pair of counter- 

rotating vortices in the first bend. However, the method predicted separation near the 

end of the first bend which does not happen in a duct with constant diameter. They 
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suggested that the quasi-two-dimensional inviscid pressure model was not capable of 
determining the highly three-dimensional flow in that region. 

Kunik (1986) developed a computer analysis, called PEPSIG, to compute 

compressible three-dimensional subsonic viscous flow through curved ducts by a 

spatial marching procedure. He applied his numerical method to the S-bend diffuser 

geometry investigated experimentally by Vakili et al. (1985,1987). He approximated 

the Navier-Stokes equations with the assumption that the flow was primarily in the 

direction of the centre line with transverse secondary flow and employed an algebraic 

mixing length turbulence model. 
Compared with the experimental results from Vakili et al. (1985) with identical inlet 

conditions the numerical approach predicted quantitatively (and correctly) the flow 

structure in the duct. However, the region of separation was predicted further 

downstream than the measured location. Kunik suggested that the "flare" 

approximation caused the different downstream location. This approximation was 

used to allow the numerical approach to march through the separation area. Together 

with the prediction of a slightly lower magnitude of total pressure, the prediction of 

transverse velocities also showed a weaker pair of contra-rotating vortices at the duct 

exit. 

In AGARD-AR-270 (1991) three different numerical approaches were used to predict 

the flow in the circular S-bend diffuser RAE2129. The duct had a ratio of exit cross- 

section area to inlet cross-section area of A JA; = 1.4. The exit diameter was De _ 
152.4mm and the inlet diameter was D; = 128.8mm. Two inlet conditions were tested: 

In Case 1 (high mass flow) the Mach number to the S-bend was equal to 0.794 and 

the Reynolds number equal to 1.848x106, based on the inlet diameter D;. In Case 2 

(low mass flow) the Mach number was equal to 0.412 and the Reynolds number equal 
to 1.158x106. 

The first code RANSAC was a three-dimensional, cell centred Finite Volume 

approach with implicit pressure correction for the Reynolds averaged Navier-Stokes 

equations (RANS). Turbulence was modelled using the standard k-E model with a 

wall function near the solid surface. The second code, FLU3M, was an Euler 
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approach with a flow solver based on the explicit central difference scheme proposed 
by Jameson. The third code IKARUS, solved the three-dimensional Navier-Stokes 

equations by using an explicit Finite Volume method with the Runge-Kutta-type time 
integration. This method used the thin-layer approximation and the Baldwin-Lomax 

turbulence model. 
A comparison between experiment and numerical compressible prediction was very 
difficult for Case 1, because the flow from the intake lip along a constant diameter 

part into the S-bend was influenced by shock waves. Thus the flow changed between 

supersonic and subsonic conditions along the duct. 

However the RANSAC code modelled only the S-bend without the intake lip. As a 

result the shock on the cowl was missed thus the inlet flow conditions, i. e. the static 

wall pressures, into the S-bend were different from the real situation. 
The flow in the whole duct device, i. e. including the inlet cowl lip, was predicted by 

the two codes FLU3M and IKARUS. 

The Euler code predicted the static wall pressure drop downstream of the shock on 

the cowl lip to be less than that measured in experiments. That was qualitatively 

correct because the inviscid Euler solution did not predict any separation as a result of 

the shock on the cowl lip. The code IKARUS predicted the static wall pressure 
distribution on the cowl in perfect agreement with the experiment. However, no 

shocks were predicted and so the flow remained supersonic in the constant area duct 

upstream of the S-bend. The region of separation was much smaller than in the 

experiment and the total pressure loss at the engine face was underestimated. 

In Case 2 (low mass flow) the flow situation was simpler because the flow was 

completely subsonic. 

As in Case 1 the Euler code, FLU3M, predicted higher static pressure along the duct 

because of the missing displacement effects of the boundary layer and the neglect of 

the separation bubble. The Navier-Stokes code IKARUS underpredicted the static 

pressure minimum on the intake lip and along into the S-bend up to a location of x/D; 
I. S. Thus the boundary layer thickness was predicted to be larger than that of the 

experimental data. But at the engine face, agreement between the experimental and 

predicted viscous flow thickness was achieved. In the S-bend RANSAC predicted the 

static pressure distribution closely compared with experimental data. 
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The conclusion of the AGARD team was that flow with strong secondary motions 

was sensitive to the onset flow. Thus it seemed to be important that the boundary 

conditions were defined from available experimental data. 
Smith et al. (1992) predicted the flow inside a circular S-bend diffuser, which had the 

geometry and inlet conditions as in the experiment from Vakili et al. (1987). Their 

computer program PARC3D solved the full three-dimensional BANS equations in 

strong conservative form by using the Beam and Warming approximate factorisation 

algorithm. The algebraic stress model from Baldwin and Lomax was used to model 

the turbulent flow. 

The numerical solution predicted the saddle point of separation approximately 0.5D; 

downstream of the experimentally determined location. 

Comparing the experimental data with the numerical total pressure contours there was 

good agreement up to the mid point of the second bend. Further downstream the 

secondary flow developed much more rapidly in the experimental case than that of the 

predictions. At the exit of the duct the numerical approach predicted a region of 

inviscid core flow which was approximately twice as large as the experiment showed. 

Smith et al. (1992) suggested that the boundary layer flow was not appropriately 

solved thus the pair of contra-rotating vortices had less strength than those of the 

experiments. They believed that higher grid solution in the cross-flow direction could 
improve the results and/or a more appropriate turbulence model, like the two equation 

k-c turbulence model with a low Reynolds number model near the wall. 

Smith et al. (1992) concluded that in PNS (Parabolized Navier-Stokes) solvers the 

inflow boundary conditions have to be very accurate for the particular flow situation, 
i. e. they should be provided either by a Full Navier Stokes solver or experimental 

data. 

Anderson et al. (1993) investigated numerically the circular S-bend diffuser M2129 

with the same geometry as the RAE2129 examined by the AGARD-AR-270 (1991). 

A straight pipe with the duct inlet diameter and a length of one diameter was fixed 

upstream of the S-bend inlet. They compared the results of a three-dimensional 
implicit Full Navier-Stokes (FNS) code with the solutions of a three-dimensional 

Reduced Navier Stokes (RNS) analysis. Both predictions were compared with 
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experimental data supplied by the AGARD-AR-270 (1991). Three different inlet 

conditions were investigated with the boundary layer thickness one diameter upstream 

of the first bend corresponding to 0.12D;. The first two throat conditions were 
identical to Case 1 and Case 2 described in AGARD-AR-270 (1991). Case 3 was 

defined with a inlet Mach number of 0.2 and the corresponding Reynolds of 

0.594x 106 based on the duct inlet diameter. 

The RNS code, RNS3D, solved viscous subsonic flows by a spatial marching 

integration procedure using the velocity-decomposition approach of Briley & 

McDonald (1984). The eddy-viscosity formulation was used as the turbulence model. 

The "flare" approximation (see Kunik, 1986) was employed to compute the flow 

through the region of flow separation. 

The FNS analysis, PARC3D (see also Smith et al., 1992), solved the Reynolds 

averaged Navier-Stokes equations (RANS) in strong conservation form. Turbulence 

was modelled by using the algebraic eddy viscosity model from the Baldwin-Lomax 

model which Anderson et al. (1993) improved for the region of reversed flow. In this 

region the inner fluid layer was replaced with the outer layer model up to the solid 

surface. Outside the separation bubble the conventional Baldwin-Lomax model was 

used. 
Both numerical analyses predicted pressure recovery distributions which coincided 

with experimental data, i. e. decreasing pressure recovery with increasing inlet Mach 

numbers. In terms of flow distortion at the engine face only RNS3D reflected the 

experimental results correctly whereas PARC3D overpredicted the magnitude of 

distortion. 

Flow separation, i. e. the region where the pair of contra-rotating vortices lifted off the 

solid surface, was predicted by both codes consistently but much further downstream 

and less strong than experimental data showed. Both numerical approaches indicated 

also separation from M=0.2 whereas experimental oil flow visualisation showed that 

the vortex lift off appeared from a Mach number of 0.3. Anderson et al. (1993) 

suggested that the mixing length turbulence model was unable to predict the correct 
location. 

The most significant difference between the FNS and RNS solutions appeared in the 

axial skin friction distribution along the inside of the duct at Case I (M = 0.794) and 

59 



Case 2 (M = 0.412) upstream of the region of separation, i. e. in the first bend of the 

duct. RNS3D predicted much higher values of skin friction than PARC3D. No 

experimental data was available for comparison. In all three cases an almost constant 

distribution of minimum skin friction occurred in the region of separation. Anderson 

et al. (1993) concluded that the significant difference in skin friction prediction was 

caused by the turbulence models. On one hand the low skin friction flow with an 

adverse pressure gradient was not modelled accurately, and on the other hand the 

flow behaviour near the wall, analysed as vortex lift ofl; was not described in an 

appropriate way. 

May (1997) applied the SAUNA CFD system to the geometry of the M2129 S-bend 

intake diffuser which had the same measurements as the RAE2129 investigated by 

AGARD-AR-270 (1991). The purpose was to test eight different turbulence models 

against experimental data: 

" the zero equation Baldwin-Lomax (BL) model 

" the two equation standard k-c model 1 

" the RNG k-s model } plus standard wall functions 

" the non-linear (cubic) k-c model (NL k-E model) J 

" the two equation standard k-co model 

" the k-cu model with shear stress transport modification (SST k-co model) 

" the non-linear k-co model (NL k-cu model) 

" the non-linear k-co model with shear stress transport modification (NL SST k-(o 

model) 

Two different mass flow rates were used, i. e. high mass flow rate (mfrl) and low 

mass flow rate (mfr2). In both cases the free stream Mach number was equal to 0.21 

and the corresponding Reynolds number, based on the maximum diameter, was equal 

to 8.6x105. 

At high mass flow rate condition (mfrs), downstream just after the first bend along 

the inside of the duct, the NL SST k-w turbulence model provided the closest 

prediction in terms of reversed flow compared to the experimental data. This 

turbulence model included the effects of streamwise curvature. In the following 
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sequence the turbulence models predicted less separation: NL k-cu > k-w > BL > k-c. 

The k-c model did not predict any region of separation. 

Comparing the total pressure distributions at the engine face the BL model predicted 

the closest results to the experimental data. The k-c model underpredicted and the k- 

o models overpredicted the pair of contra-rotating vortices. Thus the location of the 

separation bubble was predicted too far downstream compared to the experimental 
data. 

In terms of the low mass flow (mfr2) all turbulent models failed to predict any 

secondary flow, even though an area of constant axial static pressure was predicted, 

which is usually evidence of separation. All models overpredicted the total pressure 

recovery map compared to the experimental data, i. e. the secondary flow effects were 

underpredicted. As a result May (1997) suggested to 'introduce second moment 

closures especially in the case of low mass flow rate. 

May (1997) concluded for the case of the high mass flow rate that the main reason for 

the failure of predicting the secondary flow of the k-c turbulence models are the 

employed wall functions. He suggested to use instead of the wall functions an 

integration through the viscous sublayer in order to capture the effect of the vortex lift 

off. The k-ca turbulence models which integrated through the viscous sublayer showed 

an appropriate amount of secondary flow. 

In general, all numerical approaches failed to reasonably predict the measured 

magnitude and streamwise location of the region of flow separation. 
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2.3 Vane Vortex Generators (VVGs) 

2.3.1 Experimental Studies 

VVGs were introduced to control the behaviour of the boundary layer in diffusers by 

Taylor (1948). Further investigation into the application of WGs was performed by 

Pearcey (1961). His work covered boundary layer control for aerofoils and wings to 

prevent shock-induced separation. The influence of wing geometry was studied 

experimentally. For the first time different shapes and arrangements of WGs were 

investigated. Brown et al. (1968) achieved uniformity of flow properties in a subsonic 

inlet intake duct diffuser with small, low-aspect-ratio wings (see Figure 2.6), designed 

for a Lockheed aircraft. The geometry of the intake duct diffuser was characterised by 

a rectangular inlet with a smooth transition to a semicircular cross-plane at the engine 

face (see Figure 2.7). Brown et al. (1968) tested several VG configurations, e. g. VGs 

on the ramp surface and on the cowl surface and a second row downstream of the 

first. The first VGs were located at approximately 1/3 of the total length (lx in Figure 

2.7) of the duct. The free stream conditions were adjusted to a Mach number of 2.65. 

Plan view 

Air flow 

Boundary layer b 
thickness, 8 

Side view 

Figure 2.6: Wing VG geometry 
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Figure 2.7: Sketch of half of the intake duct geometry 

The region with the main adverse pressure gradient occurred on the centre body of 

the diffuser. He concluded that high pressure recovery and flow uniformity at the 

engine face was achieved, even though, for practical reasons, the diffuser had to be 

shortened. He also concluded that the design and arrangement of VGs were entirely 

responsible for successful boundary layer control. However, inappropriate design of 

the VG arrays resulted in significant losses in the diffuser performance. 

More recent air intake duct investigations are reported in AGARD-AR-270 (1991) 

where several intake ducts geometries for high speed vehicles were tested. Their 

suggestion agreed with previous findings from Brown et al. (1968) that WGs may be 

usefully employed to control boundary layer separation. Gibb and Anderson (1995) 

designed a model of the RAE2129 S-bend intake duct, which was one of the ducts 

considered in the AGARD-AR-270 (1991) (see Section 2.2.2). They fitted the model 

duct M2129 with rectangular WGs at a location as shown in Figure 1.1. The degree 

of flow distortion on the engine face and the total pressure recovery were used to 

judge performance. Tests with different skew angles were carried out for a Mach 

number range from 0.2 to 0.8. Gibb & Anderson (1995) concluded that WGs 

provided excellent improvements in reducing the engine face distortion and increasing 

total pressure recovery. A significant reduction of unsteadiness in loading of the 

engine was therefore achieved, providing less vibration, and a wider stable flow range 

and a larger flight envelope. 
Wendt and Reichert (1996) investigated non-uniform conditions at the inlet caused by 

the ingestion of trailing vortices. The duct geometry is identical to the experimental 

set up of Wellborn et al. (1992) (see Section 2.2.1). A strong connection is believed 
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to exist between the location of the ingested vortex entry to the S-bend inlet duct and 

the development of the flow field at the engine face. They ingested longitudinal 

vortices at three different cross-stream locations (see Figure 2.8). The vortices were 

generated using a pinwheel. 

Testnase 1 Testcase 2 

i 
i 
i 

Testvase 3 

---- ----- ------- --- 

oil 

Figure 2.8: Positions of the ingested vortex at the entrance face of the duct looking 

downstream 

In the first case the centre of the ingested vortex coincided with the centreline of the 

inlet cross plane. In the second case, the vortex was located near the duct surface 

where strong secondary flows caused boundary layer separation. In the third case the 

vortex was located opposite the location of the second case. Both a bare S-duct and 

an S-duct inlet with VGs were tested. The duct inflow was fully turbulent with an 

inlet Mach number of 0.6 and a Reynolds number, based on the inlet diameter, of 

2.6x106. The boundary layer thickness at the inlet was approximately 4% of the duct 

inlet diameter. Two pairs of tapered-fin VGs (see Figure 2.9), with a blade height of 

the order of the flow field boundary layer thickness were mounted symmetrically on 

the inside of the duct at cp=180° (see Figure 2.8) just before the first bend, i. e. near 

the origin of separation in the bare duct. 
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Figure 2.9: Tapered; fin VG geometry 

In all three cases conclusions were drawn from transverse velocity, total pressure at 
inlet and exit cross-plane and duct surface flow visualisation. The oil flow 

visualisation pattern showed clearly that in all three cases flow separation was 

prevented by employing an array of VGs. Compared to the flow without the ingested 

vortex in Case 1, little effect was observed on the inlet and exit cross-plane total 

pressure contours or on the near-surface flow behaviour. In Case 2 the total pressure 

profiles and the surface flow features differed significantly from the ingestion free 

duct. The symmetrical spiral nodes, which are typical separation streaklines for three 

dimensional boundary layers lost their mirror image and a smaller concentrated region 

of vortical flow occurred on the surface, centred on the inside of the duct at cp = 180°. 

Also in Case 2, the ingested vortex produced a strong transverse flow at the duct exit 

plane. Shed vortices produced by the VG array in Case 2 were enhanced by the 

convective influence of the ingested vortex. In Case 3 no significant difference of the 

measured quantities with and without ingested vortex were observed. 
Reichert and Wendt (1996) reached the conclusion that strong similarities exist 
between the flow field of non-diffusing and diffusing S-ducts at the engine face. In 

both cases at identical inflow conditions, a pair of naturally occurring vortices 
dominate the flow field, but no boundary layer separation exists in the non-diffusing 
S-duct. In the case of the non-diffusing S-duct they referred to the experiment of 
Vakili et al. (1984) who used the same inflow conditions and the same inlet diameter 

as Vakili et al. (1987) (see Section 2.2.1). In the case of the diffusing duct Reichert & 

Wendt (1996) used for their experiment the inflow conditions and the duct geometry 

of the set up of Wellborn et al. (1992). 
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Reichert & Wendt (1996) suggested flow field distortion at the engine face is not a 

result of the boundary layer separation but is dependent on the secondary flow 

produced by streamline curvature. Their objectives were to improve the total pressure 

recovery and the circumferential pressure distribution at the exit of the curved duct by 

employing wishbone (see Figure 2.10) and tapered-fin type VGs. 
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Figure 2.10: Wishbone VG geometry 

They varied the number, orientation, size, lateral spacing and axial location of the 

VGs. Comparing the two types of VGs and the bare duct, both VGs reduced the 

radial distortion and improved total pressure recovery but the tapered-fin VGs 

showed, in general, better performance than the wishbone VG. The tapered-fin VGs 

influenced the secondary motion development by shifting the flow in the boundary 

layer away from the inside of the first bend to suppress the naturally existing pair of 

vortices. Reichert & Wendt concluded that redirecting the flow using VGs seems to 

be much more effective in terms of improving the distortion and the total pressure 

recovery than re-energising the boundary layer. 

Foster et al. (1997) explored the ability of VGs (tapered-fin types) to reduce the 

circumferential total pressure distortion and enhance the total pressure recovery in a 
Rectangular-to-Semiannular Diffuser (see Figure 2.7); i. e., a similar inlet duct 

geometry to that examined by Brown et al. (1968). This type of diffuser is used as the 

subsonic section of a bifurcated supersonic inlet. The location of the rectangular 

66 



portion in the bifurcated inlet is immediately downstream of the normal shock, whilst 

the semiannular end of the diffuser is placed immediately upstream of the compressor 
front face. The inlet flow Mach number is 0.8 and decreases to 0.4 at the engine face. 

On the cowl surface two pairs of co-rotating tapered-fin VGs were mounted. Two 

additional co-rotating pairs were fixed on the ramp surface at either side of the 

centrebody. The locations of the VGs were determined from previous oil-flow 

visualisation with a distance lx = 0.45D ., d, downstream of the inlet face (see Figure 

2.7). Improvements in the circumferential pressure distribution were observed but the 

VG configuration did not enhance the total pressure recovery significantly. 

Between the research of Taylor (1948), Pearcey (1961) and Brown et at. (1968) and 

the most recent from Reichert & Wendt (1996) and Foster (1997), numerous studies 

have been done on investigating the physical phenomena of longitudinal vortices 

produced by VGs on flat plate models. Westphal et al. (1987) analysed in detail, the 

development of a weak single longitudinal vortex interacting with a fully turbulent 

boundary layer in an adverse pressure gradient. The vortex was induced by a half delta 

wing VG (see Figure 2.11) mounted on the flat wall of a boundary layer wind tunnel 

" at an skew angle of 12°. 
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Figure 2.11: Half delta wing VG geometry 

They observed the vortex core growing significantly in the streamwise direction. This 

is known as "vortex breakdown" and it was generated through the effect of the strong 

adverse pressure gradient on the longitudinal vortex at the location of the leading- 

edge of the VGs. If the distance from the vortex centre to the solid tunnel wall 

coincides with the radius of the vortex, then the shape of vorticity and therefore the 
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shape of the vortex itself became flattened or elliptical. The flattening effect is caused 
by the adverse pressure gradient which increases the rate of vortex core growth and 

therefore stronger distortion of the core shape occurs. 
Pauley and Eaton (1988) extended the work of Westphal et al. (1987) to study the 

development of longitudinal vortex pairs in a turbulent boundary layer. They 

conducted experiments with co- and counter-rotating vortices generated with half 

delta wing VGs. They divided the counter-rotating vortices into "common flow 

down" and "common flow up" types to differentiate between the direction of the 

secondary motion toward or away from the wall, respectively. As suggested by 

Westphal et al. (1987), Pauley & Eaton adopted the location and value of maximum 

vorticity to describe the strength and movement of the vortices. 

They found, from vorticity contour plots, that a region of opposite vorticity exists 

below the vortex, similar to findings by Shabaka et al. (1985). Their explanation for 

this secondary vorticity is based on the interaction of the secondary flow and the no- 

slip condition at the wall. The location of the opposite vorticity is on the up-wash side 

of the primary vortex. Even when the secondary vorticity was growing downstream, 

Pauley & Eaton never observed an obvious rollup of a second vortex. The streamwise 

velocity contour plots clearly showed a velocity deficit in the area of the vortex 

centre. Further downstream when the velocity returned to the usual boundary layer 

profile a slight increase of the main vorticity was observed and defined as "a mean 

stretching" of the vortex. They pointed out that the peak vorticity decay describes the 

diffusion speed of vorticity. Integrating the vorticity of the primary vortex is indicative 

of the vortex strength decay rate. Defining positive and negative vorticity enabled 

primary and secondary induced vorticity to be differentiated. The magnitude of 

secondary vorticity strength was found to be 15 - 25% of the amount of circulation in 

the main vortex. Overall the vorticity for skew angles less than 250 was found to be 

weak. 

Pauley & Eaton (1988) tested different VG spacings at various downstream locations. 

An important difference between the two counter-rotating configurations was that the 

Common Flow Down (COFD) pair moved apart during downstream development and 

produced a constantly widening region of boundary layer thinning. The Common 

Flow Up (COFU) vortices have a strong interaction with each other but experience 
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only a minor influence from their image vortices and viscous flow near the wall. 

However, in the COFU case, the vortices were forced together where vortex 
interaction convected them away from the surface. The COFD vortices remain close 

to the wall where the influence of the viscous flow is considerable. As a result an 

elliptical shape of the vortices occurred. The peak vorticity rapidly decayed in the 

COFU case as the vorticity spreads in the vertical direction as a result of the lifting up 

effect. The lifting up effect reduced the magnitude of opposite sign vorticity found in 

the COFD case. The effects of VG spacing influenced the development of the vortices 

for the COFU and COFD cases differently. In the COFD case the thickness of the 

boundary layer between the vortex pair increased with increasing distance. The level 

of interaction in the COFU case was considerable if they were closely spaced but 

when fixed far apart the vortices decayed before they could interact. A single pair of 

co-rotating vortices lost identity and formed a single vortex if the spacing was not 

more than two VG heights. The mechanism of spreading vorticity was observed to be 

similar to the COFD. Based on these results, they found two spacing arrangements, 

one for the COFD and a second for the co-rotating case where the decay of vorticity 

was similar. For an isolated vortex, vorticity with opposite sign compared to the 

primary vortex exists on the up-wash side. The most important influence of secondary 

motion is thickening or thinning of the boundary layer depending on the VG 

configurations. 
Littell and Eaton (1991) focused on the unsteady flow field behind a rapidly movable 

(in pitch) half delta wing VG, which was only partially embedded in the turbulent 

boundary layer. The single VG was fixed on a rotational tab, driven by a Printed 

Circuit Motor, located on the wind tunnel floor. Unsteadiness was caused through a 

rapid change of the skew angle in a range from 0° to -18°. The flow was measured at 

four downstream locations with a crosswire anemometer. They observed that the 

main longitudinal vortex was formed instantaneously when the vane was skewed from 

0° to -18°. A second vortex was evident even though the strength was minimal 

compared to the main vortex. No influence from the secondary vortex on the primary 

vortex was observed. The substantial velocity deficit in the core of the primary vortex 

was substituted with an accelerated core during the relaxation. They determined that 

the downstream convection speed of the main vortex was over 90% of the free stream 
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velocity. The total time of unsteady behaviour, i. e. formation and relaxation of the 

vortex, appeared to be the sum of the actuation time of the VG plus the convection 

time downstream of the VG chord. 
Wendt et al. (1993) extended the experimental work of Pauley & Eaton (1988) to an 

array of four counter-rotating rectangular wing VGs (see Figure 2.6), fixed on a flat 

vertical sputter plate in a subsonic wind tunnel (COFU configuration). The VGs were 

equally spaced at a skew-angle of ±10°. They observed vorticity with opposite sign to 

the main longitudinal vortex system at the wall and underneath the main vortex due to 

the viscous interaction of the substantial spanwise cross flow of the vortex and the 

wall. This vorticity appears to be concentrated in the upwash region of the main 

vortex and increased in the streamwise direction, but no helical movement of the 

vorticity was observed. The position of the vortex core was identical with the peak 

vorticity in the spanwise and vertical directions. To investigate the spacing 
dependency, the characteristics of the vortical flow structure were analysed at two 

downstream cross planes. Their results indicated a strong influence of the VG 

spacing: 

" Large spacing generated widely spaced streamwise vortices (COFU pairs) 

which moved downstream away from the wall and therefore the interaction 

with the boundary layer became less effective. The only mechanism for 

dissipation was the wall non-slip conditions. 

" Small spacing forced the vortices to move downstream near the wall in tight 

arrays interacting strongly with each other. The result was a rapid decay of the 

individual strengths but merging to one single longitudinal vortex provided 

substantial interaction with the boundary layer. 

Wendt and Hingst (1994) investigated the influence of a wishbone VG (see Figure 

2.10) on the flow structure of a fully turbulent boundary layer (see Reichert & Wendt, 

1996). They mounted a single vortex generator on the flat wind tunnel wall with a test 

Mach number of 0.2. A strong counter-rotating pair of vortices were observed at two 

downstream spanwise locations. They determined the vorticity strength and the decay 

by comparing the peak vortictiy at each cross-plane. The strength of the longitudinal 

vortex pair and the rotation sense caused the pair to rapidly convect from the surface. 
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Unlike the other vortex pair systems only one streamwise velocity deficit occurred 

enclosing both vortex cores coincident with the Wishbone VG tip location. 

The ESDU (1994,1995) memorandum is probably the most detailed compendium of 

work on solid VGs, of various wing and vane type geometries, for the control of 

shock-induced flow separation. Research covers a single VG to an array of generators 
in all configurations discussed previously. The physics of longitudinal development of 
induced vortices is described and practical correlations are presented in detail. 

2.3.2 Numerical Studies 

Jones (1955) was one of the first who used an analytical approach to calculate the 

paths of trailing vortices from a system of counter-rotating WGs on a flat plate. He 

compared his results with water tunnel experiments. He emphasised the advantage of 

determining the vortex trajectory numerically instead of setting up lengthy 

experimental programmes. He confirmed the experimentally observed results that 

trailing vortices initially approach the surface of the flat plate down to a certain 

distance from the surface and then start to convect away. According to his 

calculations, the distance to the plane surface was greater than the experimentally 

determined values. In agreement with experiments he concluded that the projection of 

the vortex paths on a plane perpendicular to the stream do not depend on the vortex 

strength. 

More recently Anderson (1991) predicted boundary layer separation in a bare S-bend 

intake duct with the geometry and inlet conditions used by Vakili et al. (1987) (see 

Section 2.2.1). He employed a reduced Navier-Stokes (3D RNS), initial value, space 

marching, code. The turbulence model was based on the eddy viscosity formulation 

employing Prandtl's mixing length model. To model the VGs in the RNS code (Kunik, 

1986) a streäm function-vorticity formulation was introduced for the governing 

equations. The shed vortices were modelled as a source term into the vorticity 

equation. Results showed significant delay of boundary layer separation and a more 

uniform circumferential pressure distribution at the engine face. 

Anderson et al. (1992) demonstrated, with an updated version of the code (RNS3D), 

that it can be used to design a WG system for the inlet duct of the Boeing 727-100 

aircraft series. He pointed out that the major difference between external 
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aerodynamics and inflow problems is the dimensionality of the flow field. In terms of 
inlet ducts the flow field is always three dimensional rather than two-dimensional as it 

can be in the case of some external flows. The longitudinal vortices are not used to 

energise the local boundary layer, but to construct a vorticity pattern which interacts 

with the aerodynamic characteristics of the inlet diffuser. The goal is to achieve a low 

engine face flow distortion over the flight envelope. They showed that engine face 

distortion is a complex function of vortex strength, WG scale, WG arrangement 

and secondary flow field structure. They defined three categories of variables which 
influence a WG performance: (1) the inflow conditions defined by Reynolds number 

and the magnitude of the incoming mass flow, (2) the aerodynamic characteristics, i. e. 

separation is dependent on the duct diameter in the first bend of the S-bend duct; (3) 

the design of the WGs themselves, their arrangement, geometry and location in the 

duct. 

Anderson and Gibb (1992) presented a numerical study using the reduced Navier- 

Stokes code (RNS3D) to define the optimum WG configuration for the RAE2129 

inlet S-duct. The test conditions and the geometry are identical to those applied in 

AGARD-AR-270 (1991). A model of the RAE2129 inlet S-duct, the M2129 (see 

Anderson et al., 1993, see Section 2.2.2), was further examined by Anderson and 

Gibb (1993). Additional to the findings of 1992 it was observed that the scale of the 

WGs (ratio of vane height to boundary layer thickness) varied substantially between 

wind tunnel test and flight conditions. The reason was the difference in magnitude of 

the Reynolds number, which was seven times larger at flight conditions than in the 

wind tunnel test. As a result, the boundary layer thickness was significantly thinner at 

flight conditions than in the wind tunnel test requiring the height of the VG to be 

adjusted for each condition. To manage the flow field distortion at the engine face in 

the most efficient way, an optimum WG configuration was determined which 
depended on the axial centreline distance from the inlet, the skew angle, the number 

of co-rotating WGs and the blade height. Only within a very narrow range of VG 

configurations, close to the optimum installation at flight and wind tunnel test 

conditions, were the scaling of the WGs similar. A preliminary correlation to scale 

the VG blade height for wind tunnel test conditions was suggested. The VG blade 
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height was scaled to the undisturbed boundary layer thickness at the circumferential 

position of approximately 9= 180" (see Figure 2.1). 

Liandrat et al. (1987) investigated numerically the longitudinal vortex interaction with 

the boundary layer on a simple flat plate. They based their numerical simulation on 

experiments of Shabaka et al. (1985). Diffusion in the longitudinal direction was 

neglected and the Navier-Stokes equations parabolised along the main flow direction. 

Employing a forward marching scheme they calculated the interactive effects of the 

streamwise vortices on the turbulent boundary layer. The results obtained with a 

turbulence model based on the Boussinesq hypothesis provided acceptable predictions 

for the single vortex but poor results for a pair of vortices. However, when they 

implemented a simple algebraic diffusion model to integrate the Reynolds stress 

transport equations in the streamwise direction, they achieved much better results for 

the vortex pair effects. Previously Raj and Iversen (1978) suggested that the 

capability of a turbulence model has a significant influence on the merging process of 

the vortices. 

2.4 Air-Jet Vortex Generators (AJVGs) 

2.4.1 Experimental Studies 
Wallis (1952,1960) was the first to employ AJVGs to delay separation of a turbulent 

boundary layer by introducing longitudinal vortices. He installed circular AJVGs on a 

simple aerofoil to issue a cross flow velocity component into the main flow and 

achieved persistent vorticity to delay boundary layer separation. Wallis appreciated 

the great advantage of controlling the flow with negligible drag penalty compared to 

WGs. Further investigation into the application of co-rotating arrays of circular 

AJVGs and Slot Blowing was performed by Pearcey (1961). His work covered 

boundary layer control for aerofoils and wings to prevent shock-induced separation. 

More recently Gibb and Anderson (1995) designed a model of the RAE2129 S-bend 

intake duct. The inflow conditions and the geometry is identical to the RAE2129 S- 

bend investigated in AGARD-AR-270 (1991). They fitted the M2129 duct with an 

array of ten co-rotating circular AJVGs of 1mm diameter at a streamwise location as 

shown in Figure 1.1. The degree of distortion on the engine face and the total 

pressure recovery were used to judge performance. Tests with different pitch and 
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skew angle combinations were carried out over a Mach number range of 0.2 to 0.8. 

The AJVGs were fed from a common annular plenum chamber which was created 

through a second inner wall. Control of the jet velocity was achieved by altering 

conditions in the plenum chamber. Gibb & Anderson (1995) concluded from their 

experiments that AJVGs provided excellent improvement in reducing the engine face 

distortion and enhancing total pressure recovery. Therefore a significant reduction of 

unsteadiness in loading the engine was achieved providing less vibration, a wider 

stable flow range, and larger flight envelope. 
Senseney et al. (1996) examined turbulence and distortion levels for a Short Highly 

Offset Diffuser with a rectangular S-bend shape. This kind of diffuser is used in the 

Boeing 727, Lockheed L-1011, the Northrop B-2, McDonnell Douglas F-18 and 

Lockheed Martin F-22. Experiments were performed on a subscale diffuser with an 

inlet Mach number of 0.6 and an inlet boundary layer thickness of 2.7mm. The inlet 

plane dimension was 24.4mmx l 6.79mm and the exit plane had the size of 

25.4mmx25.4mm thus an exit to inlet area ratio is equal to 1.5. The centreline offset 

was defined to be an indirect measure of duct curvature and was determined to be 

' Dy/Dq = 0.81 (Dq = 28.82mm, is the equivalent diameter of the duct exit). The length 

of the duct was equal to 2.07Dq. The AJVG were located just downstream of the first 

bend on the lower surface of the duct. The jets were arranged in a co-rotating array of 

three circular AJVGs, of 0.6 nun diameter. The jets were skewed of 45° with respect 

to the mean flow and pitched of 25° relative to the lower surface tangent. With a 

blowing mass flow rate of 0.48% of the main flow they achieved an increase of the 

static pressure coefficient of about 50% at the exit plane. The recovery of the total 

averaged engine face pressure increased by about 1.3%, as well as improving the 

isentropic efficiency of the diffuser. Less flow reversal was observed in the region of 

separation thus decreased boundary layer thickness at the engine face, especially close 

to the centreline. A similar improvement was observed for the level of turbulent 

distortion at the diffuser exit. 

Apart from Wallis (1952,1960) and Pearcey (1961) and the recent application to S- 

bend intake ducts from Gibb & Anderson (1995) and Senseney et al. (1996) there are 

only a few publications about AJVG applications. Johnston and Nishi (1990) focused 

their research on a simple flat plate geometry. They explored the effectiveness of 
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AJVGs in controlling turbulent boundary layer separation in a region with large stall. 
A possible application for this work is jet engine compressors where the AJVGs are 

activated via valves if required. The jets, each of 6.35mm diameter, were located at 

seven downstream positions on a smooth flat wall of a low speed wind tunnel. At 

each location an array of six equally spaced AJVGs in the cross-stream direction were 

pitched at 45°. They defined various configurations of co-rotating and counter- 

rotating vortices with skew angles of ±90°. An alternative arrangement was defined 

with a skew angle of 180° of the AJVGs to main the flow direction, i. e. pointing 
directly upstream. The ratio of jet speed to free stream speed was varied between 0 

and 1. Their conclusion was that skewed jets were effective in contrast to jets aligned 

to the main flow. The counter-rotating configuration COFD (see Section 2.3.1, 

Pauley & Eaton) achieved the best results in terms of reducing the large stalled 

regions with a velocity ratio of 0.8 and moved the detachment location downstream. 

In the COFU configuration the change of velocity ratio did not significantly affect the 

detachment location. 

Compton and Johnston (1992) conducted an experimental study on the behaviour of a 

single pitched and skewed AJVG issuing into a two-dimensional turbulent boundary 

layer. The diameter of the jet was 6.35mm and issued from an orifice in a flat 

rectangular surface in a wind tunnel. They fixed the pitch angle to 45°, varied the 

skew angle between 90° and 45° and tested velocity ratios of jet speed to free stream 

velocity from 0.7 to 1.3. At four streamwise locations measured data was used to plot 

three different graphs, i. e. velocity vector plots, streamwise mean velocity ratio 

contours (local velocity] free stream velocity) and vorticity contours. Analysing the 

data they found the maximum secondary velocity was about 7% of the free stream 

velocity. Therefore the vortex was defined as being weak compared to the strength of 

vortices generated by equivalently sized VVGs. However, the structure and the 

velocity deficit contours of the vortex was seen to be quite similar. The decay rate of 

maximum vorticity did not coincide with the exponential shape of that for VVGs. The 

AJVG showed different positions of peak vorticity and core location of the vortex, 

equal to the vortical flow structure of subscale solid VGs. A substantial dependence 

of peak vorticity levels according to the range of skew angles and velocity ratios was 

observed. 
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Selby et al. (1992) used AJVGs to control separation of fully turbulent flow in a low 

speed wind tunnel. The separation model was a two-dimensional 25° ramp mounted 

on the wind tunnel floor with an array of 10 equally spaced AJVGs. The investigation 

focused on varying jet diameter, skew and pitch angle, AJVG speeds and streamwise 

orifice location. They measured the pressure distribution to evaluate the pressure 

coefficient cp. Improvements in the VG performance, in terms of pressure recovery 

and reattachment line location, were achieved as the following conditions were varied. 
(1) Increasing the jet exit velocity by either decreasing the jet orifice diameter or 
increasing the volume flow rate through the air jets. (2) Altering the pitch angle to 

ensure the momentum transfer is closer to the wall. (3) Variation of the jet skew angle 

to increase the strength of the dominant vortex in the pair. (4) Adjusting the upstream 
location of the jets. (5) Changing the air jet array configuration to produce co- as 

opposed to counter-rotating vortices. (6) Employing an array of co-rotating air jets as 

opposed to slot blowing. 

Pearcey et al. (1993) employed inclined AJVGs to suppress shock-induced 

separation. Their model was a full-span half aerofoil mounted on the tunnel wall of a 

transonic wind tunnel. Nine rectangular jets were equally spaced across the span of 

the model with a range of skew angles between 45° to 90° and a range of pitch angles 
between 30° to 45°. The AJVGs were located at 35% of the cord length from the 
leading edge and 5% chord upstream from the point where the shock first occurred. 
The arrays were aligned in a co-rotating sense forcing the vortices as close as possible 

to the surface in the streamwise direction. The main aim of the study was to compare 
the downstream pressure recovery caused by the longitudinal vortex system produced 
by the jets to well established results for VVGs. Comparable improvements in 

performance, in terms of suppression of flow separation, were recorded for both vane 

and air jet VGs. 

2.4.2 Numerical Studies 

Zhang (1993a) conducted a numerical study of a single vortex and co- and contra- 
rotating longitudinal vortices produced by pitched and skewed circular Jets, in a fully 

turbulent boundary layer on a flat plate. The AJVGs were circular orifices with a 
diameter of 6.35mm. He predicted the vortical flow structure using the Finite Volume 
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code CFDS-FLOW3D with both a k-c turbulence model with linear-logarithmic wall 
function and a Reynolds Stress Model. He altered the pitch and skew angle, the 

velocity ratio of the jet to the free stream speed and the spacing. Results were 

validated with experimental data based on vorticity plots at streamwise cross plane 
locations. In the case of the single vortex, Zhang (1993a) found close agreement with 

experiments in terms of a region of opposite secondary vorticity to the primary 

vortex. In his opinion, the interaction between vorticity areas with opposite sign is the 

mechanism which generates the main vortex. From skew angles of 60° to 90°, no 

change of effectiveness was observed. He suggested that high jet velocity ratios do 

not have a significant influence on the formation of the vortex, but the vortex should 

stay within the boundary layer. Contra-rotating vortices were observed to be stronger 

than co-rotating vortices in terms of suppressing boundary layer separation, even if 

contra-rotating vortices tend to lift up from the surface and lose effectiveness in terms 

of separation control. The circulation level of the co-rotating jet arrangements on 

cross-planes was independent of the jet spacing as the individual vortices diffuse faster 

than do the vortices in the alternative configuration. If the AJVG spacing was 
increased in the contra-rotating case the strength of cross plane vorticity decreased. 

However, the individual vortex strength was independent of spacing. 
Zhang (1993b) compared rectangular and circular AJVG performance issuing into a 
fully turbulent flow on a flat plate in terms of vorticity contours and velocity plots on 
downstream cross planes. He employed the same numerical code and turbulence 

models as in his previous study to investigate co- and contra-rotating jet 

configurations. The AJVG spacing for the co- and contra-rotating study was fixed, 

the jet orifice diameter was equal to 10 mm with pitch and skew angles constant at 
30° and 90° respectively. As previously mentioned by Zhang (1993a), the contra- 

rotating vortices produced stronger circulation than in the co-rotating case. However, 

the disadvantage of premature convection of the vortices from the surface, compared 

to the co-rotating arrays, remains an issue. Even if the k-c turbulence model 

overpredicted vorticity strength, in general there was good agreement with both k-E 

and Reynolds Stress Models for the contra-rotating configuration. Zhang could find 

no significant difference in terms of predicting vorticity contours by employing a 

rectangular or a circular jet arrangement. He simulated a 6.35mm diameter circular jet 
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orifice and a 3.56mmx8.9mm rectangularjet. Employing pitch and skew angles of 45° 

and 90° for the co-rotating AJVG arrangement. 
Henry and Pearcey (1994) presented a numerical study of an array of rectangular 
AJVGs with different aspect ratios issuing into the fully turbulent boundary on a flat 

plate. They used the Finite Volume Navier-Stokes code CFDS-FLOW3D with 

standard k-c turbulence model and wall functions. Various combinations of pitch and 

skew angles were used between 60° and 90° for the skew angle and 15° and 90° for 

the pitch angle. The optimum skew angle in terms of enhancing the transverse skin 

friction was found to be at 60° coinciding with previous experimental data of Pearcey 

et al. (1993) and numerical findings of Zhang (1993). Probably the best results in 

terms of skin friction and therefore thinning of the turbulent boundary layer was 

determined at a pitch angle of 30°. Little effect was observed in changing the aspect 

ratio as long as the mass flow rate remained constant. Henry & Pearcey (1994) also 

considered the case of a turbulent boundary layer in an adverse pressure gradient. A 

considerable increase of skin friction near the original point of separation was 

achieved, i. e. an appreciable thinning of the boundary layer, and thus a delay of 

boundary layer separation. 
Akanni and Henry (1995) continued the work of Henry & Pearcey (1994) obtaining 

more detailed results in terms of development mechanism of longitudinal vortices 

produced by a single rectangular air jet, issuing into a fully turbulent flow over a flat 

plate. The numerical model is taken from Henry & Pearcey (1994) but a more 

sophisticated post processing tool was employed. Use of an improved flow 

visualisation package resulted in the discovery of a possible second streamwise vortex 

accompanying the main longitudinal vortex. However, the second vortex dissipated 

rapidly after formation. It was seen to be ingested by the main vortex, i. e. close to the 

air jet orifice, and only the one vortex travelled downstream. 

There are no known results of numerical applications of AJVGs in S-bend intake 

ducts. 
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2.5 Summary and Outstanding Problems 

From experiments discussed in Section 2.2.1 (see also Table 1.1), the flow structure 
inside an S-bend intake duct is reasonably well understood. In the case of a circular S- 

bend (see Figure 2.1) the flow starts as a two-dimensional entry flow but develops a 

three-dimensional character downstream in the form of the typical pair of counter or 

contra-rotating vortices (see Figure 2.12). 

Outside 

Flow II 1ý ViewAA 

Inside 

Figure 2.12: S-bend duct with the typical pair of longitudinal counter-rotating 

vortices 

This pattern of vortices is caused by a combination of slowly moving circumferential 

boundary flow from the outside ((p = 0°) to the inside ((p = 180°) of the duct with the 

fast moving inviscid core flow in streamwise direction. 

The further development of the flow depends on the geometry of the circular duct, i. e. 

whether the duct has a constant diameter or whether it is a diffusing duct with 

gradually increasing cross section area. In the case of a diffusing S-bend the 

combination of curvature and increasing diameter causes an axial adverse, i. e. 

positive, pressure gradient along the inside of the duct combined with the changing 

circumferential pressure field at each axial station. The growing three-dimensional 

boundary layer is slowed down and at a certain streamwise location departs from the 

surface at a saddle point of separation. A three-dimensional separation pattern (see 

Figure 2.13) with this saddle point of separation and additional points of separation 

and a node of reattachment are formed between the first and the second bend along 

the inside of the duct. 
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Figure 2.13: Three-dimensional separation pattern with spiral nodes of separation 

The pattern of oil streaklines proved the presence of these spiral nodes and hence 3D 

separation (see e. g. Wendt & Reichert, 1996). Along the separation region the 

transverse flow is mainly directed towards the outside of the duct. The axial static 

pressure along the outside of the duct has a sinusoidal distribution. The skin friction 

distribution also shows a sinusoidal development but with the opposite sense to that 

of the static pressure. 

The flow in S-bend ducts with constant diameters also has a pair of contra-rotating 

vortices, but without any sign of flow separation of the surface. It is observed that the 

secondary flow was established in the first bend and strengthened after the inflection 

plane towards the exit of the duct (see Bansod & Bradshaw, 1972). As in the 

diffusing duct, the axial static pressure and the skin friction develop along the inside 

and the outside of the duct in a sinusoidal form. 

The secondary flow characteristics change depending on the duct cross-section 

geometry, i. e. circular, rectangular or rectangular to circular. The main difference 

between the secondary flow pattern of a circular and a rectangular duct is that in the 

case of the rectangular duct the secondary flow changes to the opposite direction 
between the first and the second bend. In contrast, the pair of contra-rotating vortices 
in the circular duct keeps the same flow orientation throughout the duct. 
Another factor which influences the secondary flow pattern in rectangular ducts is the 

angle of incidence, if the angle is greater than 10°. With increasing angle of incidence, 

to a maximum of 30°, the pair of contra-rotating vortices disappear and a single 
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strong vortex occurs after the first bend in the lower half of a rectangular duct (see 

Figure 2.4). In this duct, with constant cross-section area, a single vortex is generated 

in the first bend and develops further downstream towards the exit into an S-like 

double vortex pattern. Flow separation appears along the bottom wall after the first 

bend at 20° incidence and above. A further change of secondary flow occurs in an S- 

shaped diffuser with a rectangular inlet and a circular exit at high angles of incidence. 

In this case also a strong clockwise rotating single vortex appears at the first bend. 

However, further downstream towards the exit the rotation sense is kept and a fairly 

concentric strong single vortex is observed at the engine face. 

Guo & Seddon (1983) suggested that the characteristic of the secondary flow is 

depending on five interactive factors. 1) the pressure gradient associated with S- 

bends, 2) the pressure gradient initiated by angle of incidence, 3) the inertia of the 

flow defined by inflow conditions, 4) the appearance of flow separation, and 5) the 

cross-section geometry of the duct. 

Numerous numerical studies, discussed in Section 2.2.2 (see also Table 1.1) were 

attempted to reflect the complex flow situation inside of S-bend ducts. The general 

flow characteristics predicted were fairly close to the experimental data. However, 

concentrating on circular ducts, the main difficulty is to predict the interaction 

between the inviscid core flow and the viscous boundary layer flow, especially after 

the first bend. 

Eisemann et al. (1978) predicted flow separation in the case of an S-duct with 

constant diameter even though it is known from experiments that separation does not 

occur in such a geometry. Presumably, Eisemann et al. predicted the pressure field 

defective Kunik (1986) used an RNS code and predicted a region of separation in a 

diffusing S-bend but it was located further downstream compared with experimental 

data. As a result of the downstream shifted location of separation, the pair of contra- 

rotating vortices was weaker than that of the experiment. Thus the flow distortion at 

the engine face was underpredicted and the pressure recovery overpredicted. 

Studies in AGARD-AR-270 (1991) and Smith et al. (1992) used RANS codes and 

predicted the axial location of the region of separation in diffusing S-bends 

incorrectly. Anderson et al. (1993) compared a slightly modified version of the RANS 
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code from Smith et al. (1992) with the reduced Navier-Stokes code (RNS3D). Again 

both codes calculated the region of separation to be further downstream than found in 

experiments. Additionally, flow separation occurred at lower inflow conditions (i. e. 
from M=0.2) than experiments showed (at M=0.3). 

May (1997) compared eight different turbulence models in terms of secondary flow 

prediction in a diffusing S-bend. Three k-c, four k-w turbulence models and the zero 

equation Baldwin-Lomax model were tested. He used two different inflow conditions, 
i. e. a high and a low mass flow rate. All k-c turbulence models failed to predict any 

separation wall functions employed. The non-linear k-w model which integrated 

through the viscous sublayer (that is without wall function) showed the best results 

compared to experiments at high mass flow rates, even though the separation area 

was again predicted too far downstream. The Baldwin-Lomax model predicted the 

lowest strength of separation. At low mass flow rates no turbulence model was 

capable to capture the vortex lift off phenomenon. 
The above S-bend predictions indicate that all numerical approaches failed to describe 

correctly the measured magnitude and streamwise location of the region of flow 

separation due to attempts to artificially negotiate the separation zone(s). 

The most promising technique to reduce the flow distortion and to increase the 

pressure recovery at the engine face is the instalment of an array of Vortex Generators 

(VGs) just upstream of the saddle point of separation on the inside of the duct (see 

Figure 1.6). The two main groups of VGs are the passive Vane VGs and the active 
Air jet VGs (AJVGs) and were discussed in Sections 2.3 and 2.4 (see also Table 1.2). 

Many experimental and numerical studies of different geometries of VVGs have been 

examined to test the effectiveness of VVGs in ducts and in simplified flat plate 

models. Only a few experimental investigations and no numerical predictions are 
known in terms of AJVGs in S-ducts. In simplified flat plate models the secondary 
flow structure caused by AJVGs was experimentally investigated by only a few 

researchers and even fewer numerical predictions are known. 

VGs in S-bends are employed to produce longitudinal vortices which either destroy 

the pair of contra-rotating vortices or support them. Inhibiting the secondary flow 
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caused by centre line curvature can be achieved by introducing a vortex pattern which 

redirects the flow. This method was used by Anderson et al. (1992) who employed 

the RNS3D code to investigate numerically the benefit of VVGs in an S-bend diffuser. 

Their reduced Navier-Stokes code modelled the VVGs as a stream function-vorticity 

formulation. Thus the vicinity of the VVGs could not be investigated appropriately 

but only the influence of the generated vortices onto the main flow. They used the 

redirecting approach and achieved improvement in terms of flow distortion and 

pressure recovery at the engine face. They concluded that the engine face distortion is 

a complex function of vortex strength, VVG scale and arrangement, and the existing 

secondary flow structure caused by the geometry of the duct and the inflow 

conditions. 

It is not perfectly clear yet which approach is the most effective in terms of a 

minimum of flow distortion and a maximum of pressure recovery. However, most of 

the known research employed the approach of redirecting the flow. 

Gibb & Anderson (1995) designed their VG array experiment based on the redirecting 

theory by generating two sets of co-rotating vortices with opposite rotation sense 

symmetrically with respect to the symmetry line. They examined VVGs and AJVGs 

and achieved both an appreciable reduction of flow distortion and an increase of 

pressure recovery. 

Reichert & Wendt (1996) suggested also the redirecting approach and argued that the 

flow field distortion is not depending mainly on the occurrence of flow separation and 

thus re-energising the boundary layer was not the correct technique. Their conclusion 

may be supported by the fact that in S-bend ducts with constant diameter boundary 

layer separation did not occur but the flow field distortion at the engine face is of a 

similar magnitude than that of a diffusing duct. 

In numerous flat plate model experiments, discussed in Section 2.3.1 (see also Table 

1.2), the development of longitudinal vortices produced by VVGs in interaction with a 

turbulent boundary layer were investigated. VG scale, VG geometry or VG 

configuration all influence the results. The combination of all three factors, the 

application (inflow or outflow) and the free stream conditions define the optimum VG 

configuration for each particular case. 
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Pauley & Eaton (1988) examined in detail the behaviour of co- and counter-rotating 

pairs of vortices generated by different configurations of WGs. Their main 

conclusion was that the correct spacing of WGs is very important because this detail 

decides whether an interaction between the single WGs takes place in terms of 
thinning or thickening the boundary layer height. In any case, AJVGs offer the 

advantage of not causing additional drag. They need to be skewed to produce 

effective secondary flow instead of being aligned to the main flow (see experiments of 
Johnston & Nishi, 1990). Zhang (1993a) and Henry & Pearcey (1994) found in their 

numerical studies using a full Navier-Stokes code, that skew angles above 60° do not 

change appreciably the development of secondary flow. Both employed the k-c model 

and their results were in good agreement with experiments. They suggested also that 

the pitch angle should not exceed 30° if the produced vortices are to remain in the 

boundary layer region while they are travelling in a streamwise direction. Henry & 

Pearcey (1994) concluded that the aspect ratio of the air jet orifice does not alter the 

effect as long as the mass flow rate is being kept constant. 

In general, little research has been undertaken in terms of employing AJVGs in S-bend 

ducts as discussed in Section 2.4. Previous investigations with WGs suggest that 

redirecting the flow in Musing S-bend intake ducts is the most adequate technique to 

reduce the flow field distortion and increase the pressure recovery at the engine face. 

The lack of any studies of AJVGs in S-bends and the difficulty in computing viscous 
flow in S-bend ducts generates the need for a local model which describes the 

complex vortical flow structure in the vicinity of the jet orifice. The approximations 

used in the reduced Navier-Stokes code (RNS3D) preclude it from computing the 

local flow. Our local model can be used to produce the optimum configuration as 
input data to RNS3D. 
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3 Numerical Models and Methods used 
3.1 Introduction 

The term Computational Fluid Dynamics (CFD) describes the study of fluid flow by 

solving numerically the partial differential equations governing the flow. In a defined 

solution domain the governing equations describe the flow field as a continuum and 

therefore at any time or location quantities like the velocity and pressure are 
determinable. Before the equations can be solved numerically the original set of 

equations have to be approximated to discrete points which represent, all together, the 

solution domain as a closed control unit in the form of a numerical grid. It can be 

shown that the resulting algebraic equations describe exactly the flow field if the 

distance between the discrete points reaches the limit of zero. Employing a numerical 

method, like the Finite Volume Method (used in this project), algebraic equations link 

the dependent variables at adjacent grid nodes. Since the governing equations are 

non-linear, an iterative computational procedure is used. The sequence to set up a 
fluid flow problem is shown in the following flow chart: 

Given Fluid Flow Problem 
Mathematical Model 

Governing Equations 

Define the solution domain 

Geometrical Model 

Discretise the solution 
domain via a numerical grid 

Approximate the governing 
equations employing 
numerical methods like Finite 
Volume or Finite Element 
schemes Numerical Model 

Solve the algebraic 
equation system 

Postprocessing 

Figure 3.1: Flow chart of the sequence of CFD 
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Numerous CFD vendors exist supplying both Finite Difference Method (FDM) based 

software and Finite Element Method (FEM) CFD codes. These commercial suppliers 
deliver multi purpose codes which address a wide range of fluid flow simulations. 
Most solve the governing equations in generalised, body fitted coordinates with pre- 

and post-processing modules for grid generation and data analysis, respectively, in the 

same software package. The customer may therefore tackle the problem from grid 

generation to the final graphs, preparation in one package. However, if more complex 

geometries have to be discretised or visualised, additional processing software is also 

commercially available. One very powerful grid generation package with structured 

and unstructured capabilities is ICEM CFD. Specialist packages for post-processing 

of CFD results include the software products, PATRAN, FEMVIEW, UNIRAS, AVS 

and ENSIGHT. 

Examples of CFD programs based on FDM are, CFX 4, FLUENT, PHOENIX, 

STAR-CD, FLOW-3D and CFD-ACE. FEM based codes includes FIDAP, 

FLOTRAN, N3S and NISA/3D-FLUID. A recent comparison of several commercial 

CFD codes has been reported by Freitas (1995) for certain benchmark flows. 

However, clear conclusions could not be made because not all participants calculated 

the complete set of flows. 

CFX 4 is the code used in this project and will be described in detail in a later section. 

CFX 4 was chosen because the Department of Mechanical Engineering and 

Aeronautics of City University has many man-years experience in the use and 

application of this code, and it has been shown to give reasonable results in a variety 

of similar applications (see Henry & Pearcey, 1994 and Akanni & Henry, 1995). 
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3.2 Governing Equations 

There are two different methods used to formulate the fundamental equations. The 

physical principles which apply are conservation of mass, momentum and energy. The 

first approach considers a finite volume fixed in space with the fluid flowing through 

this control volume. This approach is called the "Euler System" and yields 
"conservative equations". The second approach, the "Lagrange system" considers a 
finite mass moving with the main flow. In this case equations in "nonconservative 

form" are obtained. 

The following governing equations were generated using the first approach and hence 

have the form of a partial differential equation with conservative character. 

The continuity equation in conservative form yields: 

I+V. (Pi)=o (3.1) 

where, p- fluid density 

V= velocity vector 

Introducing a general variable 4. (= u, v, w) and a general diffusion coefficient I' the 

general differential momentum equation is: 

o%PO) + 0(P 7 b) = 0(I' 0O) + S4 (3.2) 

The source term SS in x-direction, for example, may be written as: 

Sx =- +Bx +Vx 

where, Bx = body forces 

V= additional viscous forces 

The full derivation of equation (3.2) is given in Appendix A. 
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3.3 Grid Generation Techniques 

3.3.1 Introduction 
After the solution domain has been defined for a given fluid flow problem, it is 

necessary to create a computational grid before any CFD codes, i. e. FDM or FEM 

software can be employed. Before the gridding process of the solution domain can 

start, the spatial coordinates of all solid surfaces, inlet, outlets, symmetry, periodic and 

other geometrical boundary features applying to the problem have to be defined. 

To allow more flexibility in terms of a wider range of problems with complex 

geometries, modern CFD codes use body-fitted grids. As this definition implies, 

certain grid surfaces are coincident with the boundaries of the solution domain. Figure 

3.2 demonstrates that each grid surface from the physical, non-orthogonal and 

curvilinear coordinate system (ý, rl, (p) can be considered to be a surface of constant 

value of the computational domain. 

V 

r 

XZ 
Corner 
node 

Tj AL 
Computational Domain 

F Hill FMý 
1P 

Figure 3.2: Single-block grid 

V 

The price for the flexibility of body-fitted grids is an increase in complexities of the 

governing equations. A so called metric tensor defines the transformation from a 

rectangular Cartesian computational space to the general, non-orthogonal physical 

Physical Domain 

ý ti' 
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coordinate system. The transformation is shown using a two-dimensional example of 

the governing equations. The basic equations in Cartesian coordinates for a two- 

dimensional incompressible flow are: 

Continuity 

+a=0 

x-momentum 

(3.3) 

10 cl, 
puu+pvu=-+, 49 P+, c+Sx (3.4) 

where Sx = fc 
at 10 + 

y-momentum 

1pacuv+p0VV=- + ac+ µ +y (3.5) 

where Sy =p+p 
at 19 

The coordinate transformation to the computational space will be as: 

x=x0,77),. =y(ß, 77) (3.6) 

Therefore the exact differentials for the general parameter 4 are: 

CIO aTCIO 
+l CIO (3.7) 

oar ýc o'ý cäc ärß 
. 

CIO -0' °' °' 0 (3.8) 
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Using the expressions below: 

a1c a IOC äri 
_1i 

äri 
_! 

ac 

ay--J , jai 01 
(3.9) 

where the Jacobi matrix is defined as: 

ac ac 
a(XY)aý ärlac L1dc 
7(T, -q) aö a7 ci a 

Equations (3.7) and (3.8) can be rearranged to: 

63 [öl (-0, a( lyii 
0) (3.10) OY 

0) -- 

-1 lä 0)-ä lan 0J (3.11)1 [- aa n4 

Employing equations (3.10) and (3.11) the continuity equation can be expressed in 

general coordinates as: 

4G, 
+ G2 =0 (3.12) 

where 

G --! 
iu-°xv 

G =& v-ou (3.13) 
' Or a1' Z9 aý 

Following similar arguments the momentum equations in the general coordinate 

system yield: 
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a= 

2+ 
°ý 

2 
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3.3.2 Grid Topologies 

ý_GG +OC51 y=r 
2+ 2 

a 9ý fan gýi Lý ý 

There are essentially three different types of numerical grids: 

" Single block or fully structured grids 

9 Multi-block or block-structured grids 

" Unstructured grids 

Single-Block Grids 

(3.14) 

(3.15) 

The simplest version of a numerical grid is the single-block grid which is shown in 
Figure 3.2. This type of grid is traditionally employed in FDM where the physical 

curved domain is transformed into the rectangular computational solution domain, i. e. 
into a hexahedron shape. But even if the geometry is relatively simple like the elliptic 

cross section, shown in Figure 3.2, it can be seen that the corner grid cells are 

substantially distorted in physical space to the extent that two of their sides are very 

nearly at 180° to each other. As a result of this, it can be shown that the accuracy of 
the solution, particularly the shear stress near the wall will be degraded. 
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Multi-block Grids 

This type of mesh structure could be seen as a further development of the single-block 

grid. If the geometry of the solution domain is complex it becomes necessary to divide 

the domain into several subdomains which are called grid blocks. Each block is a 
hexahedral in computational space, and as the individual blocks have simpler 
boundary geometries the grid generation becomes easier in the individual blocks. 

Referring to Figure 3.3, where a single-block grid was employed to discretise an 

elliptic shape, the great disadvantage of this approach was the significantly distorted 

coiner cells. Using the multi-block approach, the improvement of the grid structure 

and thus the accuracy of the flow field solution, is apparent (see Figure 3.3). 

Specifically there are no distorted corner cells in the multi-block grid. 

5-block grid ingle-block grid 

Figure 3.3: Example of a multi-block and a single-block grid for the same shape 

Multi-block grids are very powerful because they provide a high variety of mesh 

shapes. 

Unstructured Grids 

These grids were traditionally employed in FEM methods. They allow a range of cell 

shapes. Any combinations of triangular, rectangular and curved-sided cells, may be 

used. The main feature, in addition to the arbitrary cell shape, is that the number of 

cells surrounding any one node in the grid is not constant throughout the grid, unlike 

a multi-block structured grid. But there are two negative aspects. First a local 
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coordinate system is required for each grid element. Secondly, information has to be 

stored which define the neighbours of each individual element. As a result, computer 

storage requirements are substantially more than in the case of the multi-block grid 

method. However, there are applications where the high flexibility of arbitrary cell 

shapes is necessary. 

3.3.3 Generation Methods 

There are, in principal, two main methods of grid generation, one is based on 

algebraic expressions, and in the other method, partial differential equations are 

solved. 

Algebraic Method 

The main task is, like in any other grid generation method, to map the physical domain 

(x, y) onto the computational domain (ý, il). The way to solve this problem, in 

general, may be divided into two steps (see Schoenung, 1990: pp. 77-99). First, the 

physical domain boundary (x, y) is mapped onto the computational domain boundary 

(4, il). Secondly an information transfer from the boundary to the interior points is 

achieved by employing an interpolation scheme. 
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Figure 3.4: Boundary transformation 
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Therefore a function F is needed to map the physical boundary (x, y) onto the 

computational boundary (t, ii) (see Figure 3.4) as: 
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112 -4 r(o, i) 
F23 
r4 
r4, r(4, o) 

This function F can be determined with a parameterisation of the boundaries (T2, F23, 

r34, Ta, ) via their arc length (L12, L23, L34, L41) which are calculated from the given 
Cartesian coordinates (x, y) of the physical points Ito IV, so that: 

r12 
r(nj 

where 0:: 9 1SL12 

Through normalising with the arc length L (ý = UL and ri = UL) the required 

parameterisation of the boundaries is derived as: 

F=[ 
x(0,77) 

£12 

y(o, 77) 
Using similar arguments, the mapping functions for all boundaries can be found; i. e., 

F= F(ý, q) =x(ß, 
'1) 

y(ý, 77) 

For more simple boundaries it is often possible to find analytical expressions for the 

mapping function F. 

The second step is to find an appropriate interpolation scheme which ensures 

monotonic information transfer from the boundaries to the interior of the 

computational solution domain. This process is termed `blending'. The transfinite 

interpolation method of Gordon & Hall (1973) is the most popular blending scheme 
for two dimensions. Eriksson (1982) extended this method to three dimensions. The 

scheme of Gordon & Hall (1973) uses two interpolation functions, one for each 
Cartesian coordinate direction (ý, ii). These two functions have to fulfil two 

conditions. First, the start and end point have to be coincident with the boundaries of 
the Cartesian coordinate system, i. e. the value of these two points have to be 0 or 1. 

Secondly, the interpolation functions have to have a monotonic variation between the 

start and the end point. A first order polynomial matches these two conditions and 
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hence is an appropriate interpolation function. Higher-order polynomials may be used 
if more conditions like orthogonality have to be satisfied, e. g. 

" Lagrange-technique 

" Hermite technique 

" Splines 

" Exponential functions 

Finally, the two interpolation functions for the two Cartesian directions have to be 

connected with the boundary mapping functions F to ensure a monotonic information 

transfer into the interior of the solution domain. The "Boolean sum method" is the 

preferred scheme and it allows a multi-directional interpolation from the entire 

boundary into the solution domain. For a detailed description of the algebraic grid 

generation method see Thompson et al. (1985: pp. 279-326). The main advantage of 

the algebraic method is that it does not consume much time and is thus a proper 

interactive generation scheme. A disadvantage is that grid overlapping often occurs, 

but this can be avoided by constraint curves. 

' Partial Differential Method 
In general, partial differential equations (PDE) of second order are employed to 

generate grids but biharmonic fourth-order equations are also used. According to the 

type of equations used, the PDE method, is classified into elliptic, hyperbolic and 

parabolic grid generation methods. One suggestion of the two-dimensional hyperbolic 

scheme is from Steger & Chaussee (1980) and for the three-dimensional case from 

Bridgeman et al. (1982). A combination of parabolic and hyperbolic grid generation 

method is examined by Nakamura & Suzuki (1987). A mixture of elliptic and 

hyperbolic methods is the hybrid scheme described by Spardling et al. (1991). 

However, the most common method is the elliptic grid generation scheme which is 

described briefly below. 

Elliptic grid generation 
Either Laplace- or Poisson-equations are solved in the elliptic generation scheme. Due 

to the smoothing character of Laplace operators this method tends to produce smooth 

grid distributions. This scheme is based on the fact that the Laplace equation describes 
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a body-fitted mesh which coincides with the streamlines and potential lines of a two- 

dimensional irrotational flow. Both the potential and the stream function are solved 

via the Laplace equation. In practice the inverse Laplace equations have to be solved 

because the boundary coordinates are known in the Cartesian (ý, rl) coordinate 

system, i. e. x(1, q) and y(Z , rl). For the two-dimensional case the inverse Laplace 

equations are: 

a82x 2 aZx+ oXo «12y 20j+6 Zy 
2a ýi y ýiZ a2 ,a 40i r 67 

where 
z+z 

a=(, 
*)Z+(0l 2ý 

( 
4017 0ý 

Q=ý + 
-, 

r= J 

C 
j) Al 5? eil 

For a solution of the Laplace equations to exist, the Jacobi matrix must be not equal 

zero in any point in the solution domain so that mesh overlapping is avoided. 

& ac 

J=O #0 

c 

If there is an additional requirement of orthogonality, then the solution of the Laplace 

equations have to have the form of the Cauchy-Riemann-equations for any interior 

point and the boundaries. As a result the coefficient ß becomes zero and the original 

Laplace equations for a two-dimensional case will be simplified to: 

oý oy ß__1L 
ö-aö, ý 0917 aal 

where 

a=I aJ 
= constant 

\Y 

96 



The orthogonality condition is only possible for the two dimensional case (Sorenson, 

1980) and requires mixed boundary conditions, i. e. Dirichlet- and Neumann (gradient) 

boundary conditions. This may result in the grid points on the boundary being shifted 

and an unwanted comer node distribution generated. If only Dirichlet boundary 

conditions are applied the boundary nodes are fixed but orthogonality is not 

guaranteed. One way to improve and control the grid distribution is to add source 
terms to the right hand side of the Laplace equation e. g.: 

2 

+=P(, n), '7+ 
± 

'7=Q( 
, n) 02 &2 2 

In analogy to the original Laplace equations, the source terms have to be inverted and 

solved with the appropriate boundary conditions. Mesh overlapping is avoided if the 

Jacobi matrix is not equal to zero, but there is no explicit control of orthogonality and 

thus the Dirichlet boundary condition is applied in most cases. Shieh (1984) extended 
Sorenson's method (1980) to three dimensions via three source terms. Warsi (1986) 

introduced a differential method, based on Gauss' equations, to smooth the surface 

grid in the three-dimensional case. 
The Poisson equations describe heat transfer and therefore the source terms are 

analogous to heat sinks and sources. The grid lines could be interpreted as isothermals 

and so the heat source terms tend to move the grid lines away from the source 

whereas the sink terms attract the grid lines towards the sink. 
There are also fourth order PDE schemes which solve biharmonic equations and thus 

require boundary conditions on all boundaries, i. e. Dirichlet- and Neumann 

conditions. As a result there is more control of the grid generation process. Sparfis 

(1985) developed the biharmonic method for a two-dimensional case. 

Adaptive Gridding 

In flows where locally high gradients occur, like shocks or flames, the fluid quantities 

change abruptly and the adaptive gridding method is- of great advantage. This grid 
technique redistributes the grid density during the numerical calculation process 
depending on the local flow field. Therefore the grid distribution will be "adapted" to 
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the results of the governing equations. There are essentially two different approaches 

to adaptive meshing. These are the global and the local refinement techniques. Both 

grid generation methods (algebraic and PDE schemes) described before can be 

incorporated into adaptive gridding because all that is required is the recomputing of 
the grid metrics in the flow solver at each adaption cycle. 

" Global refinement 
In the global refinement method the total number of grid points are constant so that a 

shift of nodes towards regions of high gradients results in the grid becoming coarser 
in the rest of the solution domain. The new grid will have the same number of grid 

points but with a different local node concentration. 
Most of the mesh-redistribution methods are based on the variational principle, e. g. 

Warsi & Thompson (1990). Kim & Thompson (1990) suggested a modification to the 

source terms (see Elliptic grid generation) in the elliptic mesh generation method so 

that a grid clustering is produced in areas of high solution gradient or truncation error. 

Minimisation functionals are often employed to construct, simultaneously both the 

various solution-based criteria; e. g. truncation error or gradients, and grid quality 

criteria; e. g. orthogonality or grid smoothness. 

" Local refinement 
This approach changes the local grid concentration, where high gradients occur, via 

additional grid points and does not shift points from the rest of the solution domain to 

the regions of high flow gradients. Therefore no regions of coarser grid distribution 

will be generated in contrast to the global refinement approach. 

Berger & Jameson (1984) and Quirk (1994) suggested a block structured grid 

refinement where regular shaped regions are uniformly refined. In contrast Davis & 

Dannehoffer (1991) and Aftosmis (1993) refined the grid only where it was necessary 

and treated the total final grid as unstructured data. 

The implementation procedure is much easier in the case of Berger & Jameson (1984) 

and Quirk (1994) structured grid approach than in Davis & Dannehoffer (1991) and 
Aftosmis (1993) unstructured grid method. The grid enrichment is more advanced in 

Davis & Dannehoffer (1991) and Aftosmis (1993) suggestion than in Berger & 

Jameson (1984) and Quirk (1994) approach. Recently Dannehoffer (1991) combined 

both approaches. 
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3.4 Discretisation Methods of the Navier-Stokes Equations 

3.4.1 Introduction 

A CFD study is similar to an experimental investigation in that, in both cases, flow 

quantities are determined at discrete points within the domain of interest. However, 

the great advantage of the numerical approach is the high degree of flexibility. If the 

grid is sufficiently fine, so that all flow phenomena are properly captured, any quantity 

at any location in the flow field may be determined. The Navier-Stokes equations are 

valid over laminar, transitional, turbulent and sonic range flows. If an analytical 

solution of the Navier-Stokes equations could be found, it would be applicable to a 

class of flows. However, employing the CFD technique, a particular flow 

configuration has to be considered. As in the experimental case, a single solution for 

one defined flow configuration will be achieved. 
There are several numerical methods to discretise the equations, i. e. to transform the 

Navier-Stokes equations from their original partial differential form into an algebraic 

form. The two main discretisation methods are described below. These are: 

" Finite Volume Method (FVM) 

" Finite Element Method (FEM) 

The preferred approach in aeronautical applications is the FVM method, which is 

described briefly in the following section. The FEM method was originally developed 

for stress analysis in structural systems and is still used. The use of unstructured grids 

allowed mesh clustering of very high density at zones of particular interest. However, 

today this advantage has disappeared because more generalised gridding techniques 

have been developed for the FVM method. 

Throughout this research project the CFD code CFX 4 (AEA Technology) was used. 

This code employs the Finite Volume Method for the discretisation of the Navier- 

Stokes equations and this method will be described briefly below. 
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3.4.2 Finite Volume Method 

The solution domain is divided into a number of non-overlapping control volumes 

with a node point placed at the centre of each control volume (see Figure 3.5). 

Flow 

Y 

x 

Ay" 

Ay, 

0P Ay 

Ox 

Figure 3.5: Control volume in a non-staggered grid with compass notation 

The momentum equations are integrated over each control volume. The required 

integrals are evaluated and the variation of the general parameter 4 (= u, v, w) over a 

cell has to be assumed. A linear variation is usually chosen. 

The result of this procedure is a set of three non-linear and coupled algebraic 

equations for each control volume. Each set contains four unknowns; one for each of 

the three velocity components and one for the pressure. A fourth equation, for the 

pressure, is derived from the continuity equation. The derivation of these equations 

will be discussed in detail in a later section (Pressure-Velocity Correction Method). 

The control-volume formulation satisfies the integral conservation of mass, 

momentum and energy over any group of control volumes and therefore over the 

whole solution domain. The conservation characteristic is independent of the number 

of grid points and thus, even a coarse grid solution provides exact integral balances. 
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The accuracy of a numerical solution depends on minimising two main errors. The 

first is the round-off error and the second the discretisation or truncation error. The 

round-off error is the difference between the numerical solution and the exact 

discretised solution. The discretisation error is the exact discretised result subtracted 

from the analytical solution. The round-off error is a function of the computer 

architecture and hence the code developer has no control of this error, but he/she can 

exert some control on the discretisation error. There are two possibilities available to 

reduce the discretisation error. First the structure and density of the numerical grid 

may be considered. If the grid in all directions could be made infinitely dense, the 

variation of the parameter 4) could be described very accurately. However, the 

computer capacity is finite, thus a compromise between optimum grid density and 

available computing resource has to be found. Therefore the discretisation error can 

be minimised only to a certain extent through grid refinement. If a best possible grid 

has been found, there is a second avenue available to reduce the discretisation error. 

That is, more accurate formulas can be used to approximate the diffusion and 

advection terms in the momentum equations. 

'O(PO)+V(pv 0) = V(r V9S)+So (3.16) 

1 

Advection Diffusion 
terms terms 

Unfortunately the choice of the advection scheme affects not only accuracy but also 

influences convergence. The modeller has often to reach a compromise between 

achievable accuracy and a stable solution. 

In the Finite Volume code, CFX 4, employed for this project, the primitive variables 

are defined at the centre of the control volume. The governing equations are 

integrated over each control volume, i. e. over all control faces. 

J° +Jv(pv 0)"nd4-JO(I'vo)"nd4 =f S4ndV (3.17) 
67 
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In a two-dimensional case the set of equations are: 

f$v(pi O)dcdy =JfV(['V '+ffs, dx'-ffe O>dv y 
T1 

Advection Diffusion 
terms terms 

(3.18) 

In the following section (Advection Term Modelling) various approximation methods 
for the advection terms are described. All of these schemes are called differencing 

methods even if they are not derived from Finite Difference approaches. 

In a simplified one-dimensional (1-D) case with constant Ax, it can be shown that 

approximating the governing equations using Finite Differencing results in the same 

algebraic equation than employing the Finite Volume approach. In the case of aI -D, 
steady flow, the momentum equation may be simplified to; 

a(te )-T=0 
(3.19) 

63C & 

Axw ý Ax, 
104 

Figure 3.6: Control volume with compass notation 

In the Finite Volume approach the first derivative (see Equation 3.19) can be 

approximated; i. e., 

(3.20) 

Using simple averaging of the parameter 0 on the east and on the west face (see 

Figure 3.6); i. e., 

Y'e = 
(Y'P +Y'F)' Y'x =2 

(01 +Y'R) 
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Equation (3.20) becomes 

c1-c5 =Z(os-Y'W) (3.21) 

The second derivative (see Equation 3.19) can be approximated as; i. e., 

w 

j±r! 2tdc 
= rrcýol - (NH) 

w (3.22) 

=r(Ofi-Op - 
OP-0. 

ex ex 

) 

Substituting the approximations for the first and the second derivative into the one- 

dimensional momentum (Equation 3.19) and dividing by Ax, it can be written, 

u -r 
OE -Z0P +ow =o (3.23 2, äx ex2 

Equation (3.23) can also determined by Finite Differencing. Specifically, the first 

derivative of the parameter 0 (see Equation 3.19) at the east node (see Figure 3.6) 

and at the west node, for example, can be expressed in terms of a Taylor series, 

assuming constant grid spacing (Ox = constant). 

zz (ac7 
ýP +\c 

/ 
Ax+J +6 (3.24) 

PPP 

ow =0 -(a) °x+( 
2 

cýc2) 
(6+... 

(3.25) 
PP 

Subtracting Equation (3.24) from Equation (3.25) and rearranging, the finite- 

difference approximation of second-order accuracy is constructed. The remaining 

term on the right side constitute the truncation error (see Equation 3.26); i. e., 

+... Os-Ow=2(&) Ar+2 
63 

P 

OE 
-Y'W 

_ 

a3O 16+... 
(3.26) 

-5c) 2Ax '3 PP 
11 

Truncation error 

2ý 
W +O(&)2 (3.27) Cc 

OE 

P 
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The second derivative of the parameter 4 (see Equation 3.19) can be obtained by 

summing the Taylor series expansions equation (3.24) and (3.25); i. e., 

l 
os +ow =20p +0) äX2 +rI 

t94 
ý) 4 

+... 
P`P 12 

Of 

ýz 
-20p 0Z 

+... (3.28) 
a 

PP 12 

Truncation error 

Ca20) _ 

OE 
-20P +ow 

+o(ýCZ) (3.29) 

cý2 exZ P 

Approximating the 1-D governing equations (3.19) using the Taylor series 

expressions (Equations 3.27 and 3.28) for the first and second derivatives yields; 

Iu (OS 
-0W) 

-r 

OE 
-20 p 

+Y'w 

=0 (3.30) 
Ze& äX2 

Comparing the algebraic equation (3.30), derived using central differencing via Taylor 

series expansion, and employing the Finite Volume approach (see Equation 3.23), 

yield the same approximation for the first and second derivatives of equation (3.19). 

Both approximations are second order accurate; i. e., the truncation or discretisation 

error is of second-order in Ax. 

We showed for a simplified one-dimensional case, that the Finite Volume approach 

yields exactly the same algebraic approximations as Finite Differencing. The two- 

dimensional governing equations (3.18) may then be approximated as follows 

overleaf. The diffusion terms may be discretised as: 
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ff ocrvq)cMy = ff (r ý+ 
n 

f[ *Y+ Jr ckc 
s= 

[FA 

Js 

- 

LrJ 

+r dr -r dx 
nýs 

(OE 
-OP)AY 

(OP 
-ow)DY 

sw 

(c5 -cS)& +eY (6N 
-OP)x- 

AY, Ay. 

(3.31) 

The advection terms from equation (3.18) are discretised, using central differencing, 

for example, more advanced discretisation schemes are discussed later (see Section 

Advection Term Modelling). 

llo(, o v o= J1 jcuo)+ýcpvo) th* 

J[puo]wdy + f[pvo] ilx 
= (put0, 

-pu. 
0. )4Y+lpn0. pv, MAX 

PU. 

(OE2Op)eY-puw (OW2OP)eY 

+lovn 
(ON2Y'P)Lx_pva 

(OS 2OP)AX 

(3.32) 

Substituting the diffusion and advection terms in equation (3.18) by the discretised 

algebraic expressions gives, 

OPCI Pu. DY+DAY-2 Pu. Ay+D. Ay+2 pv. Ax+D�Ax- pv, dx+D, Ax) 

(2 
AY) + Ow 

(2 
AY) 

+¢N( -I pv�dr+D�dY)+ctS(I pv, Ax+D, Ox)+b 
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where 

rrr Df Ae, 

Dd 
=e 

YK Y, 

The discretised equation in two dimensions can be written as: 

a, 
O, = aEOE +a, O +aNON +asos +b (3.33) 

where 

aE = 
(D, 

-2 pie) 4v, aw = 
(D,, 

+2 prow, Ay , aN = 
(D� 

-2 PV. AX 

us = D. +2 PV: ) Ax 

and it can be shown, by invoking continuity, that 
ap =aE+aW+a,, +a5 

The coefficient b of equation (3.33) is the discrete version of the source term S4; i. e., 

b=S rAy 

SI, +B+Yx-'O(po) 

S�=- +By+Vy-°ý 

The source term can be linearised following Patankar's suggestion (Patankar, 1980: 

pp. 35-36) as SS = Sc +Spgp and ap is substituted by ap -Sp. 

The quantity Sp has to be negative, and its inclusion in ap enhances the diagonal 

dominance of the solution matrix. 

The resulting set of algebraic equations (3.33) are solved using iterative methods. The 

calculation process is stopped when some preset convergence criterion has been 

reached. No CFD codes employ point solvers, e. g. Gaussian Elimination, due to slow 

convergence. Many CFD codes employ block iterative solvers to enhance the 

convergence, for example, line-by-line Gauss-Seidel, ADI (Alternating-direction- 

implicit technique) or Stone's method. For stability reasons transient flows are usually 
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solved using implicit methods such as the Backward Euler scheme. The two-step 
Crank-Nicolsen scheme is also used. 

Advection Term Modelling 
In the following, various advection models will be discussed. These are generally 
known as Differencing schemes even though they are derived using the Finite Volume 

technique. However, it was shown in the previous section that the FVM approach and 

the Finite Differencing scheme can yield identical algebraic approximations of the 

governing equations, under certain circumstances. Therefore it is valid to call these 

approximations Differencing schemes. 

Central differencing (CDS) 

The central differencing method is probably the most obvious scheme to discretise the 

advection terms because the value of 4w, at the west cell face (see Figure 3.5) is 

approximated from the mean value of the surrounding central node variables, 4w and 

4; i. e., 

0w=2(Ow+cs) (3.34) 

This scheme is second-order accurate but it is not stable if Rey > 2. The cell Reynolds 

number Rey is defined as: 

Rec = 
u&x 

ac 
Convection 

with: v= 
v Diffusion p 

Upwind differencing (UDS) 

The quantity on the west cell face (see Figure 3.5) is set equal to either 4)w or 4, 

depending on the local flow direction; i. e., 

10" if u�, >0 0'" = Op, ifuw <0 
(3.35) 

The upwind method is first-order accurate and is the simplest in a series of other 

upwind schemes. This scheme is unconditionally stable but it can introduce significant 

artificial viscosity which tends to "smear" the solution. This method was first 
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introduced by Courant et al. (1952) and reintroduced by Gentry et al. (1966) and 

Runchal & Wolfstein (1969). 

In CFX 4 seven different advection schemes are available. The Hybrid unconditionally 

stable method (Spalding, 1972) is employed by default. This scheme operates between 

second-order central differencing and first-order upwind differencing depending on 

the cell Reynolds number; i. e., 

Hybrid dit%rencing (HDS): 

If I Rec I ý! 2 ' Convection is dominant and diffusion is ignored 

= Upwind differencing (UDS) 

If I Rec I <2 = Convection and diffusion are of equal importance 

= Central differencing (CDS) 

Higher order upwind differencing (HUW) 

The second upwind scheme is the HUW method which extrapolates to the face from 

two nodal points further upstream from the west cell face (see Figure 3.5). It was 

found to be fairly robust (see CFX 4 Manual, 1995). 

3Ow+2Oww, ifuw >0 
0. 

J2 

3 
(3.36) 

3OP+1 OE, ifuw, <0 
22 

Quadratic upwind differencing (QUICK) 

This approximation method from Leonard (1979) is third-order accurate. 
3op+3OW 

8Owwp 
ifUx >0 

0. =. 
84 (3.37) 
3Ow+3 op -IOE Ilfux, <0 
848 

Through the additional interpolation from the nodal point, i. e. 4, downstream located 

from the west cell face (see Figure 3.5), the method tends to be slightly unstable. 
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CCCT 

In fully turbulent flow higher-order upwind schemes, especially the third-order Quick- 

method, tend to overshoot, and the results obtain a non-physical character such as a 

negative turbulent kinetic energy. To prevent this effect the CCCT-scheme is 

approximated as follows: 

g-a)OP+ý3+2a10, 
- 

8+a)0 
, 

ifuw>0 
( 

0. =`/ (3.38) 

(8-a)Ow+(4+2a)Or -(8+a)OE., ifuw <0 

The factor a is a function of the curvature of the quantity 0. For more details see 
Alderton & Wilkes (1988). 

CONDIF 

Another suggestion from Alderton & Wilkes (1988) is the CONDIF-method which is 

a combination of a modified CDS and upwind differencing. Employing CDS they try 

to achieve a dominant diagonal solution matrix and to avoid non-physical overshoots 

by employing the upwind-scheme. 

Pressure-Velocity Correction Methods 
The Navier-Stokes equations do not contain an explicit equation for pressure. 

Continuity is, in general, not satisfied and therefore the pressure and velocities are not 

correctly determined. One strategy was the development of the Poisson equation from 

the governing equations. However, the solution of this particular equation caused 

major problems. The main reason is the requirement of the Neumann boundary 

condition, i. e. pressure gradients normal to the boundary have to be set. It was 

observed that mass conservation was quite difficult to achieve (Roache, 1972: pp. 
180-185) resulting in a drift in the solution process. This was not a major concern 

while computers were less powerful and most calculations were two-dimensional. For 

two-dimensional problems the pressure could be eliminated using the so called 
'stream-function vorticity' formulation of the governing equations (see Runchal & 

Wolfstein, 1969). However, the procedure cannot be extended to three-dimensional 

problems. Patankar & Spalding (1972) introduced the pressure correction scheme 
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SIMPLE (Semi-Implicit Method for Pressure Linked Equations). This scheme solved 

the pressure solution problem and has become the basis for most Finite Volume 

solution procedures. 
In the pressure correction procedure an initial guess for the pressure field, (e. g. p* is 

set to zero) has to be given. As a result approximate values of the velocity 

components (u*, v*, w*) will be achieved. These will not, in general satisfy the 

continuity equation. Therefore correction velocity components (u', V. w') have to be 

calculated. 

For example, the discretised equations in a one dimensional steady flow case (see 

Figure 3.6) may be written as; 

CI pu,. =a, " z4 +a, u; +p (P. 
-P») (3.39) 

The corrections also satisfy the above correlation; i. e., 

aPÜP = acuE +awu ,+- 
(p. 

- pw) (3.40) 

The correction velocity components are approximated by dropping the neighbour 

coefficient terms (afiufi +a, uW ý), because they are unknown. In one dimension, the 

velocity correction becomes, 

(P 
-Pw) (3.41) uP = 

pap 

Integrating the continuity equation in the one-dimensional case yields; 

u, - uw =0 (3.42) 

Substituting the velocities on the west and east face with the correlations, 

u, = u, * + u, uw = u, V + uw (3.43) 

1 
where, U, =- 

(PE (PE 
- PP ' 

1 
_1 = 

1 1 
+ 

pa: f 2 aP as 

1 ýPP 
-Pwý, uw = 

1 
' _1 

1 ( 1 
+ 

paw a. 2 ap aw 
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and rearranging the continuity equation (3.42) the pressure correction equation is 
derived and the first corrected value for p' can be determined; i. e., 

aP '=a; PE +awpw +b' (3.44) 

where, aE = 
1ý 

, aP = 
1ý 

, 
bp = u: -uw, ap = aP +aW 

! mss Paw 

With the first corrected pressure value p' the first corrected values for the velocity 

component u' using equation (3.41) and similar arguments for v' and w' can be 

calculated. The quantity u will be updated by using equation (3.43) and similar 

arguments for v and w, and p via equation (3.45). 

P. = P. +P. P,, = p,,, +P, V 
(3.45) 

If continuity is not satisfied, i. e. the solution is not converged, set u* = u, v* = v, w* 

=w and p* =p and the correction procedure has to be restarted. 

The SIMPLE solution procedure may be outlined as follows: 

1. ) Guess initial pressure field (p*) 

2. ) Calculate approximate values of the velocity component u* (see Equation 

3.39), and v* and w*. These will not, in general, satisfy the continuity 

equation. 
3) Substituting the velocities in the continuity equation (3.42) with the 

correlations, 
Iu 

= u' +u' v= v' +v' w= w' +w' to achieve the pressure 

correction equation similar to equation (3.44). 

4) 

5) 

6) 

7) 

Calculate the corrected value for p' (see Equation 3.44). 

Calculate the corrected values for the velocity component u' using equation 

(3.41) and similar equations for v' and w'.. 

Update the quantities u, v, w and p. 

If the solution is not converged, set u* = u, v* = v, w* =w and p* =p and 

return to step 2). 
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Checkerboarding 

The main disadvantage of SIMPLE was that the original version required staggered 

grids to prevent the numerical instability known as "checkerboarding", i. e. a highly 

nonuniform pressure and velocity field. Considering the one-dimensional grid below, 

Control Volume 

Wý .P! 

Figure 3.7: One-dimensional grid 

The approximation (Equation 3.46) for the pressure means the momentum equation 

for point P does not contain the pressure at point P; i. e., 

dr= PW+PP 
_PP+PE 

PW - PE (3.46) ja PW-Pe 
222 

W 

The result is that a highly non-uniform pressure field would appear uniform in the 

momentum equation. 

ep=0 

100 500 100 500 100 500 

ep=0 

Figure 3.8: Checkerboarding effect on a non-staggered grid 

If ue and uw (see Equation 3.43) are calculated by using simple averaging, the 

numerical instability known as 'checkerboarding' (see Figure 3.8) occurs. Spalding 

(1972) avoided this problem by introducing staggered grids. In three-dimensional 
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complex flow situations it becomes difficult to discretise the solution domain with a 

Cartesian grid structure. Therefore, most multi purpose CFD codes use a body-fitted 

grid. As a result of the curved grid structure, the use of staggered grids becomes 

difficult. In order to use the standard primitive variable algorithms like SIMPLE, 

SIMPLEC and PISO with a non-staggered grid, Rhie & Chow (1983) developed an 

algorithm to determine the velocity components on the cell faces from the pressure 

and velocity values in the cell centre. 

The approximate nature of the pressure-correction velocity formula (see Equation 

3.41) results in rather slow convergence. To avoid divergence u*, v*, w* and p* are 

underrelaxed, i. e. the dicretised momentum equation (3.33) becomes, 

ap p= (1-a)qp +a((a, hO, b +b) (3.47) 

where, O<a<1 

and 

p= pý +ýlip' (3.48) 

where, 0<ß<1 

This further stabilizes convergence. 

Various improvements on the original SIMPLE method have been developed, e. g. 

SIMPLEST Spalding (1980), SIMPLER (R=Revised) Patankar (1981) and 

SIMPLEC scheme (C = Consistent) Van Doormool & Raithby (1984). 

The SIMPLEC scheme introduced by van Doormaal & Raithby (1984) has the same 

correction procedure as SIMPLE but without dropping the neighbouring coefficient 

terms (see Equations 3.39 and 3.40), which account for the combined influence of 

convection and diffusion. No under-relaxation is therefore required for the pressure 

and the method has yielded quicker convergence. 

The final pressure-correction scheme to be mentioned is the PISO (Pressure-Implicit 

with Splitting of Operators), which was introduced in 1985 by Issa. The first step is 

identical to the SIMPLE method but a second pressure correction equation is 

introduced. This second pressure correction equation accounts for the velocity 

correction at the neighbouring cells. The method is similar to the SIMPLER scheme. 
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3.4.3 Numerical Implementation of the Boundary Conditions 

Boundaries of the solution domain are described as either inlets, outlets, pressure 
boundaries, symmetry planes, periodic planes or solid walls. In general, two types of 

boundary conditions may be defined; (1) the Dirichlet condition, which is a 

specification of the dependent variables (u, v, w, p) along the boundary, (2) the 

Neumann condition, which specifies the derivatives (e. g. äu/äx) of the dependent 

variables. 

Solution Domain Inlet Boundary 

At an inlet, profiles of the variables are described. For example, the streamwise 

velocity profile U in y-direction may be given by Prandtl's 1/7-th power law (see 

Section 3.7). Often the cross stream velocities V and W are set to zero. 

The turbulent main flow inlet kinetic energy may be defined using the experimental 

finding that, the ratio of the Reynolds stress to kinetic energy is constant over most of 

the boundary layer (see Section 3.7). 

Assuming a state of local equilibrium for non-buoyant shear layers, the production is 

equal to the dissipation rate of turbulence thus the dissipation rate may be defined as 

shown in Section 3.7. 

Outlet Boundary 

Mass flow boundaries are defined on the outlet. Neumann boundary conditions are 

imposed on any kind of transported variables, like velocity, turbulent kinetic energy 

and dissipation. If the flow is fully developed a zero streamwise gradient condition 

(öý/äx = 0) is valid. 

Pressure Boundary 

In the case of incompressible flow the pressure is set to a constant value, e. g. the 

pressure is set to zero. 
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Symmetry Boundary 

The velocity normal to a symmetry plane is equal to zero. The gradients of all other 

quantities normal to the symmetry plane are equal to zero. 

Periodic Boundary 

Periodicity ensures that all variables have identical values at both sides of the solution 
domain. This condition cannot be applied to the pressure in the main-flow direction. 

Solid Wall 
The non-slip boundary condition is valid for the velocity in laminar and turbulent flow. 

In turbulent flow wall functions (see Chapter 3.5) are employed to determine velocity 

parallel to the wall. 
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3.5 Turbulence Modelling 

Introduction 

Turbulence is probably the most difficult flow phenomenon to describe because of its 

chaotic structure which is neither constant in time nor space. As a result, it requires 

sophisticated techniques to achieve predicted and experimental data. 

Hinze (1959: pp. 1-3) defined turbulence as an irregular fluid motion in which all 

quantities vary in time and space randomly so that these parameters could be 

statistically averaged. Taylor and von Karman differentiated between "wall 

turbulence" and "free turbulence" by defining turbulence due to friction at fixed walls 

or by the flow of fluid layers with different velocities. In real viscous fluids a 

conversion from kinetic energy into heat will take place, i. e. dissipative effects are 

active and the motion will decay if there is no continuous source of energy. Viscosity 

could change turbulent flow to a state of homogeneity so that the turbulence has 

quantitatively the same structure in all parts of the fluid field. A perfect disorder in 

terms of no preference for any direction of the statistical features is known as 

"isotropic turbulence". No average shear stress can occur and, consequently, no 

gradient of the mean velocity. Otherwise the flow condition is called "shear flow 

turbulence" or "nonisotropic or anisotropic turbulence". 

Rodi (1980: pp. 9-10) described turbulence as an eddying motion, mainly at high 

Reynolds numbers with a wide spectrum of eddy or vortex sizes with various 

fluctuation frequencies. The main character of the flow is rotation and the vorticity 

vectors of the vortex elements are aligned and highly unsteady. He differentiates 

between large and small eddies which have low and high frequency fluctuations, 

respectively. In the case of large eddies the size is of the same magnitude as the flow 

domain. In contrast very small eddies are determined by viscous forces and the 

spectrum between the smallest and the largest eddies grow with increasing Reynolds 

number. The large eddies transport most of the momentum and heat. The turbulent 

correlations uu j and uV, which are of a similar scale as the mean flow, have to be 

approximated with a turbulence model. The large eddies extract kinetic energy from 

the mean flow to support the large vortical motion. The large vortices stretch each 

other into smaller ones and so on until the viscous forces dissipate the final eddies 

because their energy is too low. This process is known as the "energy cascade". The 
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larger the Reynolds number the smaller the effect of viscosity and the smaller the 

dissipative eddies compared to the largest eddy motions. If buoyancy is a flow 

characteristic, potential energy from the mean flow will be exchanged with turbulent 

kinetic energy in both directions. The large scale eddies determine the interaction and 

are therefore dependent on the boundary conditions. If the small eddies are isotropic 

and the large scale motions are not, this condition is defined as being "local isotropy". 

This occurs when the Reynolds number is high enough so that the spectrum between 

the largest and the smallest eddies is large. 

One of the pioneers to approach a theoretical turbulence correlation was Boussinesq, 

in 1877. He interpreted turbulence as an increase of viscosity and defined the well 

known "Eddy Viscosity Concept". A more advanced model, called the "Mixing- 

Length Hypothesis", was developed by Prandtl in 1925. This was the first approach 

describing the distribution of the eddy viscosity. Prandtl also introduced, in 1942, the 

"Free-Shear-Layer Turbulence Model" which was popular because of its simplicity 

and the fact that it predicts reasonable results for fully developed flows. All the 

mathematical approaches mentioned above were unable to describe the transport of 

turbulence and relied instead on empirical constants. In the seventies when computers 

of sufficient power were available for the first time, more advanced turbulence models 

were developed. Two different concepts to determine the transport of turbulence 

were introduced. The first "One-Equation Model" was based on the eddy-viscosity 

concept whilst the second was introduced by Bradshaw et al. (1967). The concept of 

Bradshaw et al. (1967) is not based on the eddy-viscosity model, but solves a 

transport equation for the Reynolds stresses by converting the exact turbulent kinetic 

energy equation. Both employed empirical functions to describe the length scale of 

turbulent vortical flow structures. As a further step to predicting turbulence more 

accurately the "Two-Equation Models" were developed to calculate the distribution 

of the length scale in addition to the turbulent kinetic energy. The isotropic and 

nonisotropic k-c turbulence models are, for example, well known Two Equation 

Models. In order to deal with more complex and turbulence driven flows the 

"Turbulent Stress Models" or "Second Order Closure Schemes" were developed. 

Transport equations for the individual Reynolds stresses u, uj were derived. The 

region near a solid surface is characterised by the viscous sublayer. Across this layer 
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the mean velocity and turbulence properties experience substantial gradients. While it 

is possible to employ closures to solve up to the wall, it was found that the mean 

velocity and the turbulent properties could be described adequately for certain flows 

with "Wall Functions", based on the well established Log layer velocity profile. 

There are two extreme methods to tackle turbulent flow numerically; (1) the Direct 

Numerical Simulation (DNS) is probably the most accurate and sensitive way to 

predict turbulent flow structure. (2) the Reynolds averaged Navier-Stokes equations 

method (BANS), which requires the use of turbulence models for the fluctuating 

quantities. 

The problem is that DNS is still restricted to very simple flow problems and relatively 

low Reynolds numbers because the unsteady Navier-Stokes equation have to be 

solved for every particular perturbation in the flow. This means huge hardware 

facilities are required. One fairly recent application is to use DNS as a numerical 

experiment to achieve preliminary results for a simplified flow model and to feed this 

data into alternative turbulence calculation methods which are more capable of 

tackling bigger problems but with less accuracy. 

All the constants in RANS approximations are derived empirically from experiments. 

Therefore, the constants only apply to experiments for which they have been 

validated. 

Large Eddy Simulation (LES) is a method coupling the two mentioned above. The 

large energy transferring scales or eddies are simulated directly as in DNS but the 

subgrid small scales which are not so important in terms of turbulent energy transfer 

are predicted via turbulence models. The following flow chart (see Figures 3.9), 

shows the available solution techniques, along with the relative cost of employing 

each technique. 

The remaining approaches are all based on the RANS-equations. 

" One point closures: These are methods based directly on modelling the Reynolds 

stress pu uj in the RANS-equations. A wide variety of such methods exists (e. g. 

Laurence, 1997). 

" Integral methods: The RAMS equations have to be integrated over one or more 

of the independent variables. As a result more terms will be produced and need to 

be modelled. 
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" Correlations: One example is the correlation for the friction factor as a function 

of Reynolds numbers and relative roughness. Others are available in handbooks. 

Approaches to predicting turbulent flow 

Simulation 
(DNS) 

Large Eddy Reynolds Averaged Navier-Stokes Equations 
Simulation (RANS) 

(LES) 

"" Subgrid 2- or 3-dimensional 
always modelling 

3-dimensional 

One point Integral Correia. 
closures methods 

are used 
to get 

The cost drops but the applicability for a single model decreases! 

Figure 3.9: Turbulent flow approaches 
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Two-Equation Models 

In terms of large eddies the characteristic length scale is L. This length scale is 

involved in the energy transfer processes as the turbulent kinetic energy k. It for 

example, large eddies were generated by a grid and are convected in the streamwise 
direction their size at any downstream position would depend on their initial 

magnitude. Another quantity, the dissipation c, influences the characteristic length 

scale L of large eddies by destroying low energy containing small eddies and therefore 

the average eddy size will become relatively larger. The opposite result to that of 
dissipation produces the vortex stretching phenomenon, i. e. the eddy size will be 

reduced through the energy cascade. 
One has to find a solution method which combines all turbulent energy transferring 

processes. The transport equation for the characteristic length L, in addition to the 

turbulent kinetic k-equation, seems to be the right tool to express the energy balance. 

These two transport equations define the two equation turbulence model and account 
for the velocity and the length scale distribution. Even in relatively complex flow 

structures like recirculation or shear flows the two equation model delivers promising 

results. It is the simplest method to approach a solution if empirical constants do not 

represent a satisfying distribution of the length scale L. 

Length scale equation 
In the length scale equation the dependent variable does not necessarily have to be the 

length scale L itself. A combination of any kind of the two scales, the 

turbulent kinetic energy k and the length scale L represent a sufficient base. The 

kinetic energy distribution is determined by the k-equation (see Rodi, 1980: pp. 26- 

29). The following equations have been proposed: 

k 3/2 

"s oc L 
from Chou (1945), Davidov (1961), 

Jones & Launder (1972) 

0 kL Rotta (1968) proposed an equation for kL 

" 
ýZ Kolmogorov (1968) suggested an equation for the 

frequency 
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"k Saffinan (1970) and Spalding (1971) proposed an L 
equation for the turbulence vorticity 

"w =k Wilcox (1988) suggested to model the reciprocal 

turbulent time scale 

Some of the length scale equations were derived at first exactly by using the Navier- 

Stokes equations and afterwards simplified with model assumptions. In contrast there 

were others who determined them heuristically. A general result (Rodi, 1980: pp. 26- 

29) for non-buoyant flows is: 

07 Uf 
a +cs, 

kP-csZZ 
L 
%Fk +S (3.49) 

ffsf 

At I. 
rate of convection diffusion production destruction 
change 

where: a., cz1, and c, 2 = empirical constants 
P production of kinetic energy 
S secondary source term which differs according to the 

choice of Z and is mainly important near walls 

Except for the source term, S, the main difference between the k-equation and the Z- 

equation above rests with the diffusion term. Rodi (1980: pp. 26-29) emphasised that 

no important difference in free flows could be observed with several Z-equations 

except near the wall. In this region it was observed that for a gradient assumption for 

diffusion the single constant Z=c provided the best results. The c-equation does not 

need a secondary source term, S, near the wall and that was the main reason to 

choose the e-equation instead of any other length scale equations. 

The k -F. Model 

At high Reynolds numbers the turbulence is locally isotropic and the rate of 
dissipation c is equal to the molecular kinematic viscosity multiplied by the fluctuating 

z 
vorticity (a,, / cc f) (see Rodi, 1980: pp. 26-29). Tennekes & Lumley (1972: pp. 59- 

64) showed an exact derivation of the transport equation for the fluctuating vorticity 

and thus the dissipation from the Navier-Stokes equations. In order to solve the 
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derived transport equation for the dissipation c the complicated correlations were 

substituted with model assumptions. There are terms representing the rate of change, 

convection, diffusion and generation of vorticity as a result of vortex stretching. This 

vortex stretching is also connected with the energy cascade and therefore with viscous 
destruction of vorticity. In the case of a locally non isotropic turbulence, more terms 

occur. The diffusion, generation and destruction terms have to be modelled. 

The result of implementing models for the terms described above in equation (3.49) 

results in the dissipation equation (3.51). Together with the modelled k-equation and 

the Kolmogorov-Prandtl expression (see Equation 3.52) it forms the so-called "k-E 

turbulence model". Substituting the last term (the length scale correlation) of the 

modelled turbulent kinetic energy transport equation with the dissipation c, yields: 

+ v, - 
(6, )- 

Ve t'-l, 
i 

crk 
(kijijk 

tt PG 

89 
Ui _`I 

vt Ilý +c, r k 
(P+GX1+c3aRf) -ces 

k 
!! st 

ttt rate of convection diffusion generation and destruction 

change 

(3.50) 

(3.51) 

An expression for the eddy or turbulent viscosity vt can be derived from the 

Kolmogorov-Prandtl expression (see Equation 3.52) and from the model for 

dissipation c (see Equation 3.53) in the modelled k-equation. In both expressions the 

length scale L is involved. In the k-E model, epsilon, s, is a function of the distribution 

of the length scale L. Therefore the length scale L is eliminated from the final 

expression for the eddy viscosity. 

The derivation of the eddy viscosity vt equation is as follows: 
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JvL 
= 

v` 

cý 

. k2 Z ý yr =c c vt =C 
k 

(3.54) 

kaiz k3I2 
e= cD L 

(3.53) 1L = cD 

The accepted set of empirical constants for the k-c model are: 

c cl. C2 6g ag 
0.09 1.44 1.92 1.0 1.3 

Table 3. ](see Launder & Spalding, 1974) 

The empirical constant cis, and the flux Richardson number Rf (see Equation 3.51) in 

buoyant situations are discussed in Rodi (1980: pp. 28-32). 

Wall Functions 

The region close to a solid surface, e. g. the wall, requires special attention if the flow 

is fully turbulent with the no-slip boundary conditions. The fully turbulent boundary 

layer over a smooth flat plate can be divided into an inner and an outer region (see 

e. g. Anderson et al., 1984: p. 357). The inner region of the boundary layer includes 

three zones. The first and coincident zone to the wall is the "viscous sublayer" where 

the magnitude of the viscous forces is greater than the turbulent fluctuations. 

Therefore, this layer is also often called the "laminar sublayer" due to the 
larninarisation effect of the mean flow by strong viscous forces but it is quite 
disorganised over short bursts. The second layer is the "buffer zone" where the 
influence of the molecular viscosity decreases as the border of the "fully turbulent log- 
law zone" is approached. The turbulent fluctuations dominate the flow characteristics 
in the "fully turbulent log-law zone" which represents the connection region between 
the inner and the outer regions of the boundary layer. To achieve this correspondence 
the first computational grid point has to be located in the "fully turbulent log-law 

zone". The valid range of the law of the wall varies depending on the applications. 
Also, different researchers have found slightly different values, i. e., 
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" 30: 5 Y+: 5 100 for pipe flow (Rodi, 1980: pp. 44-45) 

" 30: 5 Y+S 200 for a flat plate (Anderson et al., 1984: p. 357) 

" 30: 5 y+ 5150 for a flat plate in LES (Piomelli, 1997) 

Piomelli (1997) mentioned a new feature of the flow structure in the viscous sublayer, 

using DNS data from a turbulent channel flow. He found that, in the viscous sublayer, 

where most of the shear stress is produced, no interaction with the outer layers 

occurred and the flow structures regenerate themselves. 

Rodi (1980: pp. 44-45) suggested for hydraulic, i. e. pipe flows: 

Ü=K 
ln(y+E) with y+ =Y 

U" 
` and U. = 

z-T° (3.55) 

with: E= roughness parameter (E =9 for hydraulically smooth walls) 

U, u = resultant velocity parallel to the wall 

In the y+-region (log layer) the Reynolds stresses ut uj are nearly constant and 

convection and diffusion of the stresses are insignificant so that the flow structure is in 

local equilibrium. If the production and dissipation of turbulence is in balance, no 
buoyancy effects occur and the Reynolds shear stress is approximately equal to the 

wall shear stress Rodi derived: 

U4 2 

1I2 = (3.56) Cý = 
kz 

2k2 p z VC. 

Equation (3.56) is used as a boundary condition for k in one- and two-equation 

models and with the local equilibrium condition s=P= Us 
- 

the boundary 

condition fors yields: s= 
Uý 

(3.57) 
xY 
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with: 0=- 
(see Schlichting, 1979: pp. 587-588) 

A commonly used correlation is for example, 

=1 1nEy` (3.58) 
I Tw K 

with: y' = py, Ik- /, a 
E=C. 4 exp(KB) 

K=0.41 

B=5.5 

which has proved to be very successful in flows close to separation where the shear 

stress approaches zero. 

The boundary condition for c may be written as: 

C3/4 3/2 

C= 'u, K (3.59) 
xY 
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3.6 CFX 4: Code Overview 

CFX 4 is a multi-purpose flow modelling package for the prediction of laminar and 
turbulent flow, and heat transfer. The current Version 4 uses multi-block structured 

grids with body-fitted coordinates. The CFD package consists of the following 

modules: 

" Pre-processing Modules, or Geometry and Grid Generators 

" Interactive Frontend 

" Frontend Module 

" Solution Module 

" Post-processing, or Graphics, Modules 

The Geometry and Grid Generator Modules may be used to define the geometrical 

solution domain and the numerical grid. The topological and grid coordinate details 

are stored internally in a translated form readable by the Frontend. 

The Frontend converts the input data into a form which provides efficient 

computation. The flow problem defining input data can be set up by using the 

Command Language file (more detail given on page 116). The Interactive Frontend 

may be used to construct automatically, via a series of displays, the input data file. 

The Solution Module solves the discretised flow problem by using the FVM (see 

Section 3.4.2), prints the solution and dumps the solution to disk files. 

The Graphics Modules produces the main graphic data and provides a number of 

post-processing options. 

Figure 3.10 shows a detailed overview of the CFX 4 solver options. 
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. Newtonian Fluids 

. 3-dimensional 
" Different geometric with and without obstacles 

viscosity Variable viscosity 

flow I ILaminar flow 

Turbulence models 
" k-c model 
" Reynolds stress closure 
" Algebraic stress model 

ISteady flow 

number of Fixed time stepping 
ons or defined by with a convergence 
rgence criteria criteriaon controlled 

number of iterations 

" Single-block 
" Multi-block 

flow 

'scretising schemes 
" UDS = first order upwind 
" CDS F- central differencing 
" HDS hybrid differencing 
. HUW second order upwind 
" QUICK third order upwind 
" CONDIF = combined CDS and HUW 
. CCCT e curvature corrected convective transport 

essure correction methods 

(by default) 

LRLX m line relaxation 
ST3D a Stone 
ICCG E Incomplete Cholesky Conjugate gradients 
AMG E Algebraic multi grid 
BLST a Block Stone 

Figure 3.10: CFX 4 flow chart 

iptive time 
)ping controlled 
convergency 
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Command Language File 

The Command Language File is a data file containing a set of commands and 
keywords to define the fluid flow problem. The general structure consists of eight 

major commands and each of them have subcommands and keywords, some of which 

are optional. 

The VG models used seven major commands, which are: 

»CFXF3D 

»MODEL TOPOLOGY 

»MODEL DATA 

»SOLVER DATA 

>>CREATE GRID 

»MODEL BOUNDARY CONDITIONS 

»STOP 

The eighth command »OUTPUT OPTIONS is optional. 

Each major command has a certain set of subcommands except the last one, which is 

»STOP. 

Associated with the first command, »CFXF3D, are the following subcommands. 

»SET LIMITS 

The total work space and the maximum number of blocks, patches and inter block 

boundaries have to be defined if default are not sufficient. 

>>OPTIONS 

The grid type and the flow condition are defined. 

»USER FORTRAN 

Under this subcommand the used User Fortran routines are declared 

The second command, »MODEL TOPOLOGY, includes the following 

subcommands. 
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>>CREATE BLOCK 

In case of a multi-block grid, the grid blocks with a certain amount of grid nodes in all 

three dimensions are defined. 

>>CREATE PATCH 

This subcommand has four keywords. First the block number is defined, then the 

patch number, patch type (see Figure 3.11) and orientation of this patch. A patch, as 

used here, is the general term used for a block face. CFX 4 uses patches to define 

conditions at the block boundaries. 

Figure 3.11 shows all the patch types used in this project 

J* Pressure Patch 

Inter Block dary 
Patch Pressure Patch 

Inlet Patch 

Wall Patch 
Symmetry Patch / Periodic Patch 

Inter Block Boundary 
Patch 

Fig. 3.11: Scheme of patch definition 
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The patch numbering system is used to define the particular face on a block. The face 

number is defined as follows (see Figure 3.12); i. e., 

I =High I, 2-High J, 3-High K, 4-Low I, 5-Low J, 6=Low K 

High J 
J 

4 Low K 

Low 
High I 

K 
High K 

Low J 

Fig. 3.12: Coordinate system and notation for computational space 

>>GLUE PATCHES 

Joins inter block boundaries and transfers grid orientation from one block to another. 
The patch numbering system is the same as mentioned before. 

The third command, »MODEL DATA, includes five subcommands. 

»TITLE 

Definition of the fluid flow problem title. 

>>PHYSICAL PROPERTIES 

>>FLUID PARAMETERS 

Definition of the fluid parameters. 

»DIFFERENCING SCHEME 

Several differencing schemes are available (see Figure 3.10). 

The fourth command, >>SOLVER DATA, uses only one subcommand. 
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>>PROGRAM CONTROL 

The monitoring point in the solution domain is set at which the field values are printed 
into the output file for each iteration. The sum of the absolute residuals of each cell 
for the equation being considered will be written into the output file for each iteration. 

The maximum number of iterations and the mass source tolerance is defined. If this 

tolerance is reached before the defined number of iterations are made, the calculation 

stops. 

The fifth command, >>CREATE GRID, has two subcommands. 
»INPUT GRID 

By default a formatted grid file is read in. 

The sixth command, »MODEL BOUNDARY CONDITIONS, uses one 

subcommand. 
»SET VARIABLE 

Here all boundaries are set to applying to the problem. 

The seventh command, »STOP finishes the command language file. 

Fortran Routines 

All user Fortran routines are put in one file. For example, USRGRD, USRBCS and 

USRTRN. The subroutine USRGRD is used to define the grid to be evaluated by 

CFX 4. USRGRD was used to call the grid generation codes. Any boundary 

conditions too complex to be defined in the command file are defined in USRBCS. 

The routine may be used to define the flow characteristics such as the main and jet 

inlets. USRTRN can be employed to dump flow field information such as velocities, 

vorticity and wall shear stresses. 
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3.7 Local Models 

3.7.1 Introduction 
In this project five different model geometries (see Figures 3.14,3.18 and 3.19) were 
designed to investigate the local flow structure in the vicinity of a vortex generator. 
As discussed in Chapter 2, the boundary layer in the entrance region of the S-bend 

duct is two-dimensional but it becomes three-dimensional immediately downstream of 
the first bend. As a result of both curvature and increasing diameter of the duct an 

axial adverse static pressure gradient develops. The sector model inlet boundary 

conditions are purely two dimensional, i. e. no cross flow is imposed. Also the model 
does not consider the axial pressure gradient imposed by the geometry of the duct. 

The question arises as to whether the model represents an appropriate approximation 

of the flow situation in the duct at the location of the air jet; i. e. one diameter 

downstream of the first bend. To justify the model assumptions, available 

experimental data from publications will be discussed. 

Experimental results are presented in AGARD-AR-270 (1991) for the RAE2129 inlet 

duct with the geometry of D, = 128.8 mm, D. = 152.4 nun, AJA; = 1.4, and an 

offset/length of 0.45. This S-bend diffuser is exactly the same size and shape as the 

one from which our numerical sector model is taken. Therefore we can say that our 

model approximates a region of the diffuser used in these experiments. The test 

conditions were a throat Mach number of M, = 0.794 and a corresponding Reynolds 

number of Re; = 1.848x106. The flow conditions were similar to those of the 

numerical model, i. e. an inlet Mach number of M=0.74 and a corresponding 

Reynolds number of Re = 3.81x106. Under these conditions the static wall pressure 

along the inside of the duct shows a linear increase over the length of the local sector 

model of only 5% (see Figure 3.3.5 in AGARD-AR-270,1991). This value is 

therefore negligibly small and might be in the range of experimental errors. Therefore 

it does not seem necessary to include this axial gradient in our numerical procedure. 
Also, the inclusion of another variable factor would complicate our model case 
fiurther. 

However, Whitelaw & Yu (1993) investigated a scaled-down model of RAE 2129 

(D, = 48mm, D. = 56.8mm, AlA; = 1.4, offset/length = 0.3). The running experimental 

conditions were at Re; = 4x 104 and an inlet bulk mean velocity of Ub = 1.37m/s. 
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They measured the flow properties for two different inflow conditions. The second 

condition, i. e. inlet boundary layer thickness So = 0.2D1, is comparable to our 

condition (So = 0.03D). They observed a pair of contra-rotating vortices of low 

strength. Separation was only observed further downstream, i. e. outside the range of 

our local model. They measured a maximum secondary velocity of approximately 
0.125Ub over the whole cross-section plane. However, over the 15° sector of our 

model which is located symmetrically to a centre line at a circumferential angle of cp _ 
172.5° (see Figure 1.6: p. 28) a maximum secondary velocity of approximately 
0.025Ub was reported. Over the same area the streamwise turbulence levels vary only 

by A üZ /Ub = 0.08. Even smaller is the variation of the shear stress cross- 

correlation (ü v/ Ub = -0.001 to 0.0) in the lower half of the duct, i. e. 90° S (p S 

180°. 

Bansod & Bradshaw (1972) investigated among other ducts a short intake duct with 

constant diameter of D= 150mm, but without any straight inlet or outlet extension. 
The ratio of the centreline radius of curvature to the duct diameter (R/D) was equal to 

2.25. The free stream velocity at the duct entry was Uo = 45m/s, and the Reynolds 

number based on the diameter was R; =0.5x 106. They measured a circumferential 

variation of the skin friction coefficient over the whole range from (p = 0° to 180° at a 

streamwise position of approximately one diameter downstream of the first bend. 

Over the width of our sector model, i. e. from cp = 165° to 180°, the circumferential 

variation of cf was measured to be approximately 6% of the circumferential cf average 

at the inlet of the duct. The axial change of the skin friction factor cf is negligible over 

the model length. The variation in upstream-to-downstream axial wall static pressure 
[which in AGARD-AR-270 (1991) had been shown to be 5%], is 11% along the 

inside of the duct at a circumferential angle cp =180°. 

Wellborn et al (1992) looked at an S-bend intake duct with a geometry of two 30° 

bends, an inlet diameter D; of 204.2mm, an exit diameter D, of 251.4mm, and a ratio 

of the exit and inlet cross section areas AJAi of 1.52. The measurements were 

conducted at an inlet centreline Mach number of 0.6, and a Reynolds number based 

on the inlet centreline velocity and duct inlet diameter of 2.6x 106. 
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The circumferential variation of surface static pressure at approximately one diameter 

downstream of the first bend (x/D; = 0.96) is approximately 10% over 15° from (= 

155° to 170° (no measurements were available between (p = 170° and 180°). 

Knowing from Bansod & Bradshaw's (1972) experimental data that the pressure 

gradient decreases further from cp = 170° to 180° with the minimum pressure at cp = 

180°, we might conclude that the circumferential pressure gradient between cp = 165° 

and 180° will be less than the measured change of 10%. The total pressure contours 

plane at x/D; = 0.96 showed that no convection of boundary layer fluid away from the 

surface could be observed. This suggests that no boundary layer separation occurred 

and the secondary motion was very weak at this location. 

The above mentioned points also apply to flat plate conditions. In addition, however, 

the flat plate model is a further simplification insofar as no curvature is considered. To 

prove a potential difference between the two local models elaborate comparisons have 

been performed (see Chapter 7). 

According to the arguments discussed above, based on experimental data (AGARD- 

AR-270 1991, Whitelaw & Yu 1993, Bansod & Bradshaw 1972, Wellborn et al 

1992), we believe that the approximations of the local models are appropriate to 

investigate the local flow situation in an S-bend intake duct. The experimentally 

detected secondary motions at the location of investigation are minor. Therefore their 

inclusion in the numerical procedure would not be of great benefit in terms of our 

objectives, i. e. to provide local data on initial strengths and positions of vortices 

produced by vortex generators which could be fed into RNS3D. 

3.7.2 Verification Models 

The numerical results of the first two models were validated against experimental data 

due to Bray (1999) thus the numerical models should reflect the experimental 

geometry and conditions. In the experiment a single AJVG was installed on a 

rotational plug located on the wind tunnel floor, with the following dimensions (see 

Figure 3.13): 

" Length of the wind tunnel floor. L =1.9m 

" Downstream length: L =1.1m 
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" Width of the wind tunnel floor: 

" Airjet orifice diameter. 

" Pitch angle: 

" Skew angle: 

" Free stream velocity: 

" Jet velocity: 

W=0.62m 

D;,, = 0.012m 

0= 30° 

ý=60° 

Uo = 20m/s 

Uj =2*Uo 

View AA 

Figure 3.13: Experimental model dimensions 

The undisturbed boundary layer thickness SvG at the centre of the air jet orifice was 

measured to be 41.5mm. 

The two local verification models (see Figure 3.14) comprise an incompressible, 

turbulent, boundary layer over a flat plate into which a pitched and skewed aiijet is 

issuing. In the case of local model VI the jet inlet tube is modelled whereas in model 
V2 a jet velocity vector is defined at the jet orifice. 

dh 

Main Plow Main flow 

Figure 3.14: Flat plate model VI with and model V2 without a jet inlet tube 
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The numerical model details are equivalent to the experimental dimensions except: 
" Length of the flat plate: L= 4*W = 2.48m 

" Downstream length: Ld =1.24m 

" Solution domain height: dh =SS (undisturbed local boundary 

layer height see Equation 3.60) 

" Jet inlet tube length: wb. = 3 *D; d = 0.036m 

T. 

Main Flow 

Figure 3.15: Local model set up 

To match the undisturbed boundary layer thickness of 8= 41.5mm at the centre of the 

airjet orifice, the virtual inlet (see Figure 3.15) was set to xo = xs = 2.207m. The 

theoretical boundary layer height was calculated by using the correlation (see 

Schlichting, 1979: p. 638) 

(-os 
8=037"xo"I 

U0" 

vxo) 
(3.60) 

with the kinematic viscosity v=u 
p 

where, P= 121 
Kg 

m 

p=1.81x10'' 
Kg 

sm 
at T=20°C and p=1 atm 

From experiments documented in the literature (see Schlichting, 1979: p. 639), fully 

turbulent flow conditions in the case of a flat plate (boundary layer) are established, if 

the Reynolds number is larger than 5x105. 
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The Reynolds number is defined as: 

Re = 
U0 *p x° (3.61) 

JU 

I 

According to equation (3.61) and xo = x01 = 0.967m and Uo = 20m /s 

the inlet Reynolds-number was Re =1.3 x 106 
. Re >5x 10' the boundary layer As 

flow was fully turbulent. 

3.7.3 Duct Models 

The main objective of this project is to design a local numerical model which describes 

as realistically as possible the physical geometry and conditions. of the flow field in the 

vicinity of the VGs within the S-bend intake duct. Figure 3.16 shows the S-bend 

intake duct geometry, together with the location of the VG arrays which are two 

diameters downstream of the duct inlet. The approximations used in the local models 

are justified according to experimental measurements and are described in section 

3.7.1. The spacing angle avG defines the circumferential distribution of VGs and the 

circumferential angle cp indicates the local circumferential position on the duct. 

A 
Duct Inlet 

D View AA 
x/D =1.0 (Location of VGs) 

z Flow Direction Lx 

D 

x/D=0.0 
ýI VGS va 

I 
VG Sector Engine Face 

Figure 3.16: S-bend M2129 intake duct with VG location 
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X/ 

Flow Direction 

Zý 

ýL 

- -. -. -. --. -. - -------------------- 
!W 

-ý 
rtion Domain 
Co-rotational 
JGs 

XVG =2D 

Intake Duct Entrance x/D=1.0 D= Inlet Diameter 

Figure 3.17: VG array with solution domain size 

A plan view of the solution domain extent of the numerical local model of one VG is 

shown in Figure 3.17. Three local models were created in order to examine the 

interaction of the viscous boundary layer with the longitudinal vortices produced by 

the VGs. Model D1 described the vicinity of the AJVG and is similar to the flat plate 

verification model V2 (see Figure 3.14). Model D2 described the vicinity of the VVG 

with the flat plate model and is shown in Figure 3.18. Model D3 described the vicinity 

of the AJVG in the form of the sector model (see Figure 3.19). 
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Main Flow 

View AA 

co----- 

t, Figure 3.18: Local vane VG flat plate model 

Model D3 
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Figure 3.19: Local airjet VG sector model 
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The details of the three local models used to investigate the flow field at the 

streamwise position x/D = 1.0 (see Figure 3.16) within the duct, are as follows: 

Model D1 Model D2 Model D3 

Flat Plate Model Flat Plate Model Sector Model 

with AJVG with VVG with AJVG 

Solution domain length L=0.0676m L=0.0676m L=0.0676m 

Sector angle avG. =15° 

Solution domain width W=S W=S S= arc R= 

0.0169m 

Solution domain height dh =5S dh =5S R= D/2 = 0.0644m 
(undisturbed local (undisturbed local 
boundary layer boundary layer 
height, see height, see 
Equation 3.60) Equation 3.60) 

Pitch angles 0= 451 0= 30°, 45° 

(see Figure 3.19) (see Figure 3.19) 

Skew angles 4= 45° 4) = 16° 4) = 30°, 45°, 60°, 

(see Figure 3.19) (see Figure 3.18) 75° 

(see Figure 3.19) 

Free stream velocity Uo = 254m/s Uo = 254m/s Uo = 254m/s 

Airjet orifice diameter DJd = 0.001m Did = 0.001m 

Jet velocity Uj t= Uo U; d = Uo 

Vane length it = 0.017407m 

Vane height h� = 0.004508m 

Vane thickness t� = 0.000432m 

Distance between duct xo = 0.2238m xa = 0.2238m xo = 0.2238m 

entrance and solution 
domain entrance 
Inlet boundary layer S=0.004m (see S=0.004m (see S=0.004m (see 
height Equation 3.60) Equation 3.60) E uation 3.60 
Inlet Reynolds number Re = 3.81 x 106 Re = 3.81 x 106 see Re = 3.81 x 106 (see 

(see Equation Equation 3.61) Equation 3.61) 
3.61 

Table 3.2 
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The boundary conditions of the solution domain are: 

Inlet boundary conditions 

1) Velocity component U 

The streamwise velocity profile U in the y-direction was defined in accordance with 
Prandtl's 1/7-th power law (see Schlichting, 1979: p. 237). 
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U=Uo'( ) 1(3.62) 

CM5 
2) Turbulent kinetic energy k 

At the inlet to the main flow the turbulent kinetic energy was defined using the 

experimental ratio of the Reynolds stress to kinetic energy being constant over most 

of the boundary layer, see Figure 3.20 (see Hinze, 1959: p. 492). 

-uv 0.4 

0.32 

0.12 
0.0 

S 

Fig. 3.20: Ratio between turbulent shear stress and turbulent kinetic energy across a 

boundary layer 

According to Hinze (1959: p. 492) the turbulent kinetic energy at the inlet may be 

approximated as; 

k= 
0- 

(3.63) 

The Reynolds stress was estimated using the eddy viscosity model, i. e., 
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UV = -12 (3.64) 

In wall boundary layers a ramp function of the mixing-length distribution (see Rodi, 

1980: p. 17), was found to work satisfactorily. 

1=1m=x"y if 1<0.09.8 (3.65) 

otherwise 
I =1. = 0.09.8 (3.66) 

The boundary layer height 8 is defined as the distance from the wall where the 

velocity is equivalent to 99% of the free stream velocity. The value of the von Karman 

constant x was set to be equal to 0.41. 

3) Dissipation rate 

Using the eddy-viscosity concept, Boussinesq (1877), for a two dimensional boundary 

layer flow the Reynolds stress reduces to: 

c7i 
-uv = vt (3.67) 

Assuming a state of local equilibrium for non-buoyant shear layers (see Hinze, 1959: 

p. 498) the production is equal to the dissipation rate of turbulence. In the k-equation 

(see Section 3.5) the rate-of-change-term and both convective and diffusive transport 

terms are negligible. If the production is equal to the dissipation then: 

1z 
g= vt 

°vJ (3.68) 
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Jet Inlet Boundary 

The incoming jet velocity was defined to be a plug profile. The magnitude of the jet 

velocity was defined as a fraction of the free stream velocity UO; i. e., 

I U;,, = VRAT " Uo (3.69) 

The jet flow inlet turbulent kinetic energy was assumed to be given by: 

Ik 
jet = 0.002 "Ujt (3.70) 

This is a reasonable approximation for a relatively small inlet issuing into a large 

solution domain and is recommended in the CFX 4 Manual (1995). 

The dissipation rate was assumed to be given by; 

k 3/2 jet 
3 je: ' 03D 

(. 71) 
jet 

where D; d is equal to the jet diameter 

Upper and Outlet Boundary for Local Models Vl, V2, Di, D2 

The upper and the outlet boundary conditions were defined as constant pressure 

boundaries, i. e. the pressure is set to zero. 

Upper Boundary for the Local Model D3 

Axis-symmetric boundary conditions were imposed at the upper boundary. 

Side boundary for Local Models Vl, V2 

Symmetry boundary conditions were imposed at the sides of the solution domain. The 

width of the solution domain was very large compared to the diameter of the 

generated vortex, thus the vortex behaved as an isolated vortex. As a result, the side 
boundary conditions were assumed not influence the vortex. 

Side Boundary for Local Models Dl, D2, D3 

On each side of the solution domain either symmetry (set of counter-rotating vortices) 

or periodic (set of co-rotating vortices) boundary conditions were imposed. 
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3.8 Local Model Grids 

Grid generation of Model Vl and V2 

The grid generation code, 'JETGRID', written in Fortran 77, generates a multi-block 

structured three dimensional grid in an algebraic manner. The solution domain is 

divided into 17 grid blocks, as shown in Figure 3.21. 

z 
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Flow Direction 
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15 
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W 
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- 
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q56 

L 

Figure 3.21: Plan view of the grid block configuration of the solution domain 

The central ellipse comprising a diamond-shaped block (No. 17) and the four 

surrounding blocks (No. 13 - 16) constitutes the grid for the jet exit orifice. The four 

blocks (No. 9 - 12) surrounding the ellipse and forming a circular grid facilitate the 

Y 

domain 
height 

Flow Direction dh 

456 

L 
. am 

Figure 3.22: Side view in positive z-direction 
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requirement that the grid be periodic in the z-direction. This is required so that side 

periodic boundary conditions can be applied. Two geometric parameters, the solution 
domain length L, and width W, define the physical domain. The lower surface of the 

domain is a flat rectangular plate. In the third dimension (y-direction) the domain 

height, dh, is a multiple of the local boundary layer height S and therefore increases in 

the flow direction (x) (see Figure 3.22). For clarity, only blocks 4 to 6 are shown. At 

the solution domain inlet, the boundary layer height is greater than zero, because the 

boundary layer height at the centre of the air jet orifice has to match the experimental 

value, as previously mentioned in Section 3.7.2. 

dhr was set to S. The correlation for the domain height is: 

d == dhr"8 (3.72) 

For any physically defined flow, the code generates a block structured grid, with a cell 

distribution fixed by the following geometrical parameters: 

Geometrical parameters 

L: length of the flat plate in x-direction 

(see Figure 3.21) I dimension 
W: width of the flat plate in z-direction (see above) ý in 

Did: diameter of the airjet orifice (see Figure 3.13) J meter 

0: pitch angle (see Figure 3.13) 1 these angles 
ý: skew angle .1 are in degrees 
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ESF: expansion factor for calculating the radius of the circle (see Figure 3.23) 

z, 

airjet orifice 

--m- x 

Figure 3.23: Block structure within the circle 

Ir =a+(a"ESF) (3.73) 

where, a= half major axis of the ellipse 

r= radius of the circle 

The chosen expansion factor ESF defines the size of the four grid blocks (Nos. 9 - 12) 

around the airjet orifice. Depending on the size of the circle, the area around the airjet 

orifice within the circle expands or contracts to ensure a homogenous distribution of 

cells. 

DIST: factor for defining a constant distance between the four diamond vertices and 

the four intersections of the straight 45° lines and the ellipse (see Figure 3.24). 

m. 

Figure 3.24: Block structure within the airjet orifice 
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The distance factor DIST defines four similar grid blocks (Nos. 13 - 16) within the 

airjet orifice around the diamond. The diamond was found to give the best grid node 
distribution, compared with a rectangular or a quadrangle at a defined pitch angle, 0, 

for all skew angle, 0. 

Input data for cell distribution 

Figure 3.25: Plan view with block defined 4K notation 

The following number of grid nodes NI and NK describe the total number of grid 

nodes in I- and K-direction for the grid blocks No. 1,8,9 and 13 (see Figure 3.25). 

They have to be given as an input data file; i. e., 

NI(1), NK(1) --> block No.! 

NI(8) -ý block No. 8 

NI(9) -+ block No. 9 

NI(13) -+ block No. 13 

All the other grid points from block No. 2 to No. 17 are generated automatically by 

applying the geometric parameters. 
To define the grid density in the x-z plane, the above mentioned number of grid nodes 
have to be defined. NI and NK for block No. 1 define the density of the upstream 
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outer blocks (Nos. 1,4,7)). NI(8) defines the downstream axial grid density of the 

outer grid blocks (Nos. 3,6,8). By fixing NI(9) the grid distribution within the circle, 
i. e. blocks Nos. 9 to 12, will be created. The last number of grid points NI(13) defines 

the density in the airjet orifice for block Nos. 13 to 16. The number of grid points in J- 

direction is calculated within the code by ensuring of y+ values (see Section 3.5) in the 

range of305yi 100. 

The code generates a multi-block structured grid. For numerical investigations of 
different diameters of airjet orifices, see Figure 3.13, and any combinations of a pitch 

angle 10° S05 90° with a skew angle 10° 5 4)S 90° 
. 

It is computationally essential when applying periodic boundary conditions to ensure 

that the grid is periodic about the boundaries. This was achieved by restricting any 

grid distortion caused by the skewed ellipse representing the pitched jet orifice to be 

kept within the central circular area of the grid. In spite of this, the accuracy is not 

impaired, because there is a smoothly expanding grid (see Figure 3.26) from the circle 

to the outer boundaries in x-direction, i. e. in blocks No. 7 and No. 8. In Figure 3.27 

smooth transition between blocks, No. 13 to No. 16, may be seen, which are located in 

the airjet orifice, to the surrounding blocks (Nos. 9 to 12). At the boundary between 

these blocks, all increments are equal. It was considered unnecessary to expand the 

gird blocks No. 1 to No. 8 in z-direction. In order to optimise the cpu-time for running 

the flow solver the number of grid blocks were reduced from 17 to 13 by joining 

blocks No. 1 to 3 and blocks No. 4 to 6. 
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x-z plane 
3.26: View of the grid of model VI and V2 in (x-z) and (x y) plane 
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3.27: Detailed view of the inner block configuration with and without jet inlet tube, 

of model VI and V2 

150 



Grid of Model D1 

The structure of the numerical grid (see Figure 3.28), for the flat plate model is similar 

to the grid produced for Model V2. 

Figure 3.28: Isometric view of the solution domain of model DI 
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Grid generation of Model D2 

The grid generation code VANEGRID', written in Fortran 77, generates a one-block 

structured three dimensional grid in an algebraic manner. For any physically defined 

flow, the code generates a grid, with a cell distribution fixed by the following 

geometrical parameters: 

Geometrical parameters 

L: length of the solution domain in x-direction 1 

dh height of the solution domain (see Figure 3.22) 

1� I in meter 
h� vane dimensions 

t� 
W width of the domain J 

skew angle } in degrees 

Input data for cell distribution 

K 

z 

_. _... ............ -. - --- 
Lý- 

-- 
--' x 

Pill 1 

I 
L 

Figure 3.29: Plan view with I, K notation 

V 

The grid is divided in three areas (see Figure 3.29), having a common grid density in 

K-direction, i. e. NK. Area (I), i. e. NI(I), defines the upstream axial grid density. 

NI(II) defines the downstream axial grid density. The axial mesh density of area (III) 

152 



is defined by the number of cells NI(III) along the vane. For numerical investigations 

of different skew angles 0° s6S 900the Fortran code is capable of generating a one- 

block structured grid. The grid generation in the y-direction (see Figure 3.31) is 

equivalent to that in 'JETGRID' described previously. In Figure 3.30 smooth 

transition between the areas (I) to (III) may be seen. 

Figure 3.30: View of the WG grid of model D2 in positive y-direction 
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Figure 3.31: Side view of the WG grid of model D2 in positive z-direction 

Figure 3.32 shows a three-dimensional view of the one block grid of the vane VG. 

Figure 3.32: Isometric view of the solution domain of the VVG of model D2 
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Grid generation of Model D3 

The structure of the numerical grid, for the sector model is topologically equivalent to 

the grid produced for the Model DI. The only difference is the coordinate system 

employed, which is changed from Cartesian to polar coordinates. The 15° sector 

domain (see Figure 3.33) has a constant height, which is equal to the radius of the 

duct (r = R). 

Figure 3.33: z-r plane of the grid sector of model D3 

The number of grid points in the J-direction is calculated within the code by ensuring 

of y+ values (see Section 3.5) are in the range of 30 5 y+5 100. Smooth transition 

between the grid blocks and from the wall may be seen in Figures 3.34 to 3.37. 
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Figure 3.34: Isometric view of the grid sector of model D3 
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Figure 3.35: y-z plane of the grid sector of model D3 
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Figure 3.36: Plan view of the grid of model D3 

Figure 3.37: Detailed view of the inner block configuration of model D3 
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Calculation of the maximum and minimum skewness Amax / Cmin 

The intention was to create a routine in which the local distortion of the physical grid 

was estimated. Both the maximum and minimum skewness were calculated to check 

that the generated grid represented an acceptable discretisation. The most important 

value is the maximum skewness which may cause an inaccurate solution due to 

discretisation errors. 

Skewness 

In the literature, several definitions of skewness appear to be used. The definition 

employed in JETGRID was chosen for its simplicity. 

Fig. 3.38: Arbitrary distorted grid cell 

Consider the typical cell of the physical grid, as shown in Figure 3.38. Its shape 

consists on 24 angles, i. e. six faces or planes each with four angles, where 18 angles 

are independent. The location of each angle is defined by the indices a and f of yak: 

The first subscript, a, defines the angle the second index, f, is the face number. 

The skewness routine is defined as the sum of the square of the cosine of each angle 

ya, (divided by the total number of angles per volume (i. e., 24). 
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1f Z_r 
{"ý 

ý(COSYa. 
I) -4N. IJ. K a"J i=1 i=1 

aa number of angle 
f= face of a particular volume 
N= grid block No. 
J, J, K- notation 

(3.74) 

This provides a characteristic skewness scale C in a range between 0.0 and 1.0. If all 

angles are right angles, the skewness scale is exactly C=0.0. For a completely 

collapsed grid cell ý=1.0. Hence, 

10S CN, 
I, �, K 

S 1.0 

The routine searches for the maximum skewness, ýma(, LJ, K), and the minimum 

skewness, Ci(I, J, ), within the whole grid. Their grid block number, N, and the 

local position, I, J, K, is recorded as well as the value of ý. 

Typical results of minimum and maximum values of skewness were found to be 

between zero and 0.27570. The location of the minimum value is shown in Figure 

3.39, and the location of the maximum value is given in Figure 3.40. It is noted that 

the skewness in the diamond-shaped block is approximately the same for all cells and 

the maximum occurs at the location in Figure 3.40, because the contribution to 

skewness in the y-direction is greatest there. 
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Figure 3.39: Position of cell with minimum distortion 

Figure 3.40: Position of cell with maximum distortion 

161 



4 Initial Prediction and Validation 
4.1 Introduction 
Numerical results for this thesis were validated against experimental data provided by 

Bray (1999) which were conducted at Cranfield University. The numerical solution 
domain was equivalent to the geometry of the experiment in terms of the size of both 

the domain and the airjet (see Section 3.7.2). 

However, before prediction can be validated, a grid independence check has to be 

considered. That is not always possible to achieve because of hardware limits defining 

the maximal available computing capacity. The second factor in reducing the 

discretisation error is the choice of an advection scheme. In CFX 4 the diffusion terms 

of the Navier-Stokes equation are discretised in space with second-order accuracy. 

For the advection terms (see Section 3.4.2) a range of first, second and third order 

methods are available. Higher-order schemes are more accurate in terms of 

discretisation error but that does not . necessarily mean better agreement with 

experiments. Once an adequate advection scheme is chosen the comparison of 

experimental and numerical data can follow. The strength of the secondary motion 

and the local position of the vortex were used for these comparisons. 

4.2 Code Validation 

4.2.1 Grid Dependence 
Grid dependence tests comprise computations on grids with differing densities. The 

shear stress distribution at one chosen downstream location of Local Model V2, 

x/SvG, (see Figure 4.1) was used as a criterion to judge grid independence. 
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Plan view 

m 

n 

1V1ä12 

Flow 

Figure 4.1: Local model V2 with the reference downstream location and I, J, K 

notation 

The predicted shear stress distribution for varying grid densities is shown in Figure 

4.2; The graph (looking upstream) shows the number of nodes used has an impact 

between -4.5 < z/&VG < 1.5 on the predicted shear stress in the cross-stream direction 

(K-direction). Little effect can be seen with further refinement from nk = 53 to 70 

cells. Keeping the number of nodes in J- and K-direction, nj and nk, respectively, 

constant and refining the grid density of the outer downstream grid blocks in I- 

direction, nid, from 22 to 33 cells show negligible difference in shear stress. However, 

the finer grid distribution in the I-direction was chosen to keep the aspect ratio 

constant in the x-z plane. No change of shear stress was observed when the grid was 

refined in the J-direction (i. e. the number of grid nodes was increased from 28 to 38). 

The final cell distribution of the outer grid blocks was ni = 58 (nid = 33), nj = 28, nk = 

53 and this was chosen for subsequent predictions. The total number of cells in the 

grid was 98812 without the inlet tube modelled and 101458 with the inlet tube. 
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-+-nid =22, nj=28, nk=35 
-- -nid =33, nj=28, nk=35 
-ý-nid =22, nj=38, nk=35 

-nid =33, nj=28, nk=53 
+nid =33, nj=28, nk=70 0.0035 

Cf 
0.003 

0.0025 

7.5 6 4.5 3 1.5 0 -1.5 -3 -4.5 -6 -7.5 

Z/8VG 

Figure 4.2: Shear stress distribution at x183 = 19 for various grid densities where 

nid defines the number of cells of the downstream part of the domain 

4.2.2 Advection Terms Discretisation 
In all aforementioned grid dependence tests the Hybrid discretisation scheme was 

employed. This scheme is employed by default. In the fully turbulent flow considered 

Rey >2 for most of the flow and therefore the first-order UDS dominated. Based on 

the results provided by the Hybrid discretisation scheme a grid independent solution 

was achieved. 
Higher-order advection schemes may be employed to further reduce the discretisation 

error. In Section 3.4.2 the five available discretisation schemes employed by the FVM 

code CFX 4 are described in detail. The CONDIF-method is a modification of the 

Hybrid scheme but it did not improve the accuracy of the prediction. QUICK and 
CCCT are third-order advection schemes but both methods failed to reach the same 
level of convergence as the second-order accurate HUW scheme. In the Figures 4.3 to 

4.5 the three velocity components u, v, and w are shown at one downstream location 

x/Svo = 19, (where Svc is the undisturbed boundary layer height of 41.5mm at the 

centre of the air jet orifice). The velocities were predicted by using the five different 

advection schemes and compared to the experimental data. 
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In Figure 4.3 the results of each of the advection schemes plus the experimental data 

are shown at the cross-stream location of the vortex core (z/Svo = -2.1). All of the 

predicted results, except those of the Hybrid scheme, reflect the shape of the 

experimental velocity profile. Hybrid did not predict the strong velocity gradient at the 

solid surface. The Condif method predicted a similar velocity shape as the experiment 
but it is shifted to a lower velocity magnitude. The two third-order schemes, Quick 

and CCCT, accurately predicted the strong velocity gradient close to the solid surface 
but showed a much stronger velocity deficit than the experimental data and the HUW 

method. The HUW results show the best overall agreement with the experimental 
data, i. e. the velocity gradient shape at the wall is to a certain extent close to the 

experiment, the velocity deficit is reflected and returns to free stream conditions in 

accordance with the experimental profile. 
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u/U0 

Figure 4.3: Streamwise component of velocity (u) at x1Su =19 and z/8m _ _2.1 

Figure 4.4 shows the cross-stream distribution of the velocity component v/U0 at 

y/SAG = 0.69 above the plate. This corresponds to the height of the experimental 

vortex core. All the advection schemes underpredict the strength of the v-velocity 

component of the longitudinal vortex. The numerical predictions are in general over 
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60% lower than the experimental data. The predicted core locations in the cross- 

stream direction; i. e. where the profiles cross the v/Uo axis, differ from each other but 

are relatively close to the experimental position. The Hybrid and Condif schemes 

predict the lowest velocity peaks. All higher-order schemes predict approximately 

50% higher-velocity peaks than Hybrid and Condif. 

v/ U0 

-S- Experiment 0.1 

-0-- HUW 0.08 
-f-Quick 
-e- Condit 0.06 
-'N- CCCT 0 04 
-+- Hybrid 

0.02 

564.5 3 1.5 -3 -4.5 -6 

4 

-0. 

-0.0 

-0.1 

z/ Svc 

5 

Figure 4.4: Cross-stream component of velocity (v) at x/Apu = 19 and y/&a = 0.69 

In Figure 4.5 the cross-stream velocity component wfUo is shown at the same location 

(z/Svo = -2.1 and x/Svc = 19) as the streamwise component u/Uo in Figure 4.3. Notice 

that the solution domain height is normalised with the undisturbed boundary layer 

height at the centre of the air jet orifice. Thus the maximum value is greater than five 

times the local boundary layer thickness (see Section 3.8). All schemes predict 

approximately the same vortex core position in the y-direction; i. e., where -the velocity 

profiles cross the y axis. The predicted values of the Hybrid and Condif advection 

schemes of the velocity peak are approximately 74% lower than the experimental 

value above the core. The higher-order scheme results (HUW, Quick, CCCT) are 

59% lower than the experimental data. Underneath the core the higher-order schemes 

Quick and CCCT velocity profiles are 4% lower than the experimental data and the 

HUW values are 10% lower than the experimental. The Hybrid profile maximum is 
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approximately 36% less than the experiment and the Condif peak value is 39% lower 

than the experimental. 

YI Svc 

11 -e-Experiment 6.00 t HUW 
t QUICK 
-+-CONDIF 5.00 -*- CCCT 

*-HYBRID 
4.00 

3.00 

2.00 

wlý 1.00 

0.09 0.04 -0.01 -0.06 -0.11 -0.16 
wit! 

Figure 4.5: Cross-stream component of velocity (w) at x/Sva = 19 and z/4 _ -2.1 

The results show in general, that the higher-order advection schemes predict the 

experimental vortical flow structure more closely than do the Hybrid and Condif 

methods. Even though the Quick scheme provided the closest results to the 

experimental data the HUW scheme offered the best compromise between accuracy 

and stability. An average number of 500 iterations was needed to achieve convergence 

for both Verification Models, VI and V2. The error in continuity, i. e. the mass source 

residual was reduced by an average reduction factor of approximately 6x 104. All 

subsequent predictions for this project were obtained using the second-order HUW 

method. In the next Section (4.3) a detailed comparison between experimental 

measurements and numerical predictions will be discussed. 
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4.3 Results and Discussion 

The numerical results will be discussed at four downstream locations, i. e. Xl to X4 

(see Figure 4.6). 

z, w 

Figure 4.6: Local airjet models VI and V2 with the four downstream stations defined 

by experiment 

These locations were chosen to correspond to the experimental data of Bray (1999) 

and are as follow: " Xl = 0.16m (3.86 Svc), see Figures, 4.7 to 4.9 

" X2 = 0.50m (12.05 Svc), see Figures, 4.10 to 4.12 

" X3 = 0.80m (19.28 8va), see Figures, 4.13 to 4.15 

" X4 =1.10m (26.51 Svc), see Figures, 4.16 to 4.18 

The flat plate model with and without the jet inlet tube (see Figure 3.14) will be 

discussed in comparison with the experimental data. 

In the above mentioned Figures (4.7 to 4.18) the three velocity components u, v and 

w were nondimensionalised with the free stream velocity component Uo = 20m/s. The 

solution domain height y and the cross-stream direction z was nondimensionalised 

with the undisturbed boundary layer thickness Svcs at the jet centre, determined 

experimentally to be 41.5mm. At five cross-stream locations Z1 to Z5 the streamwise 

components of velocity u (see e. g. Figure 4.7) and the cross-stream components of 

velocity w (see e. g. Figure 4.9) will be compared. The comparison is between the two 

numerical models (i. e., with and without inlet tube) and the experimental data. Z3 

represents the experimental location of the vortex core while the other four cross- 

168 



stream locations are divided into two on either side of the experimental vortex core 
location. The locations Z1 and Z5 represent the extent of the experimental measuring 

plane in the cross-stream direction whereas Z2 and Z4 are equidistant from the core 

and within the vortex. The cross-stream components of velocity, v, will be compared 

at three vertical (Y1, Y2, Y3) distances from the solid surface. The location Y2 is 

coincident with the experimental vortex core position. The other two positions are 

equidistant above and below the experimental vortex core. 

Figure 4.7 shows the streamwise velocity profiles provided by the two numerical 

models and the experimental model at five cross-stream locations within the 

experimental measuring plane. At position Z1, which represents the edge of the 

experimental measuring plane, all velocity distributions match and show undisturbed 

profiles. At locations Z2 to Z5 the velocity shapes reflect the influence of the 

longitudinal vortex produced by the ANG. The vortex mixes high momentum fluid 

from the flow outside or at the edge of the boundary layer (i. e., depending on the 

strength and the vertical positions of the vortices cores) with low momentum fluid 

close to the solid surface. As a result the velocity gradients at the solid surface are 

enhanced and by continuity velocity deficits occur at the vortices cores locations. The 

vortical flow structure produced by longitudinal vortices is often called secondary 

motion because it is perpendicular to the main flow direction. The secondary motion 

ceases at a vertical (y-direction) location where the velocity ratio u/Uo shows unity. 

On the upwash side of the vortex at the edge of the experimental measuring plane 

(location Z5) the experimental data shows the flow at free stream conditions whereas 

the numerical models predict vortical flow. At the experimental core location Z3 the 

predicted and experimental velocity profiles are of similar shape but have different 

magnitudes. The two numerical models (i. e., with and without inlet tube) predict 

approximately the same results at the two edges of the experimental measuring plane 

(Z1 and Z5). At the experimental vortex core location Z3 and at the two locations Z2 

and Z4 (equidistant from the core) the predicted velocity deficit without the inlet tube 

is approximately 12% more in magnitude than the value of the velocity deficit with the 

inlet tube. 

In Figure 4.8 the cross-stream velocity components v against the solution width are 

shown. All vortices cores positions, i. e. where the velocity profiles cross the z-axis, 
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are relatively close to each other. However, the predicted vortices are stretched in the 

cross-stream direction compared to the experimental vortex. Little difference is 

observed between the two numerical model predictions. As shown in Section 4.2.2, 

the magnitudes of the numerically predicted peak velocities are approximately 50% 

less than the experimentally measured velocities. However, the decrease of 

magnitudes of measured and predicted velocities in both directions away from the 

core position Y2 (i. e., at location Yl and Y3) is of the same rate. 

Figure 4.9 shows the cross-stream velocity components w against the solution domain 

height y and the difference between the widths of the predicted and measured vortices 

can be seen. At cross-stream position Z1 all data are aligned whereas at position Z5 

the measured velocity magnitude is negligible compared to those of the predictions. 

Although the predicted velocities are approximately 50% lower above the core (i. e., 

where the velocity profiles cross the y-axis) at location Z3, the locations Z2 and Z4 

show satisfactory agreement between prediction and experiment. Except at location 

Z5, no difference between the two numerical predictions can be observed. 

Figures 4.10 to 4.12 show measured and predicted data at the second downstream 

location X2 (see Figure 4.6) which is 3.86 8vv downstream of location Xl. Figures 

4.13 to 4.15 describe the flow situation 8.20 Svo further ' downstream of X2 and 

Figures 4.16 to 4.18 reflect the vortical flow structure a further 7.23 Svo downstream 

of X3. 

At all downstream locations (Xl to X4) the strength of the predicted longitudinal 

vortices of both numerical models, measured by the vertical cross-stream velocity 

component v, is always approximately 50% lower than the experimentally produced 

vortex. 

In Figure 4.10, i. e. at location X2, both numerical models provide approximately 

identical results apart from the cross-stream position Z5. At position Z5 both 

numerical predictions indicate a velocity deficit but with slightly different magnitudes. 

This indicates secondary motion, whereas the experimental data already shows a 

return to free stream conditions. The difference in velocity deficit between the 

numerical models with and without the inlet tube is because the cross-stream positions 

of the vortices were slightly shifted (see Figure 4.11). 
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In Figure 4.11 the two predicted vertical cross-stream velocity profiles are slightly 

shifted in cross-stream direction as they were upstream at location Xl (see Figure 

4.8). The difference between the results at locations X1 and X2 to X4 (see Figures 

4.8,4.11,4.14 and 4.17) is that at location X1 the velocity peaks of the model 

without the inlet tube are slightly higher than those of the model with the inlet tube. 

This effect disappeared further downstream. Although the predicted vortices of the 

two numerical models were always slightly shifted from each other in the cross-stream 

direction, their downstream decay is similar. This argument is supported by the almost 

identical velocity profiles further downstream, shown in Figures 4.13 to 4.18. 

The shift between the measured vortex position and those of the predicted vortices in 

cross-stream direction increased further downstream. Between downstream location 

Xl (see Figure 4.8) and X2 (see Figure 4.11) the shift between experimental and 

numerical vortices increased by approximately 100%. The predicted vortices migrate 

from location Xl to X2 much more than the experimental vortex. From location X2 

further downstream to locations X3 (see Figure 4.14) and X4 (see Figure 4.17), the 

translation of the predicted and measured vortices is parallel. 

Comparing the cross-stream velocity component w at the three downstream locations 

X2 (see Figure 4.12), X3 (see Figure 4.15) and X4 (see Figure 4.18) three features 

can be observed. Firstly, the vertical positions of the experimental and computational 

vortices cores are approximately the same. Secondly, the velocity profiles are similar 

in shape and finally, the different cross-stream cores positions can be seen at the w- 

velocity profile especially at cross-stream location Z5. This location is approximately 

the core position of the predicted vortices. In all three Figures 4.12,4.15 and 4.18 the 

magnitudes of the predicted velocities at Z5 are close to the experimental velocity 

magnitude at location Z3 which is the vortex core position of the experimental vortex. 

The predicted streamwise velocity profiles at the downstream locations X2 (see 

Figure 4.10), X3 (see Figure 4.13) and X4 (see Figure 4.16) reflect the same trend as 

the experimental profile. The reason why the magnitudes of measured and predicted 

profiles do not match at each of the five cross-stream locations Z1 to Z5 is that the 

vortices cores are at different cross-stream locations. However the vortical flow 

structure is significantly different in the y-direction (i. e., the predicted velocity peaks 

are 50% lower than the experimental) but less different in z-direction. 
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Figure 4.7: Streamwise velocity at X1 and various cross- 
stream positions 
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Figure 4.8: Vertical cross-stream velocity at X1 and 
various cross-stream positions 
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Figure 4.9: Horizontal cross-stream velocity at X1 and 
various cross-stream positions 
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Figure 4.10: Streamwise velocity at X2 and various cross- 
stream positions 
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Figure 4.11: Vertical cross-stream velocity at X2 and 
various cross-stream positions 

0.2 -e- Exp. 0.2 

0.15 who tube 0.15 
--with tube 

0.1 0.1 
= 

0.05 0.05 

1.5 -4.5 -6 1.5 3 -4.5 -6 

y- -o. Y2 
-0.15 -0.15 

-0.2 -0.2 
z/SVG z/&rG 

0.2 

0.15 

0.1 

0.05 

1.5 -3 -4.5 -6 

-0.1 Y3 

-0.15 
-0.2 

z/5VG 

looking upstream 
Vortex Core 

W! (exp. location) 

Y/ Svc Y3 
Y2 

Y1 

z/Svc 

Yl = 0.362 S�a 
Y2 = 0.602 SvQ 
Y3 = 0.843 &va 

176 



Figure 4.12: Horizontal cross-stream velocity at X2 and 
various cross-stream positions 
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Figure 4.13: Streamwise velocity at X3 and various cross- 
stream positions 
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Figure 4.14: Vertical cross-stream velocity at X3 and 
various cross-stream positions 
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Figure 4.15: Horizontal cross-stream velocity at X3 and 
various cross-stream positions 
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Figure 4.16: Streamwise velocity at X4 and various cross- 
stream positions 
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Figure 4.17: Vertical cross-stream velocity at X4 and 
various cross-stream postions 
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Figure 4.18: Horizontal cross-stream velocity at X4 and 
various cross-stream positions 
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4.4 Summary 

In this Chapter predictions of two numerical models were compared to experimental 
data provided by the Cranfield University. Both numerical models, described in 

Section 3.7.2, were designed to match the experimental model in terms of dimensions 

and boundary conditions. Both numerical models comprise an incompressible, 

turbulent, boundary layer over a flat plate into which a pitched and skewed aiijet is 

issuing. In the first model the airjet is defined as a velocity plug profile issuing into the 

solution domain from the solid surface. In the second numerical model a jet inlet tube 

(see Figure 3.14) is modelled where the velocity plug profile is defined at the inlet of 

the tube. This feature allows the jet velocity profile to develop over the length of the 

tube. It also allows the main flow to influence the jet velocity profile as it enters the 

main flow. 

Section 3.8 describes briefly the grid generation code 7ETGRID', written in Fortran 

77. The code generates a thirteen block structured three dimensional grid. The grid 

generation code also calculates the local distortion of the physical grid, both the 

maximum and minimum skewness are determined to check the state of discretisation. 

In Section 4.2.1 grid dependence was investigated and discussed by using the shear 

stress distribution at one chosen downstream location. Five advection schemes were 

tested against experimental data by using streamwise and cross-stream velocity 

profiles at one defined downstream location. The higher Upwind scheme (HUW) was 
found to provide the best compromise between accuracy and level of convergence. 
The numerical and experimental results were discussed and compared in Section 4.3. 

At four downstream locations (see Figure 4.6) experimental data was available in 

terms of streamwise and cross-stream velocity profiles. The data of the two numerical 

models, with and without the inlet tube were compared with the measured results. 
The most significant difference between measured and predicted data was the 

magnitude of the cross-stream velocity components v. The magnitude of the predicted 

cross-stream velocity component v was approximately 50% lower than that of the 

measurement (see Figure 4.8). The predicted cross-stream positions of the vortices 

cores were slightly shifted from the experimental position at the first downstream 

location. Between the first and second downstream (see Figure 4.11) location, the 

predicted vortices travelled approximately 30% further in the cross-stream direction 
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than the experimental vortex. Thus the shift between the experimental vortex and the 

predicted vortices grew by approximately a factor of 2. The downstream development 

of measured and predicted vortices from the second downstream location onwards 

was similar in terms of decay and migration. Little difference between the two 

numerical models could be observed at the first downstream location but the velocity 

magnitudes of the model without the inlet tube were slightly higher. Further 

downstream, the two numerical models predicted approximately the same results. 
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5 Flat Plate Models 

5.1 Introduction 

The numerical results for the two vortex generators, i. e. the airjet and the vane VGs, 

will be discussed and compared at two downstream locations, i. e. X1 and X2 (see 

Figure 5.1). 

Mam Flow 

Plan view of the Air jet grid of Model D1 

A 
inner block grid 

n 

m 

x 

Figure 5.1: Local VG models (Dl and D2) with the two downstream stations and I, J, 

K notation 

These downstream locations were defined as follow: 

"X1 =0.25L(4.25) 

" X2 = 0.46 L (7.7 So) remembering that So = inlet condition as we see in the 

following Figures 5.5 to 5.12. 

A grid dependence test was carried out for both numerical models, D1 and D2. The 

shear stress distribution at the downstream location X1 was used as a criterion to 

judge grid independence. 

For the vane VG model D2 a one-block grid was used with a total number of grid 

cells of 299520. A cell distribution of (ni = 104, nj = 36, nk = 80) was found to 

provide shear stress results independent of further refinement. 

The Air jet VG model D1 was discretised with a thirteen block grid and a cell 

distribution of the outer grid blocks of (ni = 60 (nid = 30), nj = 29, nk = 40). The total 

number of grid cells including the inner block configuration (see grey shaded area in 

Figure 5.1) is 89088 cells. This grid size provide shear stress results independent of 
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further refinement. All predictions in this section were calculated using the 

aforementioned grids and a second-order Upwind (HUW) dicretisation scheme (see 

Section 4.2.2). From previous calculations (see Section 4.3) it was decided that it was 

unnecessary to grid the jet inlet tube. An average number of 1000 iterations was 

needed to achieve convergence in the case of the two local models, D1 and D2. The 

error in continuity, i. e. the mass source residual was reduced by an average reduction 

factor of approximately 1.2x 105. 

5.2 Results and Discussion 
Figures 5.2 to 5.12 show the results of the two different VG models. The two VG 

models are based on the experiments of Gibb & Anderson (1995). The coordinates in 

these Figures were nondimensionalised with the inlet boundary layer thickness (see 

Table 3.2) calculated to be So 4mm. The first downstream location of x/So st; 3.2 was 

chosen because it was the closest downstream location to the vane at which the 

vortex was properly developed. 

Figure 5.2 shows the significant difference between the strength of the counter- 

rotating vortices produced by the Air jet Vortex Generators (AJVG) and by the Vane 

Vortex Generators (VVG). The velocity scales are the same in both vector plots. 

Figure 5.3 shows the decay of circulation and peak vorticity in the streamwise 

direction downstream of the VG's centre. The calculation of peak vorticity and peak 

vorticity position is given in Appendix B. The lowest circulation was predicted for the 

counter- and co-rotating vortices of the Air jet. As can be seen, the circulation for 

both jet configurations was the same. The co-rotating vanes were predicted to 

produce vortices with circulation values four times that produced by the jet vortices. 

However, even larger circulation values, six times that of the jets, were predicted for 

the counter-rotating vane configuration. 
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Figure 5.2: Velocity vector plots of counter-rotating vortices produced by (a) AJVG 

(model Dl) and (b) VVG (model D2) at the downstream location X1 = 4.2 1% 
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Figure 5.3: Circulation and peak vorticity decay for vane 
and airjet VGs 
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The difference in circulation magnitudes between the two vane cases is caused by 

interaction of the co-rotating vortices, as shown schematically in Figure 5.4. The 

lower value of circulation for the co-rotating vane vortices compared to the counter- 

rotating case, is believed to be due to the interaction of the vortices. The periodicity 

provides interference between the co-rotating vortices with a result of reducing the 

individual vortex strength. In contrast the vortices with symmetric boundary 

conditions (i. e. counter-rotating vortices) enhance each other. 

Co-rotating vortices Counter-rotating vortices 

Figure 5.4: Interaction of co- and counter-rotating vortices 

Figure 5.5 shows velocity vector plots of the co- and counter-rotating vortices 

produced by the WG. It can be clearly seen that the diameter of the counter-rotating 

vortex is significantly larger than the diameter of the co-rotating vortex. No difference 

in both jet cases is seen because the individual vortex strengths are too low for the 

spacing used for any interaction between the vortices to occur. 

The peak vorticity decay provides distinctive differences in the results between jet and 

vane but a negligible difference between the two vane configurations. The peak 

vorticity magnitudes of the counter- and co-rotating vortices of the jet are identical 

and approximately 50% lower than the vane cases. The peak vorticity decay rate is 

approximately the same for both VG models but more rapid than that of the 

circulation decay rate. 
In Figure 5.6 paths of peak vorticity for the counter- and co-rotating vortices for vane 

and airjet VGs are shown. It was found that the peak vorticity and the vortex core 

location is approximately the same in the case of the WGs. However, in the case of 

the AJVGs the peak vorticity locations, normal to the solid surface, were slightly 
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below the vortex core position. In the x-z plane it can be seen that the counter- 

rotating vortex produced by the vane travelled parallel to the counter- and co-rotating 

vortices initiated by the AJVG. The two jet vortices are almost on the same path. 

Again, this is due to the relatively large spacing in the airjet cases. The exception is 

the co-rotating vane vortex which exhibits a greater cross-stream translation 

compared to the counter-rotating vane vortex and to those created by the AJVGs. 

The line of peak vorticity in the x-y plane for the vane vortices is significantly different 

from that of the jets. This graph shows clearly that the vortices produced by the jet 

are five times lower, i. e. much closer to the solid surface, than those produced by the 

vane. Specifically, the cores of the vortices generated by the vane are approximately 

on the edge of the boundary layer, whereas the cores of the vortices initiated by the 

jet are within the boundary layer (see Figure 5.8). The diameter of the co-rotating 

vortex produced by the vane remains constant over the distance calculated, thus 

travelling downstream on an approximately horizontal line (see Figure 5.6). The 

counter-rotating vane vortices lift each other off the surface thus increasing their 

diameters. 

The cross-stream vorticity distribution produced by the WGs and the AJVGs are 

shown in Figure 5.7 at two downstream locations Xl and X2. The first location Xl is 

exactly half way downstream from the VG centre to the domain exit plane. The 

second location X2 is just upstream of the domain exit plane. The vorticity peaks of 

the vortices produced by the jet are 50% less than the vorticity peaks produced by the 

vane, as already shown in Figure 5.3. The counter-rotating vane vortex is the most 

effective in terms of providing a high level of vorticity distribution. Comparing the 

two downstream locations Xl and X2 in Figure 5.7 it can be seen that the co-rotating 

vane vortex travelled more in the cross-stream direction than the counter-rotating 

vortex. This effect was also shown in Figure 5.6. Vorticity profiles through the 

vortices cores produced by both VG models at two downstream locations, XI and X2 

are shown in Figure 5.8. The vorticity distribution can be divided into two main 

groups, i. e. the vorticity profiles produced by the vane and the 50% less strong 

vorticity profiles initiated by the jet. In terms of vorticity magnitudes, i. e. the area 

underneath the vorticity profile, the counter-rotating vane vortices are the most 

effective. As would be expected from above, both air jet vortices produced identical 
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vorticity distributions. As already observed in Figure 5.6, the vertical positions of the 

vortices produced by the vane and those initiated by the jet were significantly 
different. Figure 5.8 shows very clearly the height of each vortex in the vertical 
direction. Both vane configurations produced vortices which influenced the main flow 

over a height of ym 2S. These vortices were able to mix the low momentum flow 

within the boundary layer with high momentum fluid from the main flow. In contrast, 

the vortices produced by the jet were active within the lower half of the boundary 

thickness and thus no mixing of low and high momentum fluid of the free stream 

could take part. An additional difference between the vorticity distribution produced 

by vane or jet in horizontal and vertical cross-stream directions, i. e. z- and y-direction, 

is the occurrence of negative vorticity. Both Figures 5.7 and 5.8 show negative 

vorticity areas in case of the WG. Pauley & Eaton (1988) described this 

phenomenon as secondary vorticity compared to the main positive vorticity. 

Cross-stream shear stress distributions produced by WGs and AJVGs at the two 

downstream locations Xl. and X2 are shown in Figure 5.9. This Figure might explain 

the findings of Anderson & Gibb (1995). That is, they achieved slightly more 

reductions of flow field distortion at the engine face of an S-bend intake duct (see 

Figure 3.16) by employing the AJVG than the WG configuration. For the first time 

in this investigation, the influence of WGs and AJVGs on the main flow appears 

similar. Although the widths of the vortices produced by the vane are significantly 

larger than those produced by the jet, the magnitudes of shear stress are of a similar 

order. The shear stress magnitudes of the counter- and co-rotating jet vortices at Xl 

are between the co-rotating and counter-rotating vane results. Through the 

interference of the co-rotating vane vortices, the shear stress magnitudes are 

approximately 20% lower than those of the counter-rotating vane vortices. In Figures 

5.7 and 5.8 secondary vorticity, i. e. negative vorticity can be seen in case of both vane 

VG configurations. Further downstream at location X2, the secondary vorticity in the 

case of the vane VG has almost disappeared and the magnitude of the shear stress is 

increased by approximately 12% (see Figure 5.9). In contrast, the shear stress 

magnitude provided by the AJVG decreased from location X1 to X2 by 

approximately 8%. These results indicate that the vortices produced by the WG were 

still developing in the longitudinal direction whereas the vortices introduced by the jet 
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were fully developed at or before location Xl and decay further downstream to 
location X2. The observed secondary vorticity (see Figures 5.7 and 5.8) at location 

Xl in the case of the WG seems to feed the main vorticity as the vortices developing 

downstream. 

The streamwise velocity profiles through the vortices cores produced by VVGs and 
AJVGs at the two downstream locations Xl and X2 are given in Figure 5.10. At 

location Xl the velocity profiles of the vane vortices support the argument that the 

vortices are not fully developed because two velocity deficits occur. Further 

downstream at X2 the two velocity deficits produced by the vane at X1 are joined to 

one main velocity deficit. The streamwise velocity deficits are less significant for the 

co-rotating vane vortices than those generated by the counter-rotating vortices. The 

increase of skin friction provided by the vane vortices can be seen by comparing the 

two velocity gradients at each downstream location. As shown in Figure 5.10 the 

counter-rotating vane vortices provide a steeper velocity gradient and thus greater 

shear stress than the co-rotating vane vortices. The velocity deficits produced by the 

AJVG configurations appear negligible in terms of magnitude compared to that of the 

vane data. A clear velocity deficit can be seen for the jet vortices at location X1 but 

not at X2. Even if the vortices produced by the jet are small in diameter compared to 

the strong vortices produced by the vane, the velocity gradients at the solid surface 

are similar. Therefore, the skin friction is of similar magnitude in both VG cases as 

shown in Figure 5.9. 

The cross-stream velocity profiles (v, w) in z- and y-directions are shown in Figures 

5.11 and 5.12. These Figures reflect the main differences between the vortices 

produced by the WG and those by the AJVG in relation to the magnitude and the 

vertical positions of the vortices. All vortices travelled and stretched in the cross- 

stream direction (see Figure 5.11) but did not significantly alter in their proximity to 

the solid surface (see Figure 5.12). The difference observed between the magnitudes 

of the co- and counter-rotating vane vortices is due to a number of factors. These 

include the interference effect of the co-rotating vortices reducing the magnitudes of 

each other. Conversely the counter-rotating vortices tend to enhance each other 

rotation. Referring to Figure 5.8 it could be seen that most of the vorticity in the case 

of the AJVG was found within half of the boundary layer thickness whereas the WG 
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configurations provided mixing with the main flow. Figure 5.12 shows the same 

significant difference in magnitudes and positions between the vane vortices and the 

jet vortices as also can be seen in Figure 5.8 for the vorticity distribution. However, in 

Figure 5.12 the cross-stream velocity w of the AJVG spread into the flow at a vertical 
distance form the solid surface close to the boundary layer height. Even though the 

velocity magnitude of the w-component is weak close to the boundary layer thickness, 

Figure 5.12 shows, compared to Figure 5.8, that the whole boundary layer is affected 
by the jet vortices. 
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Figure 5.5: Velocity vector plots of (a) co- and (b) counter-rotating vortices 
produced by the VTG of model D2 at the downstream location X2 - 7.74 
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Figure 5.6: Peak vorticity paths for vane and airjet VGs 
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Figure 5.7: Cross-stream vorticity distributions for vane and 
airjet VGs at two downstream locations, X1 and X2 
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Figure 5.8: Vorticity profiles through vortex cores for vane 
and airjet VGs at two downstream locations, X1 and X2 
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Figure 5.9: Cross-stream shear stress distributions for vane 
and airjet VGs at two downstream locations, X1 and X2 
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Figure 5.10: Streamwise velocity profiles through the vortex 
cores for vane and airjet VGs at two downstream locations, 
X1 and X2 
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Figure 5.11: Vertical cross-stream velocity for vane and 
airjet VGs at two downstream locations, X1 and X2 
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Figure 5.12: Horizontal cross-stream velocity for vane and 
airjet VGs at two downstream locations, X1 and X2 
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5.3 Summary 
In Chapter 5 two local numerical models, D1 and D2 described the vortical flow 

structure in the vicinity of a VG array. The location of the VG array is approximately 
two inlet diameters downstream in a S-bend intake duct (see Figure 3.16). The two 

models comprise an incompressible, turbulent, boundary layer over a flat plate. 
In the first model (No: Dl-airjet, see Table 3.2) an airjet issued into the solution 
domain whereas in the second model (No: D2-vane, see Table 3.2) a vane was 

employed as a VG. Section 3.7 provides all the details and boundary conditions for 

the two models which are based on experiments by Gibb & Anderson (1995). The 

numerical grid for the airjet model was generated by the fortran code 'JETGRID' 

which was described in Section 3.8. A second grid generation code 'VANEGRID', 

also written in Fortran 77, generated a one-block structured three dimensional grid for 

the Vane VG model (see Section 3.8). The results of the two numerical VG models 

were discussed and compared in section 5.2 at two downstream locations (see Figure 

5.1). A grid dependence study was examined for both models by using the shear stress 

distribution as a criterion to judge independence. 

The second-order Upwind (HUW) discretisation scheme was used for the predictions 
based on previous tests (see Section 4.2.2). Circulation and peak vorticity decay, peak 

vorticity paths in cross- and streamwise directions, cross-stream vorticity profiles, 

shear stress distributions, streamwise and cross-stream velocity profiles (see Figures 

5.5 to 5.12) were used to analyse the longitudinal vortices produces by the two VGs. 

Counter- and co-rotating vortices were predicted with both models. 

" In the case of the AJVG no significant differences in results produced by either 

counter- or co-rotating vortices could be observed. This was because these vortices 

were relatively weak and spaced too far apart; consequently hardly any interaction 

between the counter- or co-rotating partner took place. 

" In the case of the WG, significant differences between counter and co-rotating 

vortices were observed. The magnitude and the close spacing of the longitudinal 

vortices produced by the vane provided strong interaction between the co-rotating 

vortices. Thus the difference in magnitudes of circulation (see Figure 5.3) between the 

co-rotating and counter-rotating vane vortices increased from 36% initially to 47% at 

the domain exit. Similar differences between the strengths of the velocity components 
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(see Figures 5.10 to 5.12) can be seen in terms of counter- and co-rotating vane 

vortices. As would be expected, the co-rotating vane vortices travelled further than 

the counter-rotating vortices in the cross-stream direction. The increase of skin 
friction above free stream conditions (see Figure 5.9) produced by the WG was 

approximately 20% higher for the case of counter-rotating vortices compared to co- 

rotating vortices. The shear stress distributions also shows clearly that the vane 

vortices were still in a state of development at the first downstream location. This was 
indicated by an increase of shear stress further downstream at the second downstream 

location. Negative or secondary vorticity (see Figures 5.7 and 5.8) was observed in 

the case of the WG but this disappeared downstream. 

" All results, except circulation and shear stress, provided by the AJVG were 

approximately 50% less than those produced by the vane. The skin friction 

enhancement provided by the co- and counter-rotating AJVG vortices at the first 

downstream location was slightly higher than that produced by the co-rotating WG 

vortices. 

" The core positions (see Figure 5.12) of the vortices produced by the WG were 

approximately equal to the undisturbed boundary layer height whereas the core 

positions of the vortices produced by the AJVG were at approximately a quarter of 

the undisturbed boundary layer height. 

" The amount of circulation provided by both AJVG configurations was six times 

lower than that produced by the counter-rotating WG vortices and four times lower 

than that of the co-rotating values. 
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6 Duct-Sector Model 
6.1 Introduction 

The numerical results of eight different pitch and skew angle configurations will be 

discussed and compared at one downstream location, i. e. X1 = 0.25L (4.250) (see 

Figure 6.1) 

Plan view 

centru 
Air jPI 

z w" 
n 

K 

Main 
Flow 

-º 
x 

Figure 6.1: Local airjet sector model D3 with the downstream station and I, J, K 

notation 

A grid dependence test was conducted for the numerical sector model. The shear 

stress distribution at the downstream location X1 was used to judge grid 

independence. The local airjet sector model was discretised with a thirteen block 

structured three dimensional grid with polar coordinates. The computational hardware 

capacity restricted the test to the current grid with a cell distribution of the outer grid 

blocks of (ni = 57 (nid = 30), nj = 52, nk = 31). The total number of grid cells 

including the inner grid blocks (see grey shaded area in Figure 6.1) is 119964. Further 

refinement by keeping the aspect ratio of the grid cells constant generated a grid size 

which was not possible to compute to convergence. However, it was found in the grid 

dependence study of the flat plate model (see Chapter 5) that only minor shear stress 

enhancement was achieved by refinement of the cross-stream cell distribution from nk 

= 31 (sector model D3) to nk = 40 (flat plate model DI) nodes. The streamwise cell 

distribution of the downstream grid blocks of nid = 30 nodes was equal to the flat plate 
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model in Chapter 5. The cell distribution in domain height of nj = 52 was necessary to 

achieve a similar cell aspect ratio for the sector model than for the flat plate. The 

solution domain height which is equal to the radius of the S-bend duct was the main 
cause of the computational limit being exceeded. All predictions in this Section were 
calculated using a second-order Upwind (HUW) differencing scheme (see Section 

4.2.2). Convergence was achieved after 2500 iterations. The average reduction factor 

of the mass source residual was approximately 1.1 x 105. The coordinates in the three 
dimensions x, y and z were nondimensionalised with the inlet boundary layer thickness 

(see Table 3.2) which was determined to be So ft 4mm. 

6.2 Results and Discussion 
Figures 6.2 to 6.14 show the different levels of enhancement of the flow field 

provided by various pitch and skew angle configurations of the airjet VG (AJVG). As 

observed in Chapter 5, there are only small differences between counter- and co- 

rotating vortices produced by the jet. The reason for the negligible difference between 

the co -and counter-rotating vortices is because of the individual size of the vortices 

compared to the solution domain width. Therefore each vortex produced by the jet 

behaved independently without any major interaction with its co- or counter rotating 

neighbour. The first cross-plane examined was defined to be x/So s: z 0.94 which is 

much closer to the VG centre than it was in Chapter 5 (x/So 3.2). The vortices 
introduced by the jet were already fully developed at this downstream location. 

The highest level of circulation (see Figure 6.2) downstream of the VG was achieved 

with a pitch angle of 30° and a skew angle of 75°, followed by a configuration of 30° 

pitch and 60° skew angle. The pitch/skew angle configurations of 45°/75°, 45°/60° 

and 30°/45° provided the third, fourth and fifth highest initial circulation but all three 
decayed approximately to one value at the end of the solution domain. The pitch/skew 

angle configurations of 45°/45°, 30°/30° and 45°/30° provided the lowest flow field 

enhancement. By changing the pitch and skew angle configuration from 45°/30° to 
30°/75° the initial level of circulation can be increased by a factor of approximately 
2.75. Even the final level of circulation at the end of the solution domain is increased 
by a factor of approximately 2.2. Inspection of the circulation decay profiles reveals 
that the value of the skew angle is the most important factor to influence the 
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magnitude of the circulation. The four pitch and skew angle configurations which 

enhance the flow field most have high skew angles of 75° and 60°. The level of 

circulation is further decreasing with skew angles of 45° and finally 30°. It seems also 

to be important to issue the air into the flow field with a pitch angle of 30° rather than 

45° to achieve a higher level of circulation. 
The sequence of pitch and skew angle configurations in terms of the level of peak 

vorticity strength (see Figure 6.3) is the same as observed for the circulation in Figure 

6.2. Although the distinction between the various angle configurations is not as clear 

as it was in terms of circulation. However, the pitch and skew angle configurations 

with the highest and lowest level of peak vorticity, of 30°/75° and 45°/30° can be 

clearly differentiated. The factor between the maxima of peak vorticity strengths is 

approximately 1.3 compared to 2.75 for the circulation. The decay of the peak 

vorticity describes approximately an exponential function and all configurations 

reached a similar level of peak vorticity strength at the solution domain exit. 

Comparing the peak vorticity decays for the flat plate model (see Figure 5.3) of the 

case of 45°/4511 with the sector model in this Section, a significant difference of initial 

peak vorticity magnitudes and profiles can be seen. This difference is caused by the 

fact that the first downstream cross-plane is at x/So As 0.94 for the sector model and 

x/So P, 3.2 for the flat plate model. Thus the vortices further downstream were already 

more decayed. 

The locus of peak vorticity can be seen in Figure 6.4 as a planview onto the solid 

surface of the sector. The two groups of angle configurations, (1) 30°/75° and 

30°/60° and (2) 30°/30° and 45°/30° described the longest and the shortest way of 

travelling from the centre line of the solution domain towards the domain boundary. 

These two groups produced the highest and lowest levels of circulation and peak 

vorticity as mentioned above. Three configurations, i. e. 45°/60°, 30°/45° and 45°/75°, 

described similar paths. The angle configurations of 45°/75° and 30°/60° coincided at 

the first downstream location. 

A side view of the locus of peak vorticity is given in Figure 6.5. The peak vorticity 

paths of the longitudinal vortices are displayed in the streamwise direction against the 

solution domain height. The two angle configurations of 30°/75° and 30°/60° which 

provided the highest level of circulation, shown in Figure 6.2, describe the most 
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monotonic ascending peak vorticity paths. Their peak vorticity paths rose by 

approximately 66% from their initial position in the streamwise direction until a 
downstream location of x/S0 ne 5.5 is reached. The peak vorticities of the angle 

configurations of 30°/75° and 30°/60° travelled further downstream on approximately 
horizontal paths. Except for the case of 45°/30°, all configurations produced peak 

vorticity paths which rose by approximately 20 to 40% from their initial positions to a 
downstream location of x/So ow 3 and continued travelling slightly towards the solid 

surface. The 45°130° case initiated peak vorticity paths which rose rapidly about 

approximately 30% from the initial position over the first quarter of the solution 
domain length and continued travelling back towards the solid surface to a final 

position of approximately 14% further away from the solid surface than the initial 

position. It has to be emphasised that all peak vorticity paths against the solution 
domain height described very small changes in vortex height. Comparing the scales of 

the streamwise axis with the domain height axis it can be seen that the peak value of 

the y-axis is only 2.5% of the total downstream length of the solution domain; i. e., the 

y-axis is greatly magnified. 
The cross-stream vorticity distribution is shown in Figure 6.6. Assuming the area 

underneath the vorticity profiles are equal to the magnitudes of vorticity distribution, 

the two configurations, 30°/75° and 30°/60° provided the highest level of voritcity. 
These results conform with those of Figure 6.2 where the highest level of circulation 

were achieved with the angle configurations of 30°/75° and 30°/60°. Small amounts 

of negative or secondary vorticity can be observed for all predictions. 
In Figure 6.7 the vorticity profiles through the vortices cores are displayed against the 

solution domain height. Negative or secondary vorticity can be observed only for the 

case of45°/30°. The different heights of the peak vorticities of various pitch and skew 

angle configurations can be seen. Figure 6.7 shows clearly that for all cases the 

secondary motion took place in the first half of the boundary layer thickness. 

The cross-stream shear stress distribution is shown in Figure 6.8. The data shows that 

the two angle configurations of 30°/75° and 30°/60° provided the highest level of skin 
friction. The lowest magnitude of shear stress was initiated by the vortices of a pitch 

and skew angle configuration of 45° and 30°. The co-rotating vortices provided 

slightly different shear distribution than the contra-rotating vortices. The small 
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difference is only visible for the cases of 30°/75° and 30°/60° because these vortices 

travelled in closer proximity to the domain boundary, and hence interacted with each 

other, than did vortices in the other configuration. 
The streamwise velocity profiles through the vortices cores are shown in Figure 6.9. 

The velocity deficits are coincident with the positions of the vortices cores in the 

vertical distance from the solid surface. It can be observed that the velocity gradients 
from the solid surface to the inflection points of the profiles are depending very much 

on the magnitudes of the skew angles. All angle configurations with high skew, i. e., 

60° and 75°, have very steep and short gradients between the first and the second data 

point above the solid surface. The velocity profiles with high skew angles also had 

lower magnitudes. The case of 45°/75° described the velocity profile with the lowest 

magnitude and the 30°/30° configuration produced the highest velocity magnitude 

with the biggest velocity difference between the first and the second data point. In all 

cases the velocities returned smoothly to free stream conditions with increasing 

boundary layer height. 

The cross-stream velocity profiles of the component v can be seen in Figure 6.10. The 

difference of counter- and co-rotating vortices is more visible as it was in Figure 6.8 

but it is small. The periodicity in the case of the co-rotating vortices can be seen, 

especially for high skew angles of 60° and 75°. The strongest cross-stream velocities 

are produced by the angle configurations of 30°175° and 30°/60° whereas the weakest 

were initiated by the configurations of 45°/30° and 30°/30°. Figure 6.10 demonstrates 

the various vortices cores positions in the cross-stream direction. The core positions 

and velocity magnitudes coincide with the results of the previously discussed figures 

in this section. 

Figure 6.11 shows the cross-stream velocity component w for all angle configurations 

through the vortices cores. The sequence of velocity magnitudes conforms to the 

results presented in Figure 6.10. The two configurations of 30°/75° and 30°/60° 

provided the highest magnitudes and the lowest magnitudes were produced by the 

angle configurations of 45°/30° and 30°/30° The counter-rotating vortices were 

slightly stronger above their cores whereas the co-rotating vortices produced slightly 
higher velocity magnitudes below their cores. All vortices were positioned at 

approximately the same distance from the solid surface while the counter-rotating 
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spread slightly more into the main flow above the boundary layer thickness than the 

co-rotating vortices. 
Figures 6.12 and 6.13 show the cross-stream velocity profiles at each side of the 

solution domain. Comparing the two counter-rotating profiles in Figures 6.12 and 
6.13 the difference of velocity magnitudes can be clearly seen. On the downwash 

boundary (see Figure 6.13) the magnitudes of velocities are about one order less than 

the values on the upwash side (see Figure 6.12). The vortices travelled to the upwash 

side. The magnitudes of cross-stream velocities on the upwash side were 

approximately 10'ßo of the cross-stream velocities in the case of the co-rotating 

vortices and approximately 1% in the case of the counter-rotating vortices, shown in 

Figure 6.11, through the vortices cores. As a result, it can be seen that even though 

the vortices on both domain boundaries (see Figures 6.12 and 6.13) have decayed 

they still influence the main flow, especially above the boundary layer. The periodicity 

of the co-rotating vortices was reflected in Figures 6.12 and 6.13 where the velocity 

profiles are of the same shape. 
In Figure 6.14 the peak vorticity paths of the counter- and co-rotating vortices of the 

pitch and skew angle configuration 30°/750 are compared. This configuration showed 

the highest level of circulation, peak vorticity and increase of skin friction. As 

previously mentioned the difference of the boundary conditions played only a minor 

part. However, the co- and counter-rotating vortices pattern began to diverge at a 
downstream location of x/So 2. It must be emphasised that the magnitudes of travel 

distances in y-direction are negligible compared to those in cross-stream direction. 

The counter-rotating vortices enhance each other and lift off the surface (see Figure 

5.4) whereas the co-rotating vortices inhibit each other. As a result, the co-rotating 

vortices move towards the solid surface and the cross-stream velocities below the 

cores (see Figure 6.11) has to increase by continuity. Thus the co-rotating vortices 

experience a greater translation in the cross-stream direction due to the influence of 
its neighbours. 
Figures 6.15 and 6.16 show velocity vector plots (looking upstream) at the 

downstream locations, Xl (= 4.26o) and X2 (= 7.76o). Comparing the strengths and 
distribution of the vectors of the counter- (see Figure 6.15) and the co-rotating 
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vortices (see Figure 6.16), it can be seen that the counter-rotating vortices are slightly 

stronger than the co-rotating. 
Both counter- and co-rotating vortices migrate to the side, as potential theory 

predicts. In both configurations, the vortices decay in the streamwise direction. This 

effect can be observed in terms of the vortices shapes and the lengths of the velocity 

vectors. It can be seen that the velocity vectors are decreasing in length (compare 

velocity vectors at locations XI and XZ in Figures 6.15 and 6.16). The vortices 

shapes change from flattened elliptical (at location Xl) to an approximately circular 
form (at location X2). 

The results are tabulated in a form which can be used as input data for RNS3D in the 

form of vortex strengths (peak vorticities) and cross-stream locations for all 
investigated pitch and skew angle configurations is given in Appendix C. 
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Figure 6.2: Circulation decay for various pitch/skew angle 
configurations of the airjet VG 
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Figure 6.3: Peak Vorticity decay for various pitch/skew angle 
configurations of the airjet VG 
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Figure 6.4: Peak Vorticity paths for various pitch/skew angle 
configurations of the airjet VG 
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Figure 6.5: Peak Vorticity paths for various pitch/skew angle 
configurations of the airjet VG 
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Figure 6.6: Cross-stream vorticity distribution for various 
pitch/skew angle configurations of the airjet VG at the 
downstream location X1 
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Figure 6.7: Vorticity profiles through vortex cores for 
various pitch/skew angle configurations of the airjet VG at 
the downstream location X1 
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Figure 6.8: Cross-stream shear stress distribution for 
various pitch/skew angle configurations of the airjet VG at 
the downstream location X1 
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Figure 6.9: Streamwise velocity profiles through the vortex 
cores for various pitch/skew angle configurations of the 
airjet VG at the downstream location X1 
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Figure 6.10: Vertical cross-stream velocity for various 
pitch/skew angle configurations of the airjet VG at the 
downstream location X1 
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Figure 6.11: Horizontal cross-stream velocity for various 
pitch/skew angle configurations of the airjet VG at the 
downstream location X1 
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Figure 6.12: Horizontal cross-stream velocity for various 
pitch/skew angle configurations of the airjet VG on the 
upwash domain boundary Zu and at the downstream 
location X1 
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Figure 6.13: Horizontal cross-stream velocity for various 
pitch/skew angle configurations of the airjet VG on the 
downwash domain boundary Zd and at the downstream 
location X1 
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Figure 6.14: Peak Vorticity paths for the airjet VG with 300 

pitch and 750 skew angle 
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Xi 

X2 

Figure 6.15: Velocity vector plots of the counter-rotating vortices of the pitch and 

skew angle configuration 3001750 at the downstream locations, XI (= 4.2dß) and X2 

(= 77 Sal 
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6.3 Summary 

In Chapter 6 the local sector model D3 (see Figure 6.1) was designed to investigate 

the performance of various airjet VG (AVG) arrays at the same location in a S-bend 

intake duct (see Figure 3.16) as described in Chapter 5. The model describes one 15* 

sector of the S-bend duct with a solution domain height of the duct radius. Eight 

different pitch and skew angle configurations were predicted and analysed at one 
downstream location (see Figure 6.1) in Section 6.1. Details and boundary conditions 

of the sector model are described in Section 3.7. 

The numerical grid for this AJVG model was generated by a modified version of the 

fortran code 'JETGRID' used for the grid generation in Chapter 4 and 5 and is 

described in Section 3.8. The modification comprises changing the coordinate system, 

i. e. from Cartesian to polar coordinates. Grid dependence was examined by using the 

shear stress distribution as a criteria to judge independence. The second-order 

Upwind (HUW) discretisation scheme was employed for the predictions. 

Circulation and peak vorticity decay, peak vorticity paths in cross-stream and 

streamwise directions, cross-stream vorticity profiles, shear stress distributions, 

streamwise and cross-stream velocity profiles (see Figures 6.2 to 6.14) were used to 

analyse the performance of the different pitch and skew angle configurations. Both 

co- and counter-rotating vortices were predicted for each angle configuration. The 

differences between co- and counter-rotating vortices were negligible. However, at 

the upwash and downwash domain boundaries the difference between periodicity and 

symmetry in terms of cross-stream velocity profiles (see Figures 6.12 and 6.13) could 

be clearly seen. 

Two groups of pitch and skew angle configurations, i. e. (1) 30°/75° and 30°/60° and 

(2), 30°/30° and 45°/30° defined always the highest and the lowest level of flow field 

enhancement downstream of the VG. 

" Changing the pitch and skew angles from 45°/30° to 30°/75° increased the initial 

level of circulation (see Figure 6.2) by a factor of approximately 2.7. Enhancement in 

the flow field characteristics was achieved by altering pitch and skew angles of the 

AJVGs. 

" The optimum configuration was observed to be the 30°/75° configuration. 
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" The initial level of peak vorticity (see Figure 6.3) could be increased by 

approximately 1.3 by changing the angle configuration from 45°/30° to 30°/75°. 

" Changing the pitch/skew angle configuration from 45°/30° to 30°/75° resulted in an 
increase in the cross-stream translational movement (see Figure 6.4) proportional to 

that of the increase in vorticity strength. The cross-stream positions of the vortex 

cores (see Figure 6.10) reflected the same tendency as the vorticity paths. 

" The vertical positions of the vortex cores (see Figure 6.11) were relatively 
independent of the pitch and skew angle configurations. In all cases the vertical 
distance from the solid surface of the vortex cores was approximately one quarter of 

the undisturbed boundary layer height. Therefore, most of the secondary motion was 

observed to occur within the boundary layer. 

" The magnitude of the cross-stream velocity and the cross-stream vorticity was 

higher for the 30°/75° system than for the 45°/30° angle configuration (see Figures 

6.6,6.7,6.11 and 6.12). 

" The increase of skin friction (see Figure 6.8) was directly proportional to the cross- 

stream velocity results. The pitch and skew angle configurations of 30°/75° and 

45°/30° provided the highest and the lowest shear stress distributions, respectively. 
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7 Comparison of Sector and Flat Plate Models 
7.1 Introduction 

The numerical results of the two VG models employed, i. e. the airjet vortex generator 
(AJVG) sector model D3 and the flat plate AJVG model D1 with 450 pitch and 45° 

skew angle, will be discussed and compared at two downstream locations, i. e. X1 and 
X2 (see Figure 7.1). This angle configuration was defined by the configuration for the 

flat plate model D1 of Chapter 5 from where the data is taken. 

z 

Main Flow 

'K 

Main 
Flow 

Plan view 

nki --- K 

Figure 7.1: Local VG models DI and D3 with the two downstream stations and 1, j, 

K notation 

inner block grid 
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These downstream locations were defined as follow- 

" Xl = 0.25L (4.28v) 

" X2 = 0.46L (7.76o) 

see Figures 7.2 to 7.10. 

Grid dependence was evaluated as was discussed in the previous Chapters 5 and 6. 
The total number of cells in the case of the sector model is 119964, whereas the flat 

plate model is discretised in 89088 finite volumes. 

7.2 Results and Discussion 
Figure 7.2 shows the circulation and peak vorticity decay for both models with 

symmetric and periodic boundary conditions. The first downstream location was x/So 
3.2, adopted from Chapter 5, from where the data for the flat plate is taken. The 

magnitudes of the flat plate data were in general slightly higher than in case of the 

sector model. The circulation magnitudes of the flat plate are approximately 2% 

higher than those of the sector. The decay rate of both models is identical. The initial 

peak vorticity magnitudes of the flat plate model is approximately 7% higher than that 

of the sector model. In the streamwise direction, the peak vorticity decay rate is 

slightly higher for the flat plate model than in the case of the sector model. The 

difference in peak vorticity levels between the two models decreased downstream to 

an amount of approximately 2% at the solution domain end. No difference in peak 

vorticity decay rates between the counter- and co-rotating vortices of each model 

could be observed. The circulation decay rates were observed to differ equally for 

each model depending on the rotational sense of the vortices. Through interactions of 

the co-rotating vortices, the circulation with periodic boundary conditions decayed 

slightly faster than in case of the counter-rotating vortices. 

A planview of the peak vorticity paths in the streamwise direction is given in the top 

panel of Figure 7.3. The closest path'to the domain centre line is described by the 

counter-rotating vortex from the flat plate model. The next adjacent path is described 

by the co-rotating vortex of the flat plate model and by the counter-rotating vortex of 

the sector model. A third path is described by the co-rotating vortex of the sector 

model. The differences between the peak vorticity paths of the counter-rotating 

vortices predicted by both models is less than 1% and therefore negligible. The same 
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negligible difference is observed for the two co-rotating systems. A sideview of these 

paths is given in the lower panel of Figure 7.3. Comparing the vorticity paths in the 

streamwise direction against the solution domain height, the paths of the sector model 

separated from the paths of the flat plate model from a downstream location of x/S 
5. In the case of both models, negligible differences between the counter- and co- 

rotating vortices can be observed. As mentioned in Chapter 6 the difference in heights 

of the paths are negligible compared to the travelled distances of the vortices in the 

cross-stream direction. The total distance in y-direction is only 4% of the distance 

travelled downstream whereas the total cross-stream distance describes approximately 
40% of the total downstream path. However, the peak vorticity paths of the sector 

model were closer to the solid surface than those of the flat plate model as the 

vortices predicted by the sector model were slightly weaker than those of the flat plate 

model (see Figure 7.3). The vortex is decaying in the streamwise direction and the 

core is lifting up. Through the restriction of the wall, i. e. by continuity, the vorticity 

will be stronger beneath the vortex core. The more the vortex decays, i. e. the weaker 

the vortex is, the more the remaining peak vorticity approaches the solid surface. 

Figure 7.4 shows the cross-stream vorticity distribution at the two downstream 

locations Xl and X2, i. e. half way downstream and close to domain exit. No 

significant negative or secondary vorticity is observed in both cases. At the 

downstream location XI, the sector model predictions were approximately 7% less 

than those of the flat plate model. Further downstream at X2 the difference in 

vorticity prediction between the two models shrank to a negligible amount. This result 

conforms to Figure 7.2 where the peak vorticity, in the case of the flat plate model, is 

observed to decay slightly faster than that of the sector model. The difference between 

the data provided by counter- and co-rotating vortices appeared to be negligible for 

both Air jet models. Figure 7.5 presents the vorticity profiles through the vortices 

cores for both models at the two downstream locations XI and X2. The differences in 

vorticity magnitudes reflect in general the aforementioned results of Figure 7.4. At 

location Xl the sector model predictions are approximately 7% less that those of the 

flat plate model. The difference in prediction between the two models decreased to 

approximately 3% at the downstream location X2. 
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The cross-stream shear distribution, shown in Figure 7.6, supports the impression that 
the differences in predictions between the sector and the flat plate model are minor. 
There are no significant differences between the shear stress predictions of the two 
Air jet models. 
Streamwise velocity profiles through the vortices cores are presented in Figure 7.7. 

The velocity deficits predicted by the sector model are approximately 7% less than 

those predicted by the flat plate model at the downstream location Xl, which supports 

the vorticity results (see Figure 7.4). At location X2 the two jet model predictions 
described approximately the same velocity profiles. No differences between the 

predictions of co- and counter-rotating vortices for each airjet model can be observed. 
The cross-stream velocity profiles at the two downstream locations are displayed in 

Figure 7.8. The flat plate predictions were approximately 7% higher than the sector 

predictions at location Xl and X2. The cross-stream positions of the vortices for both 

models were approximately the same. A minor difference between co- and counter- 

rotating vortices predicted by both models can be observed at location X2. 

The cross-stream velocity profiles through the vortices' cores are presented in Figure 

7.9. At location Xl the vertical distance of the vortices' cores are identically predicted 
from both airjet models. The flat plate model predicted co-rotating vortices which 

rose about approximately 25% between location Xl and X2, whereas the vortices 

cores predicted by the sector model rose by approximately 30% between location XI 

and X2. The predictions of the flat plate model close to the wall are approximately 
7% higher in magnitudes than those of the sector model at both downstream locations 

Xl and X2. The co-rotating vortices show slightly higher velocity magnitudes than 

the counter-rotating vortices for both models at the two downstream locations Xl 

and X2 close to the solid surface. The velocity profiles are approximately the same up 

to the cores centres, where the cross-stream velocities are zero. From the cores 

centres towards the negative velocity maxima the curves slightly diverge. At location 

XI the counter-rotating vortices produced by the flat plate model describe the highest 

negative velocity maximum whereas the co-rotating vortices predicted by the sector 

model shows the lowest negative velocity maximum. The profiles of the negative 

velocity maxima of the counter-rotating vortices predicted by the sector model and 

the co-rotating vortices produced by the flat plate model are coincident at location 
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Xl. Above the location of the negative velocity maxima the two models appear to 

describe identical results at location Xl. Further downstream, at location X2, the two 
jet models describe already identical results from the location of the negative velocity 

maxima. Both models show slightly less strong velocities for the co-rotating vortices 

above the cores at the two downstream locations X1 and X2. At both locations, Xl 

and X2, it can be seen that the vortices spread above the boundary layer thickness but 

only slightly. 
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Figure 7.2: Circulation and peak vorticity decay for the 
sector and flat plate models with 450 pitch and 450 skew 
angle 
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Figure 7.3: Peak vorticity paths for the sector and flat plate 
models with 450 pitch and 450 skew angle 
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Figure 7.4: Cross-stream vorticity distribution for the sector 
and flat plate models with 450 pitch and 450 skew angle at 
two downstream locations, X1 and X2 

1.2 Z 

s.; X1 

1 sector, counter-rotating 0.6 
-e -sector, co-rotating 

-*-flat plate, counter-rotating 0.4 
-e-flat plate, co-rotating 

-2.1 -1.8 -1.5 -1.2 -0.9 -0.6 -0.3 

-0.2 
z/80 

1.2 
0 

ö1 

3 

0.8 

0.6 

0.4 

0.2 

0.3 0.6 0.9 1.2 1.5 1.8 2.1 

Zý 

'X 

X2 

-2.1 -1.8 -1.5 -1.2 -0.9 -0.6 -0.3 ' 0.3 0.6 0.9 1.2 1.5 1.8 2.1 

-0.2 

z/8o 

236 



Figure 7.5: Vorticity profiles through vortex cores for the 

sector and flat plate models with 450 pitch and 450 skew 
angle at two downstream locations, X1 and X2 
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Figure 7.6: Cross-stream shear stress distribution for the 

sector and flat plate models with 450 pitch and 450 skew 
angle at two downstream locations, X1 and X2 
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Figure 7.7: Streamwise velocity profiles through the vortex 
cores for the sector and flat plate models with 450 pitch 
and 450 skew angle at two downstream locations, X1 and 
X2 
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Figure 7.8: Vertical cross-stream velocity for the sector and 
flat plate models with 450 pitch and 450 skew angle at two 
downstream locations, X1 and X2 
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Figure 7.9: Horizontal cross-stream velocity for the sector 
and flat plate models with 45° pitch and 450 skew angle at 
two downstream locations, X1 and X2 
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7.3 Summary 

In Chapter 7 the airjet vortex generator (AJVG) flat plate model Dl and the ANG 

sector model D3 (see Figure 7.1) with 45° pitch and 45° skew angle were compared 

and results discussed at two downstream locations. Details are described in Table 3.2 

and the boundary conditions are defined in Sections 3.7. 

The numerical grids were generated by using the two versions of the fortran code 
'JETGRID' explained in Section 3.8. The main difference between the two grids is the 

coordinate system, which changes from Cartesian for the flat plate model to polar 

coordinates in case of the sector model. The solution domain of the flat plate model is 

growing in streamwise direction in accordance with the boundary layer thickness 

whereas the sector model comprises a constant solution domain height equal to the S- 

bend duct radius (see Figure 3.16). Shear stress distribution at the first downstream 

location was judged to be an acceptable criterion for grid independence. Throughout 

the numerical tests the second-order Upwind (HUW) discretisation scheme was 

employed for the predictions. Circulation and peak vorticity decay, peak vorticity 

paths in cross-stream and streamwise directions, cross-stream vorticity profiles, shear 

stress distributions and streamwise and cross-stream velocity profiles (see Figures 7.2 

to 7.9) were used to analyse the differences between the two models. 

Both co- and counter-rotating vortices were compared. Little difference between the 

results for co- and counter-rotating vortices for each of the models was observed. 
The magnitudes of the flat plate data was in general marginally higher than in case of 

the sector model, except for the shear stress distributions (see Figure 7.6). The skin 
friction distribution was of the same order of magnitude. The difference between the 

two models in terms of level of circulation was approximately 2% whereas the decay 

rate was identical. The difference of initial peak vorticity was approximately 7% but 

decreased to 2% further downstream. The cross-stream peak vorticity paths of co- or 

counter-rotating vortices predicted by both models differed by less than 1%. The 

predicted vorticity profiles of both models (see Figures 7.4 and 7.5) showed, at the 

first downstream location, a difference in magnitudes of approximately 7% between 

each other, which decreased to approximately 3% further downstream. A constant 
difference of 7% between the two models in terms of cross-stream velocity v (see 

Figure 7.8) was observed. The difference between the cross-stream velocity 
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components w (see Figure 7.9) was negligible. The flat plate model predicted the co- 

rotating vortices lifted of the plate approximately 5% less than those produced by the 

sector model (see Figure 7.9). The streamwise velocity profiles (see Figure 7.7) 

showed a 7% difference in magnitudes at the first downstream location for the cross- 

stream component, v, whereas further downstream no significant difference was 

observed. 
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8 Discussion 
The first aim of this project was to investigate the vortical flow structure in the 

vicinity of the Vane Vortex Generator (VVG) and the Air-Jet Vortex Generator 

(AJVG). The size and configuration of the VVG and AJVG were adopted from the 

experiments of Gibb & Anderson (1995). Their experimental results showed that the 

flow field distortion at the engine face was slightly more reduced by employing 
AJVGs than using VVGs. The pressure recovery at the engine face was also higher by 

using AJVGs than VVGs. This is expected because AJVGs do not cause any drag 

penalty in contrast to VVGs. Gibb & Anderson (1995) were unable to give a clear 

answer as to why the AJVGs perform slightly better than VVGs in terms of reducing 

the flow field distortion at the engine face. 

The predictions of circulation, vorticity and velocity distributions showed two 

significantly different flow field enhancements generated by the VVG and AJVG. The 

VVG produced a strong vortex which travelled downstream along the top of the 

boundary layer. Thus the low momentum fluid within the boundary layer was mixed 

with the high momentum fluid of the free stream. Hence momentum was extracted 

from the inviscid free stream fluid into the viscous boundary layer fluid which was 

observed in terms of streamwise velocity profiles with relatively large velocity deficits. 

In contrast, the AJVG generated a vortex which was weak compared to the VVG 

vortex and centred at approximately one quarter of the boundary layer height. That 

implies almost no mixing of high momentum free stream fluid with low momentum 

fluid within the boundary layer. The streamwise velocity profile showed a small area 

of deficit. However, it could be seen from cross-steam velocity plots (parallel to the 

surface) that the AJVG vortex spreads into the free stream region, but with negligible 

strength. 

Higher skin friction enhancement was predicted from our local model in the case of 

the co-rotating vortex produced by the AJVG compared to that provided by the 

VVG. Hence, the mixing within the boundary layer of low momentum fluid close to 

the surface with higher momentum fluid due to the AJVG may be more effective in 

terms of generating a steeper velocity gradient along the solid surface than the mixing 

due to the VVG of the boundary layer fluid with free stream flow. In the S-bend 

intake experiments of Gibb & Anderson (1995) two arrays of periodically arranged 
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VGs were placed symmetrically in the lower half of the duct (see Figures 3.16 and 
3.17: pp. 137-138). These arrays produce two sets of co-rotating vortices which 
redirected the flow in the S-bend duct and tended to attenuate the naturally occurring 
pair of counter-rotating vortices. Gibb & Anderson (1995) experimental results 
showed that the flow field distortion at the engine face was better reduced by 

employing arrays of AJVGs than VVGs. Hence, it would appear that the reduction in 

engine face flow field distortion is linked to the higher skin friction produced by the 
AJVGs immediately downstream of the vortex generators. 
The local model also showed that the vortices produced by the AJVGs behaved as 
individual longitudinal vortices because of their size and spacing. Thus each vortex 
keeps its identity in the array of co-rotating vortices travelling in the streamwise 
direction. According to the predictions and supported by potential theory the vortices 

travelled in the cross-stream direction. In terms of the S-bend configuration the 

generated vortices travel from the inside to the outside of the duct (see Figure 1.6) in 

a streamwise direction. Thus the boundary layer on the duct wall will be influenced by 

the two arrays of individual co-rotating vortices produced by the AJVGs in the 

circumferential direction depending on the magnitude of the circumferential velocity 

of the vortices. 
In contrast, the vortices generated by the VVGs interfered strongly with each other 
thus reducing their individual strengths. In terms of the S-duct configuration the co- 

rotating vortices produced by the WGs travel also from the inside to the outside of 
the duct in the streamwise direction but interact strongly with each other and thus 

tend to destroy each other. Hence the boundary layer on the duct wall might be also 
influenced over a certain circumferential extent depending on the circumferential 

velocity of the vortices but with strongly interfering vortices instead of individual 

vortices in the case of the AJVGs. The VVG vortices redirect momentum from the 

free stream and as a result of their mutual interference and mixing, less kinetic energy 
is available to convert into pressure at the engine face. 

Based on the results from the local models discussed above, the redirecting process of 
the flow in the duct seems to be more balanced by the arrays of individual sub- 
boundary layer vortices produced by the AJVGs than by the strongly interfering 

vortices generated by the arrays of VVGs. 
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The second important aim was to determine the optimum pitch and skew angle 

configuration for the AJVGs in order to enhance the flow field in the most effective 

way. The sector AJVG model was used because it reflects the nature of the duct in 

two important respects. Firstly the circumferential curvature of the duct is 

approximated and secondly the height of the upper boundary of the local sector model 
is equal to the symmetry line of the duct. Thus the imposition of the upper boundary 

conditions could not suppress the resulting vortex. However, the comparison of the 
flat plate model with a fixed solution domain height of five times the local boundary 

layer height and the local sector did not show any significant differences in terms of 
flow field predictions. 
All AJVG configurations showed individual sub-boundary layer vortices which were 
located at approximately one quarter of the undisturbed boundary layer height. The 

cross-stream shear stress distributions indicated the highest level of enhancement at a 

pitch and skew angle configuration of 30° and 75°, respectively. Cross-stream 

velocity plots, circulation and vorticity graphs supported the shear stress indications. 

Both an increase of the pitch angle to 45° or a decrease of the skew angle to 60° 

reduced the magnitude of flow field enhancement significantly. The flow field 

distortion at the engine face of the S-bend intake duct might be further reduced by 

adjusting the two co-rotating arrays of AJVGs with the optimum pitch and skew 

angle configuration of 30° and 75°, respectively. The interaction of the vortices was 

still insignificant thus they would keep their identity travelling downstream along the 

duct wall from the inside to the outside. 

The third aim was to clarify whether modelling the ANG inlet tube has any effect on 

the resulting vortex. The vortex produced by the local model without the inlet tube 

was slightly stronger close to the AJVG orifice. Further downstream the difference 

was negligible. Hence the mass flow rate seems to be more important than the 

velocity profile itself. 
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9 Conclusions and Future Work 

Conclusions 
The main objective of this research project was to design a local numerical model 

which reflects the physical geometry and conditions of the fully turbulent flow field in 

the vicinity of both Vane Vortex Generator (VVG) and an Air-Jet Vortex Generator 

(AJVG) array in an S-bend intake duct. The location of the Vortex Generator (VG) 

array is approximately two inlet diameters downstream of the inlet. 

Two Flat Plate Models; one with and one without the jet inlet tube, were produced 

and predicted streamwise and cross-stream velocity profiles were compared to 

experimental data. The magnitude of the velocity component v (normal to the plate) in 

the experimental case is significantly higher than that of the predictions. Despite this 

difference, in general, the trend of the predicted velocity profiles are in agreement 

with experimentally measured results. Negligible differences between the results 

predicted by the two numerical models were observed, thus the simple flat plate 

model without the jet inlet tube was used for further predictions. 

Two further local Flat Plate Models were constructed: one for rectangular WGs and 

one for circular AJVGs. Both models predicted counter- and co-rotating vortices 
depending of the boundary conditions applied. The WG model produced 

significantly stronger vortices than the array of AJVGs. As a result, the vortices 

produced by the WGs interacted strongly with each other, whereas the vortices 

generated by the AJVGs behaved as isolated vortices. The WG vortices' cores were 

approximately aligned with the undisturbed boundary layer height whilst the AJVG 

vortices' cores were located at a height of approximately one quarter of the 

undisturbed boundary layer thickness. Thus the WG configuration provides mixing 

of low momentum fluid within the boundary layer with high momentum fluid of the 

free stream. In contrast, the AJVG vortices were seen not to provide significant 

mixing with free stream high momentum fluid. 

Despite these differences, the enhancement of skin friction was similar for both types 

of VGs. In the case of co-rotating vortices, the AJVG and the WG configurations 

produced shear stress distributions of similar magnitudes. 
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The sector AJVG model was constructed to reflect more closely the physical 

geometry of the VG array in the S-bend intake duct. A range of eight different pitch 

and skew angle configurations were modelled generating arrays of counter- and co- 

rotating vortices. The maximum level of flow field enhancement was predicted with a 

pitch angle of 30° and a skew angle of 75°. The lowest enhancement was observed for 

a pitch and skew angle configuration of 45°/30°. It appeared that decreasing the pitch 

angle, i. e. from 45° to 30°, and increasing the skew angle from 30° to 75° improves 

the flow field enhancement significantly. All the generated vortices' cores were located 

at approximately one quarter of the undisturbed boundary layer height. Thus little 

mixing between high momentum fluid of the free stream and low momentum fluid 

within the boundary layer was observed. 

The Flat Plate AJVG Model and the Sector AJVG Model were compared for a pitch 

and skew angle configuration of 45°/45°. The differences between the generated 

results are insignificant, thus the simple flat plate model is suggested for further 

investigations. 

Future Work 

A parametric study of the jet orifice size would clarify the connection between the jet 

diameter and vortex strength. Work in progress at City University has highlighted the 
influence of the jet/free stream velocity ratio (VRAT) on the vortex position relative 

to the undisturbed boundary layer thickness. Preliminary results indicate that 
increasing VRAT (thus increasing the mass flow rate) increases the height of the 

centre of the vortex system above the surface. Similar trends may occur if VRAT 

were kept constant whilst increasing the area of the jet orifice. 

The numerical model of WG allows the same opportunity to study a variety of vane 

sizes and different skew angles. A comprehensive comparison study between vane and 
jets would indicate which size of a jet diameter will be comparable to a certain size of 

a rectangular vane. 
Spacing of the VGs is another very important aspect needing further investigation. 

This affects the interaction between co- and counter-rotating vortices. Gibb & 

Anderson (1995) experiments showed that a slightly higher magnitude of reduction of 
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flow distortion at the engine face was achieved by employing an array of AJVGs than 

an array of WGs. The configuration of the arrays of VGs were equal in terms of 

number and spacing. However, the predicted vorticity produced by the WGs is 

significantly greater than that produced by the AJVGs. This seems to imply that the 
difference in magnitude of vorticity between the WGs and AJVGs may not lead to 

any further reduction of distortion at the engine face. Thus it might be possible to 

reduce the surplus amount of vorticity by reducing the number of WGs. This 

suggests that a larger spacing of WGs might be sufficient enough to generate the 

necessary amount of vorticity needed for reduction of the flow field distortion at the 

engine face. Thus spacing of VGs becomes an important criteria to control the 
individual strength of vortices and the interaction between them. 

The high free stream velocity provides a Mach number of approximately 0.7. The limit 

of incompressible flow is defined at a Mach-number of approximately 0.5. Thus the 

effects of compressibility (i. e. decrease of density and so decrease of mass flow rate) 

may produce a lower magnitude of circulation. As a result, skin friction enhancement 

may be less than that predicted for the incompressible case. Adjusting the local 

numerical model to include the effects of compressibility may generate results more 

representative of the experiment and is therefore a choice for further investigation. 
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Appendix A 

Governing Equations 

Continuity Equation 

The following derivation applies to a finite control volume fixed in space and the 

resulting integral equation will be rearranged into a partial differential equation with 

conservative character. Conservation of mass can be described as (Anderson, 1995: 

pp. 53-66): 

The net amount of mass which passes 

through the boundary surface S of the 

control volume 

= The time depending decrease of 

the mass within the control 

volume. 

B=C 

According to the sign convention: 

The two terms in integral form are: 

Outflow positive (+) 

Inflow negative (-) 

B=ffpVdSandC=-1fff, xiV 

SV 
lby. out 

Z 

X 

my. m 

Figure 1: Infinitesimal control volume fixed in space 

In Cartesian coordinates, Figure 1, and using the definition of 

Net out flow = outflow - inflow (1) 

yields: 

i 



Net outflow is x-direction: 
[PU 

+] 'ý- (Pu)d1'ý =ate) yý 

IPV e(nv) 
_ (, ý, ) = 

O( v) Net outflow in y-direction: +0d, dalydz 

Net outflow in z-direction: I pº''+ 
a) dz1 - G°µ')ß =a) drdydz 

Therefore the net flow out of the control volume has to be: 

B= 17 -C* 
a(o") +a(p`') +a(pw) a ydz 0 

and the time depending decrease of mass is: 

C=- (dzdydz) 

Continuity requires B to equal C so that: 

a(Pý) 
+ 

a(Pº') 
+ 

e(Pw), 
dz + 

ae 
(dzdydz) =0 

0&a 

+ 
1a(pi)+a(Pv)+Ate) 

. =o a 

with the divergence of the velocity: V" (p1) =a 
(PU )+ eý )+°) 

The continuity equation in conservative form yields: 

L 
+0"(Pf')= 01(2) 

Momentum Equation 

The momentum equation is based on Newton's second law which states that a change 

of momentum per time causes a force, thus: F= (mv). The total force on the 

moving fluid element is equal to the change in linear momentum and is divided in a 
body force FB and a net surface force Fs. In x-direction the momentum equation 

yields: 

2 



F. d: = FSZ +FB. = max =P dydzaz =P . Yd D 
tIt 

left hand side right hand side 

(3) 

Where Du/Dt is the substantial derivative on the right hand side of equation (3) shows 
that the derivation of the momentum equations results in a nonconservative form. The 

surface forces in x-direction are demonstrated in Figure 2. 

I normal stresses 

uH shear stresses 

ON pressure forces 

Z. w 

Figure 2: Surface forces acting onto the infinitesimal small fluid element moving 

with the main flow 

The net surface force Fs in the x-direction according to definition (1) mentioned 
above yields: 

= p-(p+±dx) +I r=+ '" dxI - r, qdz 

Pressure forces Normal stresses 

3w + ýLj-- dy) -r+ I(T 
0 Shear stresses 

(4) 

The body force in x-direction acting on the fluid element is: FB 
x= p/ (dxdydz) (5) 

where f, is the body force acting in x-direction per unit mass. 

Hence the total force in x-direction has to be: F ,x= Fs. +Fax 

3 



F 

{ 

s F: = 
±+ -+ o'ý 

+ ý` dz +Pfx Andyd 
. YdzD (6) 

Thus dividing through by dxdydz, the momentum equation in the x-direction, in 

nonconservative form, becomes: 

Du 
__ 

47 40r- Lý 
' Dt &+&+ 0y + (7) 

Using similar arguments the momentum equation in y-direction can be written: 

p_-+ -Y ++ 
;- 

+pfy (8) 
Dt 

[&& 

C)? 

and the momentum equation in z-direction can be written: 
or 

Dt 

[- 

ac ac 

To get the Navier-Stokes equations in conservative form one has to expand the 

substantial derivative on the left-hand side of the momentum equation. 

The substantial derivative of the velocity component u is: pD=p&+p" Vu 

Using: 
e(pu) 

and: V"(P ')=uV"(Pv)+(pº')"Vu 

The substantial derivative equation of the velocity component u can be written: 

p 
Du 

=pa+pv"vu= 
)- 

uff 
a 

+V. (pV)J+v"(Puv) 

From continuity 
[a 

+v" (pv)J =0 so that the Navier-Stokes equations in 

conservative form are: 
är 

In x-direction 
AOU) 

+V. (PO) 
4+++ý 

+hix (1U) 

In y-direction: 
) 

+V " (Pvv) + 'Y + 
Lyy 

+ 
iry 

+/1 t() ý ,, 11 
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o'r In z-direction: 
°(Pµ') +0" (PK'' +P}: (12) 

G3 CÄ Gý' Gý oil 

For Newtonian fluids the shear stress is proportional to the time rate of strain, Figure 

3: 

6u61 61 
i or SO/at 

u=bu 
SA ýý 

1 
Yt V Sx 

I u=0 
t 

Figure 3: Fluid deformation 

öB = shear stress angle = angle of deformation 

z oc = time rate of strain 

tan S9 =4 with 50 « 1= 69 = tan 86 hence 89 = 

and in the limits of infinitesimal changes 

d9 du 
di dy 

Thus the shear stress is proportional to the time rate of strain which is equal to the 

velocity gradient 
du 

ra 
dO 

rccdu=> z=9du (13) 

Based on equation (13) and a hypotheses of a second viscosity Stokes defined (1845) 

the following general relations between stress and rate of strain: 

5 



ý, 

2 1' 
3 ac 

r» 
3 

ju(V. 
v) +2 fr } normal stresses 

za =- 
3P(V 

" v)+2P J 

a aý ý 

civ Ta = Ta =+ 
ý} 

shear stresses 

av 

Substituting the normal and shear stress expressions into equations (10 to 12)the three 

Navier-Stokes equations in conservative form are: 

In x-direction: 

C(ý )+«ý=)+ýPý ')+ßcä ) 

cý+a'ýl 3 
0"v+2 ý9 

e ac 

+ 
a"c+ci) 

+a a- +dc/+ Pfx 

In y-direction: 
l (ý') 

+ 
a( ') 

+ 
a(ß'2) 

+ 
a(pVW) 

+a (&l 

aI-3pV4+2uaI+ '+ 

J +pfy 
cp may/ \ oy 

In z-direction: 

(14) 

(15) 

c3 c cý äi a'Y 

R& 
+ a7)Jl 

am'+ 
) +-ý 32 +2, u 

)+P': 
Ay 

1 2ý7 
+a L'k 

(I6) 
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Following Patankar (1980) the Navier-Stokes equations can be written in a general 
form which allows the same discretisation method to be applied to all three velocity 

components. This will be demonstrated for the x-direction: 

V '=divv'= 4+a+ 
VZV =divgrad(v)= 

g2U 92vo''2W 
G0 Gýc2 Oý2 a2 

V(pvu)= °ý 2)+4pvu)+e(pvu) 

AM) 
+V (p v u) =)9 z-+ a'ti l- 

3 
pV " V) +2 lp cäcJ 

a aý aaaa av + 2a 

Noting that: 

div (, ugradu) = VWu) =± a 
(p 

-29 + 

yields: 

A )+V(pvu)=A: 
- +V(pVu)+ l-3ý`ý"vý+ lý` 

ý+ý1ý` ý 

Inertia forces pressure 
forces 

Body 
forces 

Defining the terms below 

Additional viscous term: 

Viscous forces 

Y" 
c( 3IJVvJ+aclýac/+vyluc 

+a 
1 (a. 

-! L) 
. ac 
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Body force term: B. =#; 

Source term: Sr =- +B, +V, r 

The Navier-Stokes equation in x-direction for compressible flow becomes: 

A )+V(pi 
u)=V(pVu)+S. (17) 

In a similar way derived the momentum equations in y- and z-direction are: 

4p )+0(pvv)=V(pVv)+Sy 
(18) 

67 

1, 

ö )+V(pvw)=0(µ0w)-1-Sf 
(19) 

Introducing a general variable 0 (= u, v, w) and a general diffusion coefficient r the 

general differential equation is: 

9 
a)+ 

V(p v O) = 0(I' VO) +SO (20) 
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Appendix B 

Calculation of the Peak Vorticity and Peak Vorticity 

Position from the Vorticity Field 
The position of the peak vorticity location was determined employing a fortran code 
which estimates the position of the maximum vorticity in a limited, predefined, area. 
The vortices in all cells and the cell with the maximum vorticity are dumped to a file at 

the end of the numerical calculations. The vorticity dump file is read in to the fortran 

code. The cell with the maximum vorticity determines the approximate position of the 

peak vorticity location. This nodal location is selected to be the origin of a local 

coordinate system, in computational space, spanning the eight neighbouring nodes 

(see Figure B-2). A biquadratic function is fitted to the nine points and the location of 

the maximum of this function is determined. 

The biquadratic function may be written as: 

f7)=a1+a2ý+a3i7+a4 +LTs z. +a6fj2+a7 ll+asT? l 9V%Z 
(l) 

where, ý= Ax, y) 

n= 77(x, y) 
are coordinates in computational space (see Figure B-1). 

The coefficients al, a2 .... a9 are found from the point values of vorticity. 

The location, in computational space, of the peak vorticity is achieved by 

differentiating equation (1) by 4 and il separately and setting the resultant equations to 

Zero. Thus, 

I= a2 +a4j7+a, ý+2a, 4q+a: 712 +2a, ý172 =0 (2) 

=a3+a4ý+a677+a7 
2f2asq% + 942q=0 

(3) 

017 

1 



Rearranging equations (2) and (3) to the coordinates of the computational space 

yields, 

- 
-ß2 -ßt%P -ßiqP 

l4ý P 
ß3 +2a7r%P +2a9? lP 

= 
-a3 -atýP ßa, 

42 2 EP 

Q6 +2a84P +2a94P 

The peak vorticity is determined using equations (1), (4) and (5) in an iterative 

manner. 

The position in physical space (x, y) to the central grid node (the maximum vorticity 

cell) is determined by calculating the distances Ax and Ay, as; 

- ýP + lip 6ý y77P (7) + IA 
where the overbar denotes an average value overt and ii. 

yf Physical Domain 

r 

4 

X 

Computational Domain 
ý1 

Figure B-1: Computational domain in 

the physical space, computational 
domain in the computational space 

n Location of 
peak vorticity 

543 

TIP 

- 0-4 612 

789 

Figure B-2: Location of the peak 

vorticity point ( rlp) in the 

computational domain 

2 
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Appendix C 

Input Data for RNS3D 
The cross-stream locations of the peak vorticities for the investigated pitch and skew 

configurations are listed in the table below. 

counter-rotating configuration co-rotating configuration 

pitch/skew 
angle 

cus/( o) Y/So zJ8o COSOO/Uo) Y/So ZJSo 

45°/30° 0.9121 0.1738 -0.2990 0.9085 0.1738 -0.2990 
45°/45° 1.0251 0.1738 -0.5620 1.0260 0.1738 -0.5620 
45°/60° 1.0083 0.1738 -0.6877 1.0067 0.1306 -0.8220. 
45°/75° 0.9071 0.1306 -0.8220 0.9115 0.1306 -0.8220 
30°/30° 0.9976 0.1738 -0.4328 0.9858 0.1738 -0.4328 
300/450 1.1759 0.1738 -0.6818 1.1653 0.1738 -0.8166 
30°/60° 1.2172 0.1738 -0.9515 1.2195 0.1738 -0.9515 
30°/75° 1.1264 0.1738 -1.0863 1.1366 0.1738 -1.0863 

The inlet boundary layer height was: So = 0.004m 

The free stream velocity was: Uo = 254m/s 

The downstream location Xl was: X1= 4.26o 

The spacing angle avc was: avc =15° 

U 

ý' 

Main 
Flow 


