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APPENDIX A 

Signal strength vs. Distance -A Propagation Law 

A. 1. Introduction 

Figures 4.2.1 to 4.2.7 of chapter 4 show the variation of signal level 

measured in a mobile as a function of range of that mobile from the 

tranmitter. Each has an inverse fourth power curve drawn on it to show 

the degree of correspondence to that predicted by simple theory and 

confirmed by the workers cited in chapter four. The placing of each 
inverse fourth power curve was done by eye and the fit can be seen to 

be good. The aim of this appendix is to discuss these results and 

obtain a 'universal propagation law' (at least as far as the 

Directorate is concerned) in order to determine transmitter powers to 

be used at base stations. To do the latter task will entail using 

information from several chapters which are subsequent to chapter 4 so 

the construction is given here to minimise the discontinuous flow of 

information in the main body of the report. 

Initial interest is directed to the validity/usability of the results 

obtained and the place of the 90% curves in the overall determination. 

A. 2. Validity of Results 

Chapter 4 provides a brief description of the way in which the curves 

were obtained. A pertinent point is that the measuring system was not 
designed for this task. It was intended to measure signal strengths 

and plot 'characteristic values' on a map to show the degree and extent 

of coverage. To do this the levels were measured at fixed intervals of 

distance travelled and the average of 62 successive readings, 

representing 10 metres distance, was recorded on tape in the vehicle as 

the characteristic value for that section. Each individual reading was 

obtained by electronically adjusting an attenuator on the input to the 

measuring receiver until a threshold was crossed; this threshold was 

near the noise level. 

1 



The attenuator of course stepped in dB increments and so the averaging 

process was an average of the dB values - ie an average of the log of 

the signal strengths. This is obviously different from the arithmatic 

mean of the levels and although the results for the initial purpose are 

best presented in dB form there will be a difference between the mean 

of the log of the values and the log of the mean of the values. This 

difference was judged to be not important for the original purpose 

since only a relatively crude indication of overall signal strength was 

desired and this was further quantised into one of four categories so 

that maps of signal strength could be plotted of the roads traversed 

showing the four categories as different colours. This was deemed of 

merit in showing the overall situation to the customers (police and 
fire services) for their comments on acceptability of coverage. 

For the analysis used in deriving the chapter four figures, each 10m 

average was converted into a power equivalent by taking the square of 
the antilog, and these were averaged for each 0.5km of range from the 

transmitter. The question arises as to how much information has been 

lost in the 'dB averaging' process for the 10m intervals. 

A. 3 Computer Simulation 

Detail will almost certainly have been lost here since the fine 

structure of any Rayleigh fading (see chapter 6 and appendix D) will 

have been lost by averaging - let alone the dB averaging. 

No analytic formulae could be derived for this so recourse was made 

computer simulation. Attention was directed at this stage to the 50% 

(ie median) curves. 

A microcomputer was set to produce a signal with Rayleigh probability 
distribution statistics. Firstly a Gaussian distribution was produced 
by summing four successive values of a computer generated (pseudo) 

random variable, and the statistics of this process were checked. The 

square root of the sum of the squares of two Gaussian variables was 
then taken as the Rayleigh variable (see Clarke 1968) and the 

statistics of the process checked. Having checked the validity of 

producing such a variable, the log of the mean of 10,000 values was 

compared to the mean of the log of the same values. The difference was 
found to be 2.4dB. This agreed with the value found by another method 
based on numerical integration of the Rayleigh characteristics (Pearce 

1983). 
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This value of 2.4dB inaccuracy was judged to be acceptable in view of 
the inherent variability of the situation. Thus the 50% curves could 
be taken as giving a good indication of the expected levels as a 

function of distance. 

A. 4 Median Curves 

Thus the inverse fourth power curve fits to the results could be taken 

as the basis for the 'universal' propagation law at the median level. 

Such curves are shown on the figures of chapter 4. 

Many such results for a number of transmitting sites were analysed and 

the average best fit curve was found to be within 10dB of any trace and 

significantly better than this for most, particularly over the larger 

ranges. 

This then was taken as the 'universal' median law 

Loss between dipoles L50 = 84.2 + 40 log d (dB) 

where d is the range in km. 

A. 5 The 90% case 

At first sight a similar treatment could have been given to the 90% 

curves - those which represent the levels exceeded for 90% of the 

locationt and the figure used for providing acceptable communications. 

Two main factors argued against this however. Firstly an initial 

assessment of the 10m averging process showed that the likely 

discrepancy was large, showing that fine detail had been lost. 

Secondly the surveys had been conducted with only 10 watts of radiated 

power. This coupled with the fact that the measuring equipment 

threshold was near the noise level meant that the lack of sensitivity 

would be most marked for the weaker signals. Thus the 90% results were 

rather suspect in accuracy. An additional factor was that only 'major' 

roads had been included in the surveys and there was some question as 
to how representative this was for the overall situation which had to 

be considered. 
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For these reasons recommendations were made that future surveys would 
be best conducted with a higher transmitter power if use was to be made 

of this form of analysis. To obtain a propagation law for this 90% 

case use was made of CCIR predictions of the variations of signal 

levels (CCIR report 567-1) which gives (presumably as the result of 

many careful measurements) a confirmation that the gross locations are 

log normally distributed (see chapter 6) with standard deviation of 
8dB. From this the difference between the 90% case and 50% (median) 

case was calculated as 10dB. 

Thus the 'universal' law to be used for the Directorates purpose was in 

part derived from measurements of representative locations and a 

correction from CCIR work applied. The law is then: 

Path loss for 90% locations L90 = 94.2 + 40 log d (dB) 

where d is the range in km. 

A. 6 Transmitter Power 

The base station transmitter powers are dependant on the range it is 

desired to achieve, the modulation used, and the grade of service to be 

provided. Chapter 7 discussed the requirement for QSAM operation and 

the recommended level (section 7.8) for this was 10 , uVemf in areas of 

equal signal overlap, this corresponds to - 124dBW. Now a typical 

spacing between base stations is 30km. So, for a range of 15km the 

path loss becomes 141.2dB, and the transmitter radiated power is 

17.2dBW. With this figure the ranges of signal levels of 4 )lVemf (- 

131dBW) and 2)iVemf (-137dBW), which have been taken as the minimum 
desirable and absolute minimum usable signal levels, are respectivly 
22km (13.8 miles) and 31.2km (19.5 miles). These latter figures were 
in resonable agreement with expectations but it was recognised that 

they had to be treated with some caution due to the increasing effect 

of shadowing here. Overall however it confirmed the intuitive feeling 

that the situation at 150MHz would be very similar to 100MHz where 50 

watt (+17dBw) tansmitters are used. 

The return path merits some discussion. The path loss will, by 

reciprocity, be the same. The lower transmitter power available on the 

mobile, some 20W (+13dBW) is compensated for by the fact that not only 



will the receiver not be subject to quasi synchronous reception but it 

will also be in a low noise environment. Therefore overall operation 

on the return paths is, as happens in the present bands, expected to 

match that of the outgoing one. 
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APPENDIX B 

Multibase Station Area Coverage 

Protection ratio as a function of Clustering 

The case of a single base station per coverage area was discussed in 

the main text at 5.6.4 and a formula given for relating re-use distance 

u to the number of cells or channels n which form a tessellating 

pattern. For a cell to cell spacing of D the re-use distance u was 

given by 

U= D(i2 + ij + j2)1 

and the number of channels no12+ ij +j2 

When considering a system where several base stations are used to 

provide coverage of an area, then it is necessary to limit the numbers 

to those which form repeating multi-hexagonal patterns. This provides 

the repeating patterns necessary for hexagonal geometry. Thus only 

clusters of 3,4,7,9 etc base stations can be considered, and for 

each of these there may be several choices of numbers of clusters (ie. 

of number of channels) which then form tessellating patterns. 
Following the terminology of section 5.6.4, a group of base stations on 

one channel will be a cluster and a grouping of clusters to tessellate 
the plane will be termed a conglomerate. 

The basis for comparison of performance between the single and multi 
base station clusters should be that of protection ratio afforded to 

the service area against co-channel interference. 

For the case of four base stations examined in section 5.6.3, it will 

be seen that the re-use distance for the single station case is given 

by i_2, jc1 ie. u=D 
J7. Now the worst case for protection occurs 

at the corner of the wanted cell since this is nearest to the unwanted 

transmitter and furthest from the wanted. Whilst the exact protection 

ratio for this point could be calculated using the inverse fourth power 

law, it will be reasonable to approximate the coverage to a circle of 

diameter D, the cell to cell distance. This is even more appropriate 

for some of the particular patterns to be considered later. Once again 
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this can be justified on the grounds of demonstrating the nature of the 

effects. 

When this is done then the range r= D/2 and the formulae given in 

section 5.6.2 apply. 

So from u1 =r (('4 + 1) we can derive 

rn(D_ 1)4 as the general case 

Thus for the four base station case the protection ratio is 25.3 dB. 

From the diagrams 5.6.7 (a) and (b) it will be seen that this 

protection ratio applies to a4 cell cluster -4 cluster conglomerate, 

also. 

The protection ratios for single cell clusters can be derived from the 

above formula and the factors are tabulated in Table B1 overleaf. 
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TABLE B1 

i j u1/D No. of 

Channels 

Protection 

Ratio dB 

1 0 1 1 0 

1 1 1.73 3 15.7 

2 0 2 4 19.1 

2 1 2.65 7 25.3 
2 2 3.46 12 30.9 
3 0 3 9 28.0 

3 1 3.61 13 31.7 
3 2 4.36 19 35.5 
3 3 5.2 27 38.9 
4 0 4 16 33.8 
4 1 4.58 21 36.5 
4 2 5.29 28 39.3 
4 3 6.08 37 41.9 

5 0 5 25 38.1 

Figures B1 (a) and (b) show 3 cell clusters in 3 and 4 cluster 

conglomerates respectively, and it will be seen that the protection 

ratios can be derived from the previous formula on the basis of closest 

co-channel cells. Thus u3,3 nv 
r3 

and u3,4 =4 yielding 
r3,3 

= 15.7 

and 
r3,4 

. 19.1 dB respectively. The suffixes here are in turn cells 

per cluster and clusters per conglomerate. 

It is necessary that, not only should the cluster be a tessellating 

shape, but also should the conglomerate be. Therefore the admissible 

structures are restricted to those which have the number of cells per 

cluster as given by the number of channels in Table B1 and those which 
have the number of cells per conglomerate restricted to that sequence 

as well. On that basis a 3,5 structure is not viable since the number 
15 does not appear in the number of channels [ie. no integer values of 
i and j exist to satisfy i2 + ij + j2. = 15]. 
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The 4,4 case has been considered in section 5.6.3, other possibilities 
for a4 cell cluster are 4,3 and 4,7. These are shown in figures B2 

and B3. 

The seven cell cluster has solutions of 7,3 and 7,4 which are shown in 

Figures B4 and B5. 

The table of protection ratios, Tabe B2, given below shows the 

protection ratios as a function of cells per cluster and clusters per 

conglomerate - the latter being the number of channels required. 

TABLE B2 

Channels (clusters per 
conglomerate) 3 4 7 

Cells per cluster 3 4 7 3 4 7 4 

Protection ratio dB 15.7 15.7 25.3 19.1 25.3 31.7 31.7 

Number of channels for 
single cell case for same 
protection ratio 3 3 7 4 7 13 13 

This table is used to plot the points for multibase station operation 
in Figure 5.6.8 and Table B1 figures are used to plot the single cell 

case on the same figure. 
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APPENDIX C 

Multi-Base Station Area Coverage 

Effect of many cells per cluster 

The protection ratio for a particular arrangement of clusters of cells 

will be dependent on the number of cells within the cluster. It would 

be indicative of the assymptotic value for large numbers if the case of 

an infinite number, a continuum, of very low power transmitters, could 

be calculated. Given the value of signal power at a distance from the 

edge of the cluster then the power for the various clusters could be 

summed for representative locations on the edge of an interfered with 

cluster. 

Figure C1 shows the requirement for a point distance d from the edge of 

a circular cluster (circles seem a good starting point) the 

contribution from an elemental area are summed for the whole cluster 

area. A first attempt was made using the configuration shown in Figure 

C2. This summed all areas in a strip width 9x wide and occupying an 

angle of Le subtended at the point. This made all the contributions 

within the are have the same contribution. But the treatment is not 

viable since the elemental areas need to be equal, in order to simulate 

a true continuum, and the areas here increase with X. 

A simplifying calculation can be made by taking a square shaped cluster 

and dividing it into m2 smaller ones as shown in Figure C3. Using the 

symbols defined in that figure: 

The range to the corner from the centre is q 
F2 

so that a transmitter 

power of P1 _4 q4 watts is required to just give a reference level at 

the corner (assuming inverse fourth power law and normalising). 

Now the power received at a distance d from the edge of cover is 
4.4 

)4 
and compared to the unity value at the corner, a protection ratio 

0 

ý r 4, ý4 
would be obtained. 
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If the square were divided to contain m cells on a side, a total of m2 

cells, then the transmitter power at the centre of each to give the 

reference level at the corner of a small cell is deduced from the new 

range of as 

49. 
Pm - m4 

At point R the power received from the cell shown is 

PM 

Ctd+x)t45_1z 

The question now arises of how the powers of the tranmissions from 

other small cells will add. If all transmissions were synchronous, 
then they will add on a voltage basis and the exact distance in terms 

of wavelength will be critical. In this case a small movement of R 
axially or laterally would redistribute the phasing and hence receiver 
level. In pratice the transmitters are unlikely to be synchronous and 
the receiver may well be in motion so that addition on a power basis is 

then meaningful. 

When performing the summation x and y will take on discrete values. x 

will be given by 

i .. ý . ý, x: 

where I is an integer from 0 to m-1 

6" x_ 
C"j-o"., l 

A" 

where J is an integer from 1 to m 

2 
similarly y= -q + ;t [J- 0.53 

where J is an integer from 1 to m 

So that total power at Ra distance d from cluster 

A A4 (M J" I 
S 

0"4- 
ru 

S JJ ! f. A" 7 
--- (cl) 
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This could be plotted as a protection ratio against d for various 

values of m2 as a parameter. But it would still leave the question of 

summing the contributions from other co-channel clusters. It should be 

viewed as a step on the way to solving the continuum situation. Figure 

C4 sets out the geometry for this taking the conceptually better 

circular case. 

For a single transmitter at the centre, a power of 

I 
P, _ -+ is required for the same reference as before. 

The transmitter power required for the elemental area 
Exly 

can be 

deduced from stalling considerations. Assuming the same shape of 

coverage (which is not strictly true here but the errors will be small) 
then the range changes as the square root of area ratio and the 

transmitter power as the square of area ratio (fourth power law). 

tt 
Therefore elemental transmit power P 

Power received at point R from one elemental area 

P 
rm 

44 

and power received tR from whole vertical strip 

os 
PX = rid+x)iý ytýt 

y:. 
and power received at R from whole cluster 

xa2" 

f PX 
x--le S 

Thus 2 
ýý 

. 
Sy 

'n1 r` CCd"ýLLsI1L 
.ff 2.2. )--0 

--- 
(C, 2 ) 

This is a strange integral since it involves the square of the9portion 
for each step of the integration. 

Equation C1 points the way here - consider increasing values of m. 
Then, providing d is not zero, the I and J terms become vanishingly 

small compared to d and q. So that received power becomes: 
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+ 

which given m-Bi, is zero. 

A similar interpretation can be given to equation C2; where, taking 

the 9's to tend to zero, then the fact that they occur in square form 

makes the integral zero, providing d is not zero. 

Thus in the limit as the number of cells in a cluster increase towards 

infinity the power outside the cluster will fall to zero. This will 

not depend on the shape of the cluster. 



APPENDIX D 

Some Notes on the Rayleigh Probability Distribution 

The mobile radio receiver is often said to be operating in a 

'Rayleigh fading environment', and the form, nature, and parameters 

of this type of distribution merit discussion. 

The quantity which is Rayleigh distributed is the envelope of the 

electric field. Since there is a direct linear relationship between 

this and the voltage delivered from the aerial to the receiver then 

the latter will be used for convenience and is of most direct use. 

The instantaneous voltage of the envelope from the aerial will be 

taken as v, and the Rayleigh probability density distribution has 

the form: - 

r- 
CI 

p(v) is the probability of v lying between v and 
6v 

as 
ýv->0, and 

is a distribution parameter. The cummulative probability 

distribution is given by P(V) r 
J6 

where P(V) is the probability of v lying between zero and V. It 

will be seen that the probability of finding the voltage anywhere is 

P(oc) (ie the assumption that the voltage exists is 1. 

The questions of prime interest are what is the mean value, the 

median value and the rms value in terms of the parameter a"; and how 

close are they to each other. 

The mean is given by v where 

v,. f 
v1 v)dv 

6 
= 

lb 
=- cxp (` ý. ýL 

J o- 

ý(ý''ý 
ro- 
(2. ̀')Z 

L r( ) is the Gamma function] 

Therefore v, _ 0.886 F2-0: 
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The rms value is V2 where 
fttefrdV 

e 

lke0 
4e 

°` 
y3 _ JA 

e 

OL -z a- 

V1 _ 
jT2; 

- 

And the median 3 is derived from 

Oý 5=3 
rV 

(ß)äV i- exý l 20- / J 
0 

from which v2 2 0"e 2 

these relationships can be shown in Table D1. 

TABLE Dl 

Symbolic relative dB relation 

rms value 
5T.: 1 0 

can value p. 8S6 0.886 -1.05 

median value (ýý2 0.832 -1.60 

The plots of the basic Rayleigh distribution and the cumulative one 

of figures 6.1.1 and 6.1.21 are repeated here for completeness as 

figures Dl and D2. 
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APPENDIX E 

The Effects of Pre- and De-Emphasis on Quoted FM Performance 

E. 1 The Concept of Pre and De-Emphasis 

The chapter (7) on modulation has pointed out that although the term 

frequency modulation (FM) is in general use throughout the mobile radio 

industry, what is actually used is generally thought to be phase 

modulation. This appendix will show that in fact the modulation used 
is at best a hybrid of the two and it is somewhat difficult to even 

place it under the heading angle modulation. 

If pure FM were used then it would suffer from the well known effect of 
having a noise spectrum at the output of the receiver which was not 
flat (ie independant of baseband frequency). Theory predicts, and 

practice confirms, that the noise voltage level in any one small 
baseband bandwidth is proportional to the centre frequency of that 

bandwidth, and that for a given total audio noise power that the upper 

audio frequencies will be greatest and dominate the output. The noise 

power will be proportional to the square of the audio frequency. 

[It is worth noting in passing that the noise spectrum from the 

demodulator extends to half the IF bandwidth - this can of course be 

much greater than the highest (audio) modulating frequency for systems 

with high deviation ratios. Only the deliberate inclusion of low pass 
filter characteristics in the receiver's audio stages will restrict the 

audio noise to that of the highest audio signal frequency]. 

The predominance of high frequency noise makes the impact of this on a 
listener more disturbing than would flat noise of the same total power. 

There is therefore advantage to be gained in subjective performance by 

making the audio response of the receiver have a (voltage) 

characteristic which falls with increasing audio frequency. In fact 

this is equivalent to including an integrator in the audio stages or a 

network with a response inversely proportioned to frequency. This is 

the de-emphasis network - to be covered by the expression DE. 
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To ensure that the overall audio response between transmitter and 

receiver is flat, it is necessary to ensure that the transmitter has a 

complementary stage in its audio circuits before frequency modulation. 
Thus this has to have a differentiating characteristic, ie one which is 

equivalent to a filter with a voltage characteristic which is 

proportioned to the audio frequency. This is the pre-emphasis network 

or PE. 

If the networks were just as described then the PE - FM - FM - DE chain 

would be equivalent to a PM - PM chain ie phase modulation and 

demodulation. This of course has an inherently flat noise output 

characteristic. [The equivalence is not strictly true since a phase 
demodulator requires a phase reference]. 

The PE and DE characteristics are shown in Figure El. The dotted line 

of the characteristic is that which is found in practice since the 

response at low frequencies is not considered important and is in any 

case it is difficult to define here since the region is not 
transmitted. The break point to the dotted line is not defined. 

E. 2 The Effect of PE and DE on Deviation 

The simple block diagram of the chain described in the previous section 

can be drawn as in Figure E2. This is frequently realised in the form 

shown in Figure E3, since it is often easier to realise this with the 

centre frequency accuracy and stability necessary in mobile radio. 

, So although the modulation seems at this stage to be PM it is called FM 

and its performance is derived - certainly as far as manufacturers 

quoted figures are concerned - as if it were an FM system. 

The performance of general interest is the input carrier level required 
to give a certain audio signal to noise ratio at the output of the 

receiver - say 20 dB. For operation above the FM threshold, as this 

would be, then it is equivalent to setting the carrier level at some 

value and then measuring the output signal to noise ratio. Obviously 

this will depend on the deviation allowed. 

The practice is to choose a modulating frequency of about, or equal to, 

1 kHz as a test tone, and to set the deviation of a signal genertor so 
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that this test tone reaches the peak allowable deviation (2.5 kHz for a 

12.5 kHz channelled system). This allows the performance to be 

measured. But this level of deviation cannot be used to plot the 

frequency response for if it were kept at constant deviation then the 

respone would be that of the DE - ie a falling one. So for this either 

a true phase modulator is used or a FM one with PE. 

But now the full system deviation can only be reached at the highest 

modulating frequency - say 3 kHz - and the deviation at 1 kHz will only 

be a fraction of this (one third in this case). Thus the system should 

not be allowed to reach 2.5 kHz deviation at a1 kHz modulating 

frequency. 

On strict scientific grounds therefore there should be a choice. 

Either the system performance in signal to noise terms is measured at a 

modulating frequency of 3 kHz (and 2.5 kHz deviation) - in which case 

the effects of the overdeviation at this frequency cited in chapter 7 

would be apparent as at least a drop in 

poor figure on a SINAD measurement. Or 

proportional to frequency such that the 

measured with a1 kHz tone, should have 

will reduce the signal and hence the si, 
dB! 

signal or more probably as a 

the deviation should be made 

signal to noise ratio, if 

a deviation of 2.5/3 kHz - this 

anal to noise ratio by some 10 

FM advocates, and manufacturers, reply to these points with comments 

about peak of speech response being around 1 kHz and therefore it is 

acceptable to have system enhancements in this region, but this hardly 

counters the arguments. 

E. 3 Further Complications 

The previous section stated that certain deviations should not be 

allowed and in fact there is a regulatory requirement (and test) that 

ensures that overdeviation cannot happen. The method of so doing is 

not specified. Presumably this would ideally be implemented by very 

tight filtering of the modulated signal, but this would certainly 

introduce distortions to non limited signals and would be impossible to 

realise at the carrier frequencies and bandwidths in use. So instead a 

voltage clipper or limiter is used prior to the modulator. The 

transmission chain therefore takes the form shown in Figure E. 4. Or 
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for the practical case where a phase modulator is used Figure E. 5 

applies. This has been presented by a manufacturer in the form shown 

in E. 6 and, although at first sight an apparant unnecessary 

complication of E. 4, is used to explain its operation. The action is 

said to be as follows. If the input audio signals to the transmitter 

are of a very low level then the limiter does not act so that the first 

two emphasis networks (PE and DE) cancel each other. Thus the net 

result is of PE FM or phase modulation PM as desired and is compatible 

with the receiver's DE circuit. If the input audio is however at a 

high level then the limiter will act and thus cancel the effect of the 

first PE circuit, in addition the next two emphasis circuits, DE and 

PE, can be considered to cancel each other, so that the result is FM 

and the receiver's output will have a falling characteristic due to 

its DE network. 

Interest lies in intermediate audio levels. In this case up to some 

frequency the output of the first PE will be below limiting level and 

overall frequency response up to the point is correct. Above this 

frequency then the response will not be correct but it does enable an 

intermediate frequency to be given full system deviation. It will not 

come as a surprise therefore to find that this break point is set just 

above 1 kHz. 

This does not destroy the previous argument about changing drive level 

for the two tests - this still has to be done, but it does ensure that 

over deviation will not in fact occur when test tone level is applied 

at high frequencies. Furthermore it might be possible to achieve a 

good signal to noise ratio figure when using a high level - high 

frequency test tone since the effective wave form will be near squrae. 

What the spectral spread of this will be is unknown! 

Thus practical systems are said to change from a PM characteristic at 

low audio frequencies to a FM one at high frequencies. In reality the 

whole situation is clouded by the relationship between peak speech and 

peak test tone and more particularly the inability to measure it in the 

field. The net result is that even if the chain is set up on an 

accurate instrumental test tone basis, when speech is applied the 

deviation is set at that which gives best overall results. 

19 



For instance the UK cellular radio phase system will be deliberately 

allowed to overdeviate and corrupt the adjacent channel. But a trade- 

off has been made of the degredation due to noise from an adjacent 

channel due to this cause and the increased signal level due to the 

increased deviation of the wanted channel. Such action is perhaps 

admissable when one authority has overall responsibility for all the 

adjacent channels and can plan on a forward looking and national basis 

(although some of the reasoning could be considered simplistic for a 

real situation). But for normal mobile radio operation by a number of 

different users in a developing situation such action must be 

considered questionable. 
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APPENDIX F 

The Derivation of Quasi-Synchronous Amplitude, Phase and 

Frequency Relations 

F. 1 Amplitude 

This appendix dervies the formulae from which Figures 7.5.3,7.5.5 and 

7.5.6 were drawn. They all stem from Figure 7.5.2 which is reproduced 

here as Figure F1 for ease of reference. It will be recalled that the 

phasors shown as P and Q represent the stronger and weaker carrier 

voltages received in a mobile receiver. P is taken as the reference 

for phase purposes. In general the angle -c will be steadily increasing 

due to the difference in angular frequency w between the two 

transmitters. The resultant carrier as seen by the mobile will be the 

vector sum of P and Q and is shown as R. 

The magnitude of R is readily dervied from the cosine formula as 

R= (P2 + Q2 + 2PQ cos ')l 

This is used for Figure 7.5.3. 

F. 2 Phase 

The phase angle 6 of the resultant is derived from the sine formula. 

The reference angle of the stronger carrier P is taken since this will 
be the mean value 

t..:,. 8 j:, ec 

=-- (r- i) Q 

Thus ein s. _"º L(, at42, a 14 ca so. 
) 1- 

This is used to plot the curves of figure 7.5.5 

F. 3 Frequency 

The effective instantaneous frequency of the resultant carrier with 
de 

respect to that of the stronger component P is given by fL X-r 
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This is most easily determined by differentiating both sides of 

equation F(1) with respect to time. 

d (sC )d(: -0-) 

Ar ýr 

Hence dAä (i5 

rc;. 1 °(sv)J Therefore co3 

LU r" 64 
4 ,Ct.! ec 

Now: - R2 = P2 + Q2 + 2PQ cos "C 

So 2, Q 
pl 

2=-2 PQ Swot d bl 

dd. 
- 

0& I_oC 
J OL /Z 

r "Z 

Thus Q 
wý 8 r- 6" 

2L wi ec + 
Pa s4 

Z 
°C 1 
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The right hand side of the equation F2 is a multiplier or magnification 

factor which is applied to the angular beat frequency w. If both the 

frequencies . JL and 4. are converted to cyclic frequencies by dividing 

each by 2, r then the magnifier remains unaltered. 
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Thus the magnifier 

was used to plot the curve in Figure 7.5.6 
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APPENDIX G 

The Analysis of Fraction of Time Below a Threshold 

G. 1 Portion of time spent below a threshold for two carriers 

The phasor diagram representing the two carriers P and Q is shown in 

Figure G1 with the larger of the two designated P and taken as the 

reference for angle purposes. The locus of a threshold, which could be 

that of the mute setting, is a circle of radius equal to the threshold 

voltage H. Since Q is rotating with respect to P at a rate given by 

the carrier offset frequency, the fraction of time for which the 

resultant is below threshold is the fraction of the circumference of 

the resultant locus which lies inside the locus of H. 

2a N 
This is 'j r, - -it- 

from simple geometry H2 = P2 + Q2 - 2PQ cos W. 

It is convenient to use the ratios of the quantities concerned, so 
44 

setting: - the threshold to major carrier ratio p=h 

a and minor to major carrier ratio (the carrier ratio) p =. q 

the curves of Figures 7.5.19 and 7.5.20 were plotted from this 

relation. 

G. 2 Portion of time spent below threshold for three carriers 

The phasor diagram for the three carrier case is depicted in Figure G2 

where S is the amplitude of the third carrier. The ratio of 
p 

is taken 

as s and S is assumed to be smaller than Q. 

Since the frequency offset of Q from P will be different to that of S 

from Q then in the phasor diagram both Q and S will be rotating but at 

different rates. Therefore the locus of the resultant R will not be a 
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simple one. Since the rotation rates are independent then the 

fractional probability of R lying within H can be calculated as the 

product of the fractional probability (1 ) of R lying within H for a 

fixed position of Q, and the probability ( o&) of Q having this 

position, then summing over all positions of Q. 

Referring to Figure G3 it will be seen that the first probability 

2 Il-d I 

and ß can be derived as 

114 st " st - 
A'. 

- 2t u, °c 
`Q' 2s (14 tIt _2¢c, o1, e1)z _- - 

(Gz) 

The region of *Lover which the tip of S lies within the threshold can 

be deduced from Figure G4 a, b. The minimum value of is given by 

II2q 
_(G3ý 

and the maximum value of M is given by 

1 %t_ 
(sa % 

scMýx - zý _ 44 

The probability of finding Q at any position is the probability of the 

corresponding value of °z. This is independent of ýw-, and the 

probability 'r. & of --lying between co& and «+ COL is 
2r 

. Taking account 

of the symetry about the vertical in Figure G3, the probability of the 

resultant of the three carriers lying within the threshold circle is 

%IML, C 

wM 

which on expansion and taking the limiting value of 
dw. becomes 

i- 
_, 

1 I_ terra 

°l*w 

2.2 'e'b OL 
2 SCl ýt-11c, s, oc) 

gJet 
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This was evaluated numerically and the results are shown in Figures 
7.5.22 to 7.5.25. The limiting condition for which the threshold is 

never crossed is, from equq G4 q+s <1-h. 
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APPENDIX H 

The Coupling Harness 

H. 1 Device Characteristics 

This device is a3 port junction widely used to connect, to a common 

feeder, two aerials of the same type, which are either stacked 

vertically of bayed horizontally in the form of an aerial array. Such 

a junction is often regarded as a perfectly matched power splitter or 

combiner, but simple scattering matrix theory (Colin 1966) shows that a 

matched, reciprocal, lossless 3 port is not real Aable. For this 

reason alone it is worthy of some examination, therefore, but the real 

interest here stems from its use as both a combiner (chapter 10) and as 
coupler (chapter 11). 

Its most frequent physical form provides the starting point for 

analysis, this is shown diagramatically in figure H1 as aY junction of 

three cables. Its analytic form is shown in figure H2 as a junction of 

three quarter-wavelength coaxial cables with different characteristic 

impedances. Due to its symmetry two ports (P1 and P2) are identical in 

performance and their associated cable characteristic impedances are 

likewise identical as Z1. The third port P3 has a cable of 

characteristic impedance Z2 connected between it and the common 
junction A. 

The characteristics of the device will be determined on the assumption 
that each port is terminated in a load impedance Zo therefore the 

impedance of branch 1 seen at juction A is: 

Zit 
2o 

and this will be paralleled by the same value for port 2 so that their 

combined impedance is: 

It 

zz, 

This appears at port 3 as: 220 ZL 

Z% 
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For this to appear matched to Zo then: Z1 2= 2Z22 

or Z1 = Z2 f2 
__ - H. 1. 

This is achieved by the manufacturers, often Z2 = 50JL in 50A systems 

in which case Z1 _ 70.71A which is close to the readily available 75JL 

standard. Given that equation H1 is satisfied then the match for port 
3, and the symmetry, show that any power incident on port 3 will be 

equally split between the other two ports as shown in figure H3. But 

the conditions for power incident on port 2 also need examination. 

The impedance of branch 1 and branch 3 of the junction A are 

respectively: 

Z1 t Zz L 

Z6 Z. 

These will be in parallel, and, on tranformation by the quarter 

wavelength cable to port 2, will appear there as an impedance of: 

Z` t Zo Zo1 
Z'1 t ZL/ - Z, 

(ý 
21 

z/ 

which for the conditions of equation H1 give the input impedance as 
3Zo. 

This is a significant mismatch and any incident power on this port will 
be partially reflected. The reflected portion is given by: 

3 7, - 2' z ) 
13 zo .ý 

To 

So that one quarter of the power incident on port 2 is reflected, ands 
by reciprocity )one 

half is transmitted to port 3. Since the device is 

lossless the remainder appears at port 1. The power transfer diagram 

for this situation is shown as H4. By symmetry it also applies of 

course to port 1. 

H. 2 Use with Aerials 

As stated earlier the coupling harness is most usually used with 

aerials as shown in figure H5 where it is shown connected to two Yagi 

aerials. If power is incident on port 3, as would be the case for 
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transmitting then the operation is simply described by the power split 
to ports 1 and 3 and the array polar diagram can apparantly be 

determined from simple array considerations assuming equal, in phase, 

driving power to the elements. 

If considered for the receiving situation then at first sight there 

will be some power reflected at say port 2 due to the impedance 

mismatch. But there will be an equal amplitude signal from port 1 

tansmitted to port 3 and this will be in antiphase due to the total 

half wavelength path between them. This cross-coupled signal will 

therefore cancel the reflected one, and the device will behave as is 

usually considered to be a perfect combiner. There have however been 

several important and not necessarily true assumptions made in this 

analysis. 

Firstly the two signals were assumed to be of the same frequency. 

Since any receiver connected to the harness output will deal only with 

one frequency then there is no limitation here. Secondly the 

amplitudes were assumed to be the same which would be true only for the 

case where the signal source is distant, the aerials equal in 

performance, and algined parallel. In a number of situations, such as 

a circular array, these conditions are not met. The third assumption 

was that the signals were in phase and this will be the case, even for 

parallel alignment of aerials, if the source is in the direction of 

alignment. If the source lies in a different direction then there will 

be a path length difference to the two aerials which will be manifest 

as a phase difference at ports 1 and 2. 

The effect of such inequalities will cause the output to port 3 to be 

determined by the phasor addition of the input quantities as would be 

expected. But there is an additional effect if the aerials themselves 

are not perfectly matched under these circumstances. For then the 

power which is either reflected from the incident port or cross coupled 

to the other one, is returned to the aerials and further reflected from 

them. Thus a (lossy) filter is formed by the feeder cables and the 

overall response is indeterminate. This can then be manifest in the 

true polar diagram of the array with coupling harness and feeders. 

For this reason the four port 'hybrid' as shown in figure H5 is a more 
tractable device. It is generally, but incorrectly, assumed to be 
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inferior in performance due to the incorporation of the resistive load 

where 'half the power goes'. In fact the power loss is the same as for 

the coupling harness but much greater isolation between ports 1 and 2 

can be achieved. 

Philosophically since only 3 ports are used it is again a3 port, but 

this time with the important addition of being lossy. 

H. 3 Use for Intermod Measurements 

Chapter 11 (section 11.3) discusses intermodulation measurements on 

towers using the intermodulation test set. To prove the performance of 

this set it was necessary to simulate the coupling of the various ports 

of the set in the form which would be found to exist between the 

aerials in use on the tower but without involving aerials or the tower, 

both of which were suspect. It was necessary therefore to simulate the 

three port network of the aerial feeders. This was characterised by 

20dB loss between tranmitter ports and 30dß loss between receiver port 

and any other. This is shown in figure H7, again the scattering matrix 

requirements of match etc, can be met for this 3 port since it 

inherently has loss. 

The required network could obviously be realised as either a star or 

delta resistive network. But the resistors would have to dissipate 

virtually all the incident power (100W) and have to perform at 100 MHz. 

So a star combination of attenuators was conceived, the tricky point 

being the three way junction of these. 

The conventional hybrid was tried but those used were found'to be 

susceptible to the production of intermodulation products within 

themselves, they were also susceptable to ageing in this respect. So 

recourse was made to the coupling harness which it was found was made 

with good joints and performed well from an intermod point of view. 

Similarly the attenuators which were evaluated also generated intermods 

at the power levels used. They were therefore replaced by lengths of 

reasonable quality, but not low loss, coaxial cable. The length being 

chosen to give the desired attenuation. 

The network was therfore realised in the form shown in figure H8, where 
the I's are coaxial cable attenuators, H is the coupling harnes, and 
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the numerals indicate the coupling/attenuation of the devices between 

the ports shown. 

This then simulated the aerial couplings and successfully proved the 

intermod performance of the test set. The match of the overall 

coupling device can easily be shown to be adequate for the purpose 

desired. 
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APPENDIX J 

Intermodulation Tutorial 

J. 1 General Representation of a Nonlinearity 

One method of representing a nonlinear device is by means of a 

polynomial transfer characteristic 

y= Ao + Al x+ A2 X2 + A3x3 + ....... Anxn J1 

where the exciting or input quantity is x, the response or output is y 

and AoA1 etc. are constant coefficients. For a truly linear system all 

coefficients except Al are zero, and for practical systems which aim to 

be linear it is usual to find Ao = 0, Al > A2 > A3 > Au etc. For the 

systems under consideration here there is evidence that this does not 

always hold and one or more higher order terms can exceed the magnitude 

of lower order ones. 

Equation 1 can be written more generally as: - 

dd 
45 = yn = Anxn 
n=o n=o J2 

where d is the degree of the polynomial (the highest value of n it is 

considered necessary to include) and n is the order of the constituent 

component. 

J. 2 Two Carrier Excitation 

If the excitation x is composed of two components such that x=r+s 

then the nth order response is 

Yn = An(r + s)n J3 

The form of the expansion of this for the first four orders is given in 

Table J1. The coefficients for this table are most easily derived from 

Pascal's triangle. 
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Table J. 1 

Order n Expansion of yn 
An 

1 r +s 

2 r2 +2rs+s2 

3 r3 + 3r2s + 3rs2 + s3 

4 r4 + 4r3s + 6r2s2 + 4rs3 + s4 

5 r5 + 5r4s + 10r3s2 + 10r2s3 + 5rs4 + s5 

If the two exciters are of sinusoidal form then the polynomial 

representation of a nonlinearity can be used to predict the 

intermodulation frequencies. To this end we let 

r=a cos (w, t +a) ,s=b cos (w,. t +ß ) 

these can be inserted in the expanded form of yn and the amplitudes and 

locations of the intermodulation products derived. Neglecting for the 

moment the problem of amplitude prediction, to just predict locations 

the An, a, b,., P terms can be ignored, this then leaves the 

expansion in the form 

n 
Yn = -g eos(4-n)(w1t). oosq (w, t) 

q :1 

where Yn represents the frequency components of Yn this can be simply, 
but tediously, expanded by the use of trigonometrical relationships. 

If this is performed, and at the same time amplitudes are again 

discarded together with a change to non-angular frequencies 

f 
LVX 

Z- 2'%i 

then the relationship can be stated succinctly as 

n 
Fn = 9m fm 

m=1 
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where Fn is understood to mean the intermodulation frequencies of order 

n, gm has the value +1 and fm is either f1 or f2. Thus Fn consists of 

all possible combinations of +f1, ±f2 taken n at a time. 

By way of example consider n=2 (the square law mixer case) then, 

taking f2 as being higher than f1 and listing only the positive 

frequency results gives 

Fn = (fi+fi) + (fl-fl) + (1+f2) + (f2-fl) + (f2+f2) + (f2-f2) 

0+ (f2-f1) + 2fß + (f2+f1) + 2f2 

also for n=5 
Fn = 5f l+ 5f2 + 3f l+ 3f2 +f1+ f2 

+ (4fl-f2) + (4fl+f2) + (4f2-f1) + (4f2+f1) 

+ (3fi-2f2) + (3f1+2f2) + (3f2-2fß) + (3f2+2f1) 

+ (2fß-f2) + (2f1+f2) + (2f2-fl) + (2f2+fl) 

It should be noted from this that the coefficients do not always add to 

n, they may sum to n, n-2, n-4 etc. This arises when a frequency has 

associated with it both positive and negative signs deriving from 

different values of gm. Thus 

f1 + f1 - f1 - f2 - f2 gives 2f2 - f1. 

It should be noted therefore that the intermod frequencies of order n 

include all those of order n-2. It follows that an intermod found at 

freqency F which can be calculated as an nth order may in fact be a 

n+2Nth product (N is an integer). 

J. 3 Multiple Carrier Excitations 

When there are more than two exciters then the treatment can follow 

that given above with the outcome that the nth order products are 

derived by taking all possible combinations of the exciting frequencies 

n at a time! 

Some examples for the 5th order case are therefore: 

fl + f2 + f3 + f4 +f5 
fl + f2 + f14 - 2f3 

3f5 - (f2 + f3) 

f2+f5-f1 
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The spectral range covered by the intermods extends from, at its lower 

end, zero frequency in the case of even orders or the smallest 

difference between two carriers in the odd order case, to n times the 

highest source frequency at the upper end. 

J. u Carrier Modulation 

A modulated carrier can be considered as a cluster of exciting 

sinusoids covering the range f- Q to f+ Q(where d is the half bandwidth 

required by the modulation, for AM it is the highest modulating 

frequency). The effect of this is to broaden the intermod spectral 

line of the unmodulated carried by an amount which is dependent on the 

bandwidth occupied by the modulations of the contributing carriers and 

the multiplication factor of that contribution. A simple example for 

n=3 is shown in figure J1, and another example can be taken for one of 

the cases considered in the previous section of a 5th order product: 

3f5 - (f2+f3). This will be broadened by ± (345 +12+A3) where A3 is 

the bandwidth occupied by the modulated carried of frequency fj. If 

all the modulations occupy the same bandwidth then the maximum spread 

of an nth order product will be + nA about the product frequency. 

J. 5 Narrow Band Systems 

The narrow band of the title is not in the sense of the modulation 

spectrum but the spread of carrier frequencies likely to be 

encountered. Figure J2 shows the spectral distribution of intermod 

products for orders 2 and 3 for the case of two unmodulated carriers f1 

and f2. The amplitudes are shown diagramatically as decreasing with 

order number as an aid to clarity rather than indicating their actual 

magnitude, and the order number of the product is also shown. It will 

be seen that the order 2 products are thrown well clear of the exciting 

frequency whereas the order 3 ones can be reflected back to lie close 

to the originators. This behaviour difference can be generalised to 

show that, where the exciters are close together in frequency (i. e. 

narrow band), then only the odd order products will produce intermods 

close to them (in band). 

These in-band products are of particular interest in most systems and 

particularly so in the case of land mobile radio where base station 

tranmitter products can affect either the mobile receiver or the return 

path base receiver. 
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J. 6 Mobile Receiver Influence 

The front end of the mobile receiver is to a degree nonlinear and this 

nonlinearity will generate intermodulation products. Such a product, 

generated in the mobile by receiving two or more base station carriers, 

can fall on a frequency assigned for reception by that mobile, and if 

strong enough can open the mute in the absence of the desired signal, 

causing severe annoyance to the user. For any given degree of receiver 

nonlinearity the carriers will be strong enough to do this if the 

mobile is close enough to the base station (remember the working 
dynamic range of the mobile is of the order of 100 dB which is greater 
than the carrier to intermod level for high level carriers) thus there 

will be a region round the base station in which the mobile could not 

operate if it decided to avoid this effect. Since the region could 

well be part, and possibly an important part, of its desired coverage 

it is usual to choose base station frequency assignments such that no 

two or three channels form a 3rd order product on another channel, or 

even that no 2,3, u or 5 channels form a 5th order product on another 

channel. 

Tables or suitable spacings have been produced for up to 8 channel 3rd 

order by Edwards, Durkin and Green (1969). These are closest spacing 
(i. e. minimum bandspread) solutions, subsequent (as yet unpublished) 

work as part of a frequency allocation exercise by PE Consultants 

(Quarrel 1983) for the Directorate has shown that it is not difficult 

to generate up to 13 channel 3rd order free sequences but these are not 

necessarily minimum bandwidth solutions. This work shows that to 

allocate 13 channels free of 3rd order intermods requires a frequency 

span equal to 127 channels. If a frequency span greater than this is 

available then more sequences are possible, for instance 66 sequences 

of 13 channels were found in a spread of 150 channels. Table J2 shows 

channel allocations for 3-8 and 13 channel sequences. 
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Table J2 3rd Order Free Assignments 

No of Channels Channel Assignment 

3 1, 3, 6 

4 1, 3, 6, 10 

5 1, 3, 7, 10, 15 

6 1, 4, 8, 13, 19,21 

7 1, 3, 11, 17, 22,26,29 

8 1, 14, 9, 15, 19,31,38,40 

13 1, 3, 6, 10, 23,31,42,54,69,87,111,121,12 

J7 Base Station Receiver Assignments 

The base station receiver is also vulnerable to intermods. Those which 

are generated in the transmitter equipment, and those which would be 

generated in the receiver, are in principle amenable to treatment with 

suitably located and designed filters. Neither transmitter nor 

receiver filtering can affect however the intermods generated by site 

nonlinearities. The treatments here are either to quench the intermod 

at source (a subject in its own right) or to take account of them when 

allocating transmitter and receiver bands of operation. 

The spread of odd order intermod products is shown in Fig J3. This 

assumes an allocated band B Hz wide for the base transmitter and 

assumes that the actual assignments at any one site can be anywhere 

within this band. On this basis the bands shown are blighted by the 

intermod band and have a spread of nB Hz. For any blanket planning 

considerations therefore, the associated receiver band at the same site 

should be clear of the intermod spread up to the order which gives 
troublesome product levels. For 50W transmitters, measurements have 

shown that this should be at least the 11th order. 

It is possible in principle to seek receiver assignments within the 

blighted bands on the assumption that the intermods will be discrete 

rather than continuous. This becomes difficult for moderate numbers of 
channels due to the number of products (see the next section), the 
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chore of calculating and assessing them (even with processor help), and 
the impact of modulation. For these reasons the simplest approach is 

to cluster the actually assigned transmit frequencies as closely as 

possible to form a sub band B' Hz wide such that B' is smaller than B 

and the subsequent intermod spread is correspondingly reduced. Thus a 
localised assignment band B' is formed which can be located anywhere 

within B. 

The arguments used in this section have assumed that the designer has 

only two bands of frequencies to contend with (one transmit, one 

receive) and that he has full control of the site. It is not uncommon, 
however, to find that there are other users, or site sharers, present. 
Just one other user transmitting outside the band B can cause the 

product distribution to be as shown in Fig. J4. The extra bands which 

are blighted are shown shaded. Thus just one extra radiated signal can 

significantly exacerbate the frequency assignment problems where 
intermods have to be taken into account. 

J8 Number of in-band products 

It is instructive to gain an idea of the rate at which the number of 
intermod products increase as extra numbers of channels are considered 

and/or higher order numbers. The in-band (i. e. odd order numbers with 

a difference of 1 in the number of positive to negative contributions) 
case is considered since it gives an idea of the difficulty of finding 
intermod free locations for the situation considered in the previous 
sections. These are shown in Table J3. 



Table J3 Number of in-band Intermodulation Products 

Non linearity 
order 

3rd 5th 7th 9th 
Number 
of channels 

2 2 2 2 2 

3 9 15 21 27 

4 24 64+ 124 204 

5 50 200 525 1095 

6 90 510 1770 4625 

7 147 1127 
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APPENDIX W 

High Order Intermodulation : Location Diagrams 

W. 1 Discrete Transmissions 

There is a need to be able to predict, in perhaps fairly broad terms, 

those frequencies which will be affected by high order intermodulation 

products from various combinations of transmitter frequencies. This 

has been done in chapters 12 and 13 for the cases where all the 

transmissions can be considered as part of a virtualy continuous comb 

or spectrum of emissions. This Appendix applies the same sort of 

reasoning to the situation where the transmissions occur in two 

distinct spectral regions or bands, and specifically for the bands 152- 

153 MHz and 154-156 MHz. 

Consider first the case of just two discrete transmissions at 
frequencies A and B. Now current interest lies in the region 
immediately below these bands. The frequencies of the intermodulation 

product are then given by 

A(N+i) 
2 

where N is the order of the product in question. 

Figure W. 1 shows the intermodulation spectrum resulting from two 

transmissions as the frequency of one, B, is altered. It is obvious 
that this can be presented in a semi-graphical form as in figure W. 2. 

This shows the location of the various odd order (in band) intermod 

products as a function of location of the upper transmission, with the 

lower one fixed. Other similar diagrams could be drawn for different 

locations of the lower transmit frequency A. 

W. 2 Bands of Transmissions 

In the case considered above there will be only one intermod product 
for each order. [This applies in the specially restricted sense under 

consideration, but not in general]. 



If there is more than one transmission associated with what is now 
frequency band A and also for band B, then there wil be, 

correspondingly, a number of intermodulation products. For each order 

they can be considered to group around the discrete ones, discussed in 

W. 1, and form intermodulation bands. 

Appendix X discusses the number of products in the bands, but here 

interest is directed to the width of the band. This can be determined 

by calculating the highest and lowest frequency for that product. 

Take now the lower transmit band to be defined as of width a and the 

middle frequency to be A as before, and similarly for b and B the 

intermod band will be given by 

(82: a1 (N+ 1) (g+b\ (N- 1) 
2/J 222 

thus the lowest intermod frequency will be determined by taking the 
lowest part of band A, (A - ), and the highest frequency of band By (B 

+ 1). The highest intermod frequency for a given order will be a 
function of the highest frequency of band A, (A +i) and the lowest of 
band B, (B - 

1). Therefore the intermod band extends from 

(NIt A_, 2)(N4. I. (e4)(ýf 
l lZ 

K (4ý(N. J)... 
Z ( 

(9 ý)Cý !j 

i 

It is therefore has a width of 

a (N + 1) +b (N - 1) 
22 

[Note if a=b then width of intermod bands = aN]. 

The location of the intermod bands is still a function of the location 

of the middle frequencies of the two transmissions A and B. An example 
is shown in figure W. 3 for a=b= 100 kHz. This shows how different 

parts of the prospective receive bands will be blighted by intermod 

products emanating from the multiple transmissions in the bands at A 

and B, as a function of the location of the upper of these 100 kHz 

bands. As the width of the bands A and/or B is increased so the 

intermodulation band increases in width for each order. Even a modest 
increase will cause the 9th and 11th order bands to overlap at the 

bottom of figure W. 3. In chapters 12 and 13 the overlap can be 

considerable. 



APPENDIX X 

High Order Intermodulation: Calculation and Results 

X. 1 Introduction 

Appendix W gives the means of predicting the locations of either 

discrete intermodulation products from two transmitters or the overall 

band of intermods from two transmit bands. This Appendix calculates 

the actual intermodulation frequencies (channels) for any number, or 

combination, of transmissions in the two transmit bands (152-153 MHz 

and 154-156 MHz). Like Appendix W it treats only the specific case of 

odd order intermods falling just below the transmit band. This covers 

the region of immediate interest - the receive bands - and the 

restriction is necessry in order*to admit the large number of potential 

transmissions and high order products. In particular it does not cover 

the intermodulation products falling above the transmit band and, more 

importantly, it excludes those products which result from 

considerations of either transmit band on its own (this will in any 

case not reach the receive bands if neither band is wider than 1 MHz). 

Therefore it takes one or more transmissions from the lower transmit 

band and considers them interacting with one or more transmissions from 

the upper band. 

X. 2 Aims and Conditions 

The object of this exercise is, for a given distribution of transmitter 

frequencies, to calculate those specific receive frequencies which are 

hit by the intermodulationn products (up to 11th order). Thus to 

assess the degree to which intermod free gaps might be found in those 

bands which Appendix W indicated would be blighted. It was thought to 

be of additional interest to record the number of intermodulation 

products on each channel. 

This analysis ignores any modulation, treating only carriers, and 

assumes that each is at the centre of its channel. This admits the 

technique of dealing only with 'channel numbers' - rather than 

frequencies. This is highly beneficial for the computation necessary 

since it means that instead of having to deal with frequencies such as 
152.6250,152.6125,155.3375 etc the corresponding channel numbers 50, 
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59,267 ... can be used. The computer then needs to handle integers 

and can work correspondingly faster. 

The channel numbering scheme used was as follows: - 

142-144 MHz, channels 1-160 .... Receive band 

146-148 MHz, channels 321-480 .... Receive band 

thus the receive bands had a common reference, at 142 MHz, for the two 

bands. 

For the transmit channels each band was treated separately and started 

channel numbering at its lowest frequency: - 

152-153 MHz, channels 1-80 ... Lower Transmit band 

154-156 MHz, channels 1-160 .... Upper Transmit band 

X. 3 Computation 

Following the reasoning given in Appendix W the Nth order 
intermodulation products under consideration are determined by X- 
J(N+1) components (transmissions) from the lower transmit band and Y= 

J(N-1) components from the upper band. More precisely each is the sum 

of X of the L lower band components minus the sum of Y of the U 

components of the upper band. Thus the intermod frequencies or channel 

numbers are given by: - 

j= X k Y 

I= 1j uk 
j= 1 k 1 - X1 

where lj takes any of the values of the lower band channels and uk 
takes any of the values of the upper band channels. The qualification 
to this is that the same sequence of lj's and ukIs is to be considered 

only once, irrespective of the arrangement within this sequence. The 

same channel number can however appear up to X or Y times respectively 
in any sequence. 

A computer program was written in BASIC to run on a microcomputer (BBC 

model B) to calculate all the relevant products. It kept track of the 
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number of times an intermod fell on each receive channel, and it used 
integer arithmetic to improve its speed. Even so the calculations for 

7 low band and 6 upper band channels for all odd orders from 5th to 

11th took some 50 minutes to compute and another 6 to print. A listing 

of the program is shown in figure X. 1. 

X. 4 Results 

The program output was in the form of a printed list of receive channel 

numbers in sequence, with the number of intermod products of each order 

which fell in any one channel indicated. For ease of scanning the 

results, every channel which was completely free of intermod was marked 
by an asterisk. 

Various combinatiions of transmit channel allocations were tried and 

are shown in the following figures for the conditions indicated. 

"Figure X2(a-d): 13 channels; 7 lower transmit band, 6 upper. Full 

3rd order intermod free sequence (Quarrell 1983) with 

a split into 2 bands. Approximately 0.5 MHz 

occupancy of lower band and 1 MHz occupancy of upper 

band. Similar to figures 12.3.4 and 12.3.5. 

Figure X3(a-d): 13 channels; 7 lower transmit band, 6 upper. Lower 

band channels contiguous, upper on 3rd order spacing 

for 5 channels (Edwards et al 1969) with each spacing 
increased by 6, as discussed in section 12.4.2. and 

shown in figure 12.11.5. 

'Figure X4(a-d): 13 channels; 7 lower transmit band, 6 upper. Both 

bands on contiguous assignments. As discussed in 

section 12.5.3 and shown in figure 12.5.3 (@ 0.825 

MHz). 

X. 5 Discussion 

The first point of note concerning the results is that there is 

agreement between these and the corresponding figures of section 12.5 
(derived from Appendix W) as to the general location of the 
intermodulation products. It might have been thought that there would 
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be some intermod free channels in the receive band for the 3rd order 
free transmitting sequence as shown in figure X. 2. In fact there were 

none! This therefore confirms the view taken in Chapter 12 that the 

gaps in intermods would be at best few and that they could not be 

relied on [Note carriers only are considered here - no modulation, 

which could only spread the intermods. ] 

The major factor of note in figure X. 2 is the unexpectedly high number 

of products which fall on virtually all receive channels. Thus not 

only are there no free channels but all channels are heavily blighted. 

The implications of this will be dealt with in section X7. 

Figure X3, one contiguous band and one 3rd order free distribution, did 

show free receive channels in the regions indicated by the broad brush 

approach of section 12.5 and Appendix W. Again, however, there were no 

channels free of intermods in the regions of intermod predictions. 

Figure X4 shows the effect of bunching the transmissions - the extreme 

case of contiguous channels. The intermod locations are again as 

expected, and there are no free channels in the intermod band, but the 

remarkable feature is the extremely high numbr of products on the 

blighted channels: 11,526 for the worst of the 11th order. It was to 

be expected that the bunching of the transmit channels would lead to 

bunching of the intermods and therefore there would be many more 

products per receive channel, in this case, compared to that of figure 

X. 2 - both with 13 transmit channels. 

The accuracy of the computer predictions was checked (again) for simple 
test conditions whose outcome could be easily predicted. This was 

satisfactory, so the theory was examined to see if it could easily 

predict or confirm the numbers. 

X. 6 Prediction of Numbers 

Equation X1 (in section X. 3) gives the generating equation, and the 

program listing shows the details of the calculation, but it is 

desirable to have an analytic expression for the number of 
intermodulation products. 
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The number of intermods can be deduced from equation X1. Since every 

combination of the low band transmissions (the first term of X1) is 

considered with every arrangement of the uper band transmissions (the 

second term of X1), then the total number of intermodulation products 

is the product of these two factors. 

The question then reduces to one of determining the number of ways in 

which W items can be arranged Z at a time. This is not the normal 
'combination' situation since each of the W items can appear more than 

once (up to Z times) and yet the order of the arrangement is not 
important. So that duplication of the form W1 W1 W21 W1 W2 W1 are the 

same. 

_ 
(w_i. Z)I 

This is given by 2zZ! 
( -_ .I 

So that the total number of products for order N (falling just below 

the transmit band) is: - 

(L -1+ (N+1) )! (U -1+j (N-1)) ! 
Z(L, v)(N + 1) ! (L - 1)! J(N - 1) ! (U - 1) ! 

It can be noted that if it were desired to calculate all the products 

of the transmissions, L plus U, for the Nth order then this can be 

derived as: - 

(L +U-1+ N) I 
_ ý1+ýý N1 (L U- 1) 1 

Values of and are given in Table X. 1. 
1, (Lj v) 2 (cfv) 



TABLE X. 1 

NUMBER OF INTERMODULATION PRODUCTS FOR VARIOUS CONDITIONS 

Intermod Order No. N 
Condition 

5 7 9 11 

4 Low Band Transmissions 300 1,225 3,970 10,584 
5 Upper Band Transmissions 

Total Nth Order Intermods 1,287 6,435 24,310 75,582 
for 9 Transmissions 

7 Low Band Transmissions 1,764 11,760 58,212 232,848 
6 Upper Band Transmissions 

Total Nth Order Intermods 6,188 50,388 293,930 1,352,078 
for 13 Transmissions 

8 Low Band Transmissions 4020 39,600 261,360 1,359,072 
8 Upper Band Transmissions 

Total Nth Order Intermods 26,334 346,104 3,124,550 21,474,180 
for 18 Transmissions 

X. 7 Implications 

The very large number of products falling on a receive channel raises 

the question of how they will add or combine. If the transmissions are 

each derived from a separate frequency source then the products will 

not be identical in frequency since there will be (a small) offset of 

each transmission from its true centre channel frequency. On this 

basis the products will add on a power basis. Therefore the effect of 

the 11,526 products in the worst 11th order channel discussed in the 

last section will be in effect quivalent to one product 40.6 dB greater 

than that of an individual 11th order one. 

This is very significant increase in expected intermod level and is in 

part due to the bunching of transmissions. It raises interesting 

questions about the source of the intermod power when very large 

numbers of transmissions are present and the consequential numbers of 

products extremely large, but this cannot be dealt with here. 
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The situation where the transmissions have a common frequency reference 

must be considered, since there are attractions for operating base 

stations in this manner. For this situation the products will all be 

of exactly the same frequency and phase coherent! This then is covered 

by Rayleigh probability statistics, see Appendix A, with the rms value 

given by power addition. Under this situation, even more than in the 

straight power addition case, the variability about the mean can be 

considerable. 

Two factors argue against the Rayleigh situation obtaining in practice 

even if a common frequency source is used. These are: (i). noise on 

the frequency reference lines and in the individual transmitter 

synthesisers causing a randomising effect, and (ii). the site intermods 

which are thought to come from a number of locations so that small 

movements of the tower etc will change the magnitude and phase 

relationships. Thus even if a common frequency reference is used then 

it is reasonable to add the intermodulation contributions on a power 

basis. 
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INTERACTION DIAGRAM FOR MOBILE RADIO OUTGOING PATH DESIGN 
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Fig. 5.2.1 Time Division Operation - Frequencies and Times 
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Fig. 5.6.1 Reuse Distances 

65 



100 

80 
0 
J 

60 
w J 

< 40 
z cD 
I" u' 20 

050 

100 

M* 
80 

0 
J- 
LLJ 60 
w J 

-j 40 
LO 6-4 u' 20 

0 

uý 

RANGE 
Fig. 5.6.3 Four Base Station Reuse 

50 400 450 

66 

0 50 100 150 200 250 300 350 400 450 

RANGE 
Fig. 5.6.2 Single Base Station Reuse 



Q4AI Ct 

Fig. 5.6.4 Levels vs. Range for Many Transmitters per Cell 

67 



1 
1 

I 

1 

1 
1 

Fig. 5.6.5a Reuse Patterns I Single Base Station 

Fig. 5.6.5b Reuse Patterns I Four Base Stations 

111111111111 1\1 111 
IIIýIII1111111 

68 



211 

21 

2\I 1 

211 
21 1 

I II 

2 

Fig. 5.6.6a Reuse Patterns II Single Base Station 

Fig. 5.6.6b Reuse Patterns II Four Base Stations 

211 

21211 

69 

11 2I 2\I 1 

112 



J314J21Js7JGJ3 

734 

576342 57 

325634 

2576 y3 
421 

6457G 

342157634 

Fig. 5.6.7a Reuse Patterns III Single Base Station 

Fig. 5.6.7b Reuse Patterns III Four Base Stations 

3 

1 

70 

14 

1 



Fig. 5.6.8 Hexagonal Geometry 
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Solid line, carrier difference 1dB; 

dashed line, carrier difference 3dB. 

Reference carrier amplitude unity. 
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Fig. 16.5.1 Coupling Mechanisms for Generation of Intermods by Active Devices 
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190 MODE7 
195 ON ERROR GOTO 2500 
200REM COPYRIGHT CrowCraft-R E Fudge 16 NOV 1983 
21OREM THIS CALCULATES THE INTERMODS UP TO 11TH ORDER FROM THE TRANSMIT BANDS 

WHICH FALL INTO THE RECEIVE BANDS. 
220REM THE Tx BANDS ARE 152-153(LINK) AND 154-156(MAIN)MHz. EACH IS CHANNELED 

FROM THE BOTTOM-80Ch/MHz. 
23OREM THE RxBANDS ARE 142-144 AND146-148MHz. THEY ARE CHANNELED FROM 142 
240REM THE RESULTS ARE STORED AND THEN PRINTED ON NEC PRINTER 
250 CLS 
300 DIM L%(10): DIM UY. (10): DIM P%(320): DIM Q%(320): DIM R%(320): DIM SX(320) 
310L%=0 : UY. =O 
320PRINT " "GIVE THE LOW TxBAND CHANNEL NUMBERS ENDING WITH 999" 
330L%=L%+I 
340INPUTL%(L%) 
350IF LX(L%)=999 THEN L%=L%-1: GOTO 365 
360GOTO 330 
365 VDU2 
370PRINT"LOW BAND CHANNELS ARE: -" 
380FORN%=1 TOL%: PRINTL%(NY. ),;: NEXT 
383 PRINT 
385 VDU3 
390PRINT ''"GIVE THE UPPER TxBAND CHANNEL NUMBERS ENDING WITH 999" 
4000%=U/. +I: INPUT U%(U%) 
4101F U%(UY. )=999 THEN UX=U%-1: 00T0425 
420GOT0400 
425 VDU2 
430PRINT"UPPER BAND CHANNELS ARE: -" 440FORNY. =1 TOW/.: PRINTU%(N%) , ;: NEXT 
445 VDU3 
450 PRINT'"PRESS 'ESCAPE' TO EXIT AND PRINT RESULTS SO FAR" 
500PRINT'"WORKING ON 5TH ORDER AT FRACTION"; 
510FOR C/. =1 TO L%: PRINT TAB(35); C/.; "/"L%;: VDU8,8,8,8,8,8 
520FORD%=C/ TO L%: FORE%=D% TO L% 
5302%=LY. (C/. ) +L%(D%) +L%(EX) +480 
540FORG%=1 TO U%: FORH%=G% TO U% 
550YY. =z%-U/.. (G%) -UY. (HY. ) 
560IF Y%>8 ANDYY. <161 THENP%(YY. )=P%(YX)+1 
570IF Y/.. >320 ANDY/.. <481THENP%(YY. -160)=P%(YY. -160)+1 580NEXT: NEXT: NEXT 
59ONEXT: NEXT 
600PRINT'"FINISHED 5TH ORDERS" 
700PRINT"WORKING ON 7TH ORDER AT FRACTION"; 
710 FORC/. =1 TO L%: PRINTTAB(35); C%; "/"L%;: VDU8,8,8,8,8, 
730FORD%-Cy TO L%: FORE%=D% TO L%: FORF%=E% TO L% 
7402%=L%(C'/. )+L%(D%)+L%(EX)+L%(F%)+320 
750FORG/. _I TO U%: FORH%=G% TO U%: FORI%=If/.. TO U/. 
760Y7.. =Z%-UY. (G%) -UY. (H%) -UY. (I %) 
7701F YY. >0 ANDY/.. <161 THENQ%(YY. )=Q%(YY. )+1 
780IF Y/.. >320 ANDY%<481THENQY. (YY. -160)=Q%(Y%-160)+1 790NEXT: NEXT: NEXT: NEXT 
800NE)(T: NEXT: NEXT 
810PRINT'"FINISHED 7TH ORDERS" 
900Bv-=0 
905PRINT"WORKING ON 9TH ORDER AT FRACTION"; 
91OREPEAT 
9208%=B>+1: PRINTTAB(35); BY.; "/"L%; IVDUB, 8,8,8,8,8 
930FORC/. _B/ TO L%: FORDX=C% TO L%: FORE%=D% TO L%: FORF%=E% TO L/'. 

Fig. X"la Computer Program for Calculation of Intermodulation Channels 
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940Z'. =L%(B%) +L%(CY)+L%(D%)+L%(E'. ) +L%(FX)+160 
950FORG'=1 TO UY.: FORHX=GX TO UY.: FORI%=H% TO UV.: FORJ%=I% TO UY. 
960Y%=Z%-UY. (0%) -UY. (HY. ) -U%( I Y. ) -U/. (J%) 
970IF Y%>0 ANDYY. C161 THENR%(YY. )=R%(YY. )+1 
9801F YY. >320 ANDYY. <481THENRY. (YY. -160)=RY. (YX-160)+ 1 
99ONEXT: NEXT: NEXT: NEXT 

1000NEXT: NEXT: NEXT: NEXT 
1010UNTIL B%=L% 
1020PRINT'"FINISHED 9TH ORDERS" 
1100A/. =0 
1105 PRINT"WORKING ON 11TH ORDER AT FRACTION"; 
1110REPEAT 
1120A%=A<+1: PRINTTAB(35); A%; "/"LX;: VDU8,8,8,8,8,8 
1125 B%=AY. -1 
113OREPEAT 
11408%=B%+1 
1150FORC%=B% TO L'1.: FORDX=C% TO L%: FORE%=DX TO L'.: FORFV. =E% TO LY. 
1160Z'. =L%(A%)+LY. (B%)+L%(C%)+L%(D%)+L%(E%>+L%(F%) 
1170FORG;: =1 TO UY.: FORH%=G% TO UY.: FORI%=HY. TO UV.: FORJ%=I% TO UX: FORK%=J% TO UX 
1 180Y%=Z%-U%(G%) -UY. (HY. ) -UY. (IV. -UY. (JY. ) -U%(KX) 
1185 REM 
11901F YY. >0 ANDY%< 161 THENSV. (YY. ) =S%(Y%) +1 
1200IF YY. >320 ANDYY. <481THENS%(YY. -160)=S%(YX-160)+1 
1210NEXT: NEXT: NEXT: NEXT: NEXT 
1220NEXT: NEXTiNEXT: NEXT 
123OUNTIL 8%=L% 
1240UNTIL A%=L% 
1250PRINT'"FINISHED 11TH ORDERS" 
1500 REM IF ERROR =27 THEN GOTO 'OUTPUT ROUTINE' 
2000REM OUTPUT ROUTINE 
2005 VDU2 
2010PRINT " '"THIS TABLE SHOWS. FOR EACH ORDER No. THE NUMBER OF INTERMODS. FALL 

ING ON THE RECEIVE CHANNELS" 
2015 PRINT' 
2020PRINT" CHANNEL", " FREE! ", " ORDER", " ORDER" 

RDER" 
2030PRINT" 5", " 7", " 
2035PRINT '' 
2040VDU1, &1B, 1, &54,1, &31,1, &38 : REM CONDENSED LINES PITCH 
2050FOR J% =1 TO 160 
2060A$=" ": IF P%(JY)+Q%(JY. )+RY(JY. )+S%(JY. )=0 A$=" 3f" 
2070PRINTJX, A$, P%(J%), Q%(J%), R%(J%), S%(J%) 
206ONEXT 
2090 PRINT"' 
2100FOR J% =161 TO 320 
2110A$=" ": IF P%(JY. )+0X(J%)+R%(JY. )+S%(JY. )=0 A$=" iE 
2120PRINTJ%+160, A$, P%(J%)90%(J%), R%(J%), S%(J%) 
213ONEXT 
2150VDU1, &IB, 1, &41 
2160PRINT ..... 
2170VDU3 
2180VDU7 
2190PRINT ALL DONE" 
2200END 
2500 IF ERR =17 THEN GOTO 2600 
2510 REPORT: PRINT"AT LINE No. "; ERL 
2520 END 
2600 PRINT"CURRENTLY WORKING ON "; W%; " ORDER" 

ORDER" 
9", " 11a 

1s 

2610 PRINT"FOR A PRINTOUT OF RESULTS PRESS P ": PRINT"ALTERNATELY CONTINUATIOr 
MIGHT BE POSSIBLE -PRESS C 
2620 V$=GET$ 
2630 IF V$="C" GOTO ERL 

Fig. X. Ib Computer Program for Calculation of Intermodulation Channels 
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LOW BAND CHANNELS ARE: - 
136 10 23 31 42 

UPPER BAND CHANNELS ARE: - 
1 16 34 58 68 74 

THIS TABLE SHOWS, FOR EACH ORDER No, THE NUMBER OF INTERMODS. FALLING ON THE 
RECEIVE CHANNELS 

CHANNEL FREE! ORDER ORDER ORDER ORDER 
No. 5 7 9 11 

1 0 0 208 486 
2 0 0 206 47 4 
3 0 0 216 47 
4 0 215 467 
5 

0 
0 

3 2 452 7 
0 0 2 

8 9 441 
0 0 22 

10 0 0 226 432 
11 0 0 232 418 
12 0 0 228 419 
13 0 0 234 411 
14 1 0 

0 24 397 
16 0 0 237 394 
17 0 0 244 386 
18 0 0 241 390 

248 382 20 0 0 

21 0 0 249 369 
22 0 0 244 359 
23 0 0 252 353 
24 58 348 
25 

0 0 2 

26 0 0 253 338 
27 0 0 258 336 
28 0 0 252 331 
29 0 0 262 322 
30 259 318 0 0 

32 0 0 2264 4 3 
3 3 0 0 
34 0 0 265 300 

0 273 294 36 0 

37 0 0 274 27 9 

39 0 0 277 275 
40 0 0 273 275 

0 280 262 42 0 
43 0 0 278 258 
44 0 0 277 249 
45 0 0 284 246 
46 0 0 277 5 2 
47 3 
48 0 0 282 230 
49 0 0 288 22 6 
50 0 0 281 22 
51 0 0 294 223 

0 0 283 215 
53 0 0 286 215 
54 0 0 286 209 
55 0 0 289 203 
56 0 0 287 199 
57 0 0 293 199 
58 0 0 292 193 
59 0 0 289 189 
60 0 0 288 189 
61 0 0 28 
62 6 8 17 

64 0 0 
288 

172 
65 294 0 0 163 
68 294 160 

0 0 
Fig. X. 2a Distribution of Intermod Products in the Receive Bands I 
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69 0 0 290 152 
70 0 0 2 94 3 14 

2 6 
72 8 
73 0 0 4 2 140 

0 289 137 75 0 

76 0 0 291 135 
77 0 0 291 127 
78 0 0 287 128 
79 0 0 290 124 
80 287 115 0 0 

82 0 0 285 115 
83 0 0 290 112 
84 0 0 284 106 

2 104 86 
0 0 28 

87 0 0 284 100 
88 0 0 282 97 

28 95 90 0 0 2 
91 0 0 285 93 
92 0 0 279 92 
93 0 0 279 88 
94 0 275 0 

81 
0 273 79 97 0 

98 0 0 272 78 
99 1 10 1 

0 0 266 7 
102 0 1 269 69 
103 0 0 266 71 

0 1 263 64 105 
0 

106 0 1 262 62 
107 0 1 262 62 

109 1 260 57 
110 

0 
57 2 

111 0 2 259 55 
112 0 2 256 51 
113 0 3 255 51 
114 0 3 251 49 
115 0 2 255 48 
116 0 4 250 45 
117 0 4 247 45 
118 0 4 47 
119 0 4 242 41 
120 0 6 240 4 1 
121 3 242 39 0 

39 
123 0 6 237 37 
124 0 7 237 38 
125 0 6 233 34 
126 0 8 228 34 

6 229 33 128 0 

129 0 10 225 31 
130 9 223 29 0 

132 0 10 222 29 
133 0 9 223 29 
134 0 12 213 24 
135 0 10 215 27 
136 0 12 20 9 26 

0 1 24 
138 0 14 211 22 
139 0 12 206 23 
140 0 13 203 22 
141 0 11 202 20 
142 0 16 200 21 
143 0 13 197 21 
144 0 16 196 18 
145 0 15 191 17 
146 0 15 191 17 
147 0 15 190 15 
148 0 19 190 18 
149 0 17 187 15 
150 0 20 185 15 
151 0 18 183 16 
152 0 21 180 13 
153 0 18 178 12 
154 0 23 179 14 
155 0 20 176 

4 19 11 
57 1 

0 21 
1 17 12 

158 0 23 166 11 
159 0 25 166 12 
160 0 24 161 10 

Fig. X. 2b Distribution of Intermod Products in the Receive Bands I 
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321 0 46 2 
322 0 2 
323 0 45 1 
324 0 45 0 
325 0 43 3 
326 0 44 
327 

1 
0 

43 
329 42 1 0 

331 0 34 0 
0 3 9 

333 0 37 
8 35 1 

335 1 38 0 
336 8 3 

1 4 0 
338 0 6 

1 3 0 
340 1 35 1 
341 37 e 
342 1 

1 33 0 
344 
345 34 0 2 

2 3 8 
28 1 348 2 

349 2 
29 8 

351 4 28 1 
352 2 27 0 
353 4 25 0 

3 27 0 
35 25 1 
356 

4 
25 8 

37 5 23 0 
358 24 0 
359 4 23 0 
360 4 25 0 
3 6 23 0 
3 6 

5 

363 4 22 0 
364 4 2 0 
36 4 21 0 6 
36 5 1 
367 7 19 0 
368 4 19 0 

370 5 18 0 
6 6 0 372 

1 
373 15 0 6 

0 
6 17 0 376 
7 0 

377 6 16 0 
378 6 15 0 

7 0 
380 17 0 

10 
382 6 14 0 

8 0 
384 a 12 0 
385 11 0 
386 

8 
387 11 12 0 
388 11 7 

0 
8 10 0 39 
1 10 0 

393 7 19 8 
1 

395 8 0 
18 1 

396 8 9 0 
397 11 10 0 
398 

10 8 0 

Fig. X. 2c Distribution of Intermod Products in the Receive Bands I 
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400 
40 1 
402 
403 
404 
405 
406 
407 
408 
405' 
410 
411 
412 
413 
414 
415 
416 
417 
418 
419 
420 
421 
422 
423 
424 
425 
426 
427 
428_ 
429' 
430 
431 
432 
433 
434 
435 
436 
437 
438 
439 
440 
441 
442 
443 
444 
445 
446 
447 
448 
449 
450 
451 
452 
453 
454 
455 
456 
457 
458 
459 
460 
461 
462 
463 
464 
465 
466 
467 
468 
469 
470 
471 
472 
473 
474 
475 
476 
477 
478 
479 
480 

Fig. X. 2d 

11 
11 
10 
11 
10 

8 
11 
11 
13 
10 
10 
11 
11 
12 
10 
14 
11 
13 
12 
14 
14 
13 
13 
15 
12 
14 
14 
13 
13 
13 
11 
13 
13 
15 
12 
13 
12 
12 
13 
15 
14 
14 
14 
13 
13 
11 
11 
14 
14 
12 
11 
13 
12 
13 
13 
14 
12 
14 
14 
13 
16 
12 
11 
13 
13 
13 
11 
11 
13 

9 
11 
10 
9 

12 
12 
13 

9 
11 
10 
11 
11 

Distribution of Intermod Products in the Receive Bands I 

188 



LOW BAND CHANNELS ARE: - 
123456 

UPPER BAND CHANNELS ARE: - 
20 28 38 47 58 

THIS TABLE SHOWS, FOR EACH ORDER No, THE NUMBER OF INTERMODS. FALLING ON THE 
RECEIVE CHANNELS 

CHANNEL FREE! ORDER ORDER ORDER ORDER 
No. 5 7 IF 11 

2 0 0 161 0 
3 0 0 69 0 1 

5 0 0 172 0 

8 0 0 179 0 
181 0 

10 
0 0 

11 0 0 182 0 
12 0 0 184 0 

14 0 0 189 0 
15 0 0 190 0 
16 0 193 0 

0 
18 0 0 199 0 
19 0 0 200 0 
21 0 204 
22 0 

0 
0 

5 203 0 
2 

0 0 
" 

26 0 0 200 0 
27 0 0 198 0 
228 0 0 198 

0 0 
32 0 193 0 0 

34 0 0 
0 

191 0 

35 0 0 190 0 
36 0 0 190 0 

38 0 0 1 0 
39 0 190 
40 0 0 189 0 
41 0 0 187 0 
42 0 0 185 0 
43 0 0 184 0 
44 0 0 181 0 
45 0 0 176 0 

0 173 0 47 0 
0 

48 0 166 0 0 

5 0 4 0 1 
0 

0 15 

52 10 4 0 0 0 
1 7 0 

54 0 0 145 0 
55 4 0 

0 2 
1 

0 
58 0 0 138 0 
59 0 0 133 0 
61 0 0 131 0 
62 128 0 3 6 0 0 0 3 
65 

67 
66 0 

0 113 0 

8 8 X04 0 
Fig. X. 3a Distribution of Intermod Products in the Receive Bands II 
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69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
85 
86 C, 87 

88 
89 
90 
91 
92 
93 94 
95 
96 
97 
98 
99 

100 
101 
102 
103 
104 
105 
106 
107 
108 
109 
110 
111 
112 
113 
114 
115 
116 
117 
118 
119 
120 
121 
122 
123 
124 
125 
126 
127 
128 
129 
130 
131 
132 
133 
134 
135 
136 
137 
138 
139 
140 
141 
142 
143 
144 
145 
146 
147 
148 
149 
150 
151 
152 
153 
154 
155 
156 
157 
158 
159 
160 

Fig. X. 3b 

ýE 

ýE 

* 

3E 

* 

100 
96 
92 
88 
84 
81 
77 
73 
70 
67 
63 
59 
56 
53 
49 
46 
43 
41 
38 
36 
35 

34 
32 32 
31 
31 
29 
28 
27 
25 
22 
20 
17 
15 
11 
9 
7 
5 
3 
2 
1 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

Distribution of Intermod Products in the Receive Bands II 
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321 
322 
323 
324 
325 
326 
327 
328 
325' 
330 
331 
332 
333 
334 
335 
336 
337 
338 
339 
340 
341 
342 
343 
344 
345 
346 
347 
348 
349 
350 
351 
352 
353 
354 
355 
356 
357 
358 
359 
360 
361 
362 
363 
364 
365 
366 
367 
368 
369 
370 
371 
372 
373 
374 
375 
376 
377 
378 
379 
380 
381 
382 
383 
384 
385 
386 
387 
388 
389 
390 
391 
392 
393 

395 
396 
397 
398 
399 

Fig. X. 3c 

ýE 0 
ýE 0 
ýE 0 
3E 0 
ýF 0 
ýE 0 
ýE 0 
3E 0 
*0 
ýE 0 
3t 0 
*0 
3E 0 
3E 0 
ýE 0 
3E 0 
*0 
ýE 0 
*0 
3E 0 
*0 
*0 
ýE 0 
*0 
3E 0 
*0 
ýE 0 
ýE 0 
ýE 0 

0 
iE 0 

0 
ýf 0 

0 
ýE 0 
ýE 0 
*0 
*0 
*0 
3E 0 
3E 0 
*0 
ýF 0 
ýE 0 
ýE 0 
iE 0 

1 
2 
3 
4 
5 
6 
6 
6 
6 
5 
5 
4 
4 
4 
5 
5 
6 
6 
6 
7 
6 
7 
7 
3 
9 

11 

12 
12 
12 
12 
11 

Distribution of Intermod Products in the Receive Bands II 
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400 
401 
402 
403 
404 
405 
406 
407 
408 
409 
410 
411 
412 
413 
414 
415 
416 
417 
418 
419 
420 
421 
422 
423 
424 
425 
426 
427 
428 
429 
430 
431 
432 
433 
434 
435 
436 
437 
438 
439 
440 
441 
442 
443 
444 
445 
446 
447 
448 
445. 
450 
451 
452 
453 
454 
455 
456 
457 
458 
459 
460 
461 
462 
463 
464 
465 
466 
467 
468 
469 
470 
471 
472 
473 
474 
475 
476 
477 
478 
479 
480 

Fig. X. 3d 

11 
11 
12 
12 
13 
13 
13 
14 
14 
14 
15 
16 
17 
18 
18 
17 
17 
16 
14 
13 
13 
12 
13 
13 
12 
13 
12 
12 
11 
11 
11 
12 
12 
12 
12 
12 
11 
10 
9 
8 8 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
6 
6 
5 
4 
3 
2 
1 
1 
0 
0 0 0 0 
0 0 0 0 
0 0 
0 0 
0 0 
0 0 0 
0 
0 
0 
0 

x 

x 

Distribution of Intermod Products in the Receive Bands II 
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LOW BAND CHANNELS ARE: - 
71 72 73 74 75 76 77 

UPPER BAND CHANNELS ARE: - 
70 71 72 73 74 75 

THIS TABLE SHOWS, FOR EACH ORDER No, THE NUMBER OF INTERMODS. FALLING ON THE 

RECEIVE CHANNELS 

CHANNEL FREE! ORDER ORDER ORDER ORDER 
No. 579 11 

2000003 iE 0000 

5k0000 

8*0000 

10 3E 0000 
11 3E 0000 
12 3E 0000 

14 0000 
15 3E 0000 
16 

*0000 
0 19 X0000 
0 
0 

22 3E 0000 
23 *0000 

00 24 
25 3E 

0000 

26 *0000 

28 X0000 
29 X0000 
30 X0000 
31 X0000 

33 0000 
34 X0000 
35 iE 0000 
36 0000 
37 0 
38 00000 
39 0000 

41 0000 
42 x0000 

44 x0000 

47 x0000 
4 

49 x0000 50 *0000 

52 
0005 

54 0 10 
55 

000 
20 

56 000 36 
57 000 63 
58 000 102 
59 000 163 

61 
62 

00 Cl 369 

63 000 743 
000 10 13 64 

C 

66 000 1768 
67 4 68 888 

2bo7 
Fig. X. 4a Distribution of Intermod Products in the Receive Bands III 
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69 0 0 0 3454 
70 0 0 0 4219 
71 0 0 0 5012 
72 0 0 0 5847 
73 0 0 0 6713 
74 0 0 0 7579 
75 0 0 0 8426 
76 0 0 0 9219 
77 0 0 0 9936 
78 0 0 0 10544 
79 0 0 0 11025 
80 0 0 0 11356 
81 0 0 0 11526 
82 0 0 0 11526 
83 0 0 0 11356, 
84 0 0 0 11025 
85 0 0 0 10544 
86 0 0 0 9936 
87 0 0 0 9219 
88 0 0 0 8426 

0 0 13 6 90 0 7 
91 0 0 0 5847 

0 0 4219 93 0 

94 0 0 0 3494 
95 0 0 0 2837 

0 0 2264 97 0 

98 0 0 0 1355 
99 0 0 0 1013 

100 0 0 0 743 
0 0 : 29 102 0 

369 
103 0 0 0 248 
104 0 0 0 163 
105 0 0 0 102 
106 0 0 0 63 

0 0 36 108 0 
0 20 

109 0 0 0 10 

112 0 0 0 1 

114 0 0 0 0 
115 0 Cl 0 * 0 

0 117 X 0 0 0 
0 118 

119 
* 
X 

0 
0 

0 
0 

0 
0 0 

120 
121 

X 
X 

0 
0 

0 
0 

0 
0 

0 
0 

12 
X E 0 

0 
0 
0 

0 
0 

124 
125 

0 
0 

0 
0 

0 
0 

0 
0 

126 0 00 
0 0 

128 0 0 0 X 
0 Cl 

0 0 
0 
0 130 

131 
3E 
X 

0 
0 0 0 0 

0 0 0 133 * 0 

134 1E 0 0 0 0 
135 3E 0 0 0 0 
136 3E 0 0 0 0 
137 0 0 

x 0 0 0 
140 3E 0 0 

0 0 
141 3E 0 0 0 0 

144 
* 

0 0 0 0 
6 

4 1 X 
0 

0 0 0 
147 X 0 0 0 0 
149 0 

X 
0 0 0 

150 3E 0 0 0 0 
151 3E 0 0 0 0 
1 0 53 X 

0 0 
0 

154 X 0 0 0 0 

156 3Z 0 0 0 0 
157 1E 0 0 0 0 
158 iE 0 0 0 0 
159 3E 0 0 0 0 
160 iE 0 0 0 0 

Fig. X. 4b Distribution of Intermod Products in the Receive Bands III 
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400 0 767 0 0 

402 0 6710 0 0 
403 0 601 0 0 
404 0 524 0 

0 
406 0 365 0 0 
407 0 289 0 0 
408 8 223 0 0 
409 0 165 0 0 
410 0 118 0 0 

412 0 53 0 0 
413 0 32 0 0 

0 19 0 0 415 

0 0 417 0 2 
418 1 0 0 

X 
0 

0 0 

0 0 0 0 422 
x 

423 )E 0 8 0 0 
42 0 0 0 

5 iE 0 0 
426 x 0 0 0 0 

428 0 0 0 X 0 

0 0 0 
432 X 0 

0 0 0 434 X 0 

43 A i 0 
4 36 * 0 0 0 0 

438 0 0 0 0 x 

440 0 
* 0 0 0 

442 X 0 
0 0 0 

444 0 0 0 X 0 

447 0 0 0 
* 0 

0 0 0 450 0 

452 0 0 0 0 
453 x 0 0 Cl 0 
454 lE 0 0 0 0 
455 
457 x 0 0 0 0 

r 

459 X 
0 0 0 0 

462 
3f 

0 
0 0 0 

464 x 0 0 0 0 
465 x 0 

0 0 0 
46 x 0 0 0 

8 0 

470 0 0 0 
X 

0 

474 0 
3E 0 0 0 

477 x 
0 

0 0 0 

479 x 0 
4 80 iE 

0 0 
0 

Fig. X. 4c Distribution of Intermod Products in the Receive Bands III 
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321 0 0 
x 00 

323 iE 00 0 0 
324 3E 00 0 0 
325 00 0 

x 0 
327 iE 00 0 0 
328 34 00 0 0 
32F X 00 0 0 
330 0 0 

* 
0 

0 0 
332 X 00 0 0 
333 x 00 0 0 

0 
335 )E 00 

0 0 
0 

0 337 X 0 
* 339 
3 E 

00 
0 0 

340 X 00 
0 0 0 

342 3E 00 0 0 
343 iE 00 0 0 
344 0 

x 00 0 
346 x 00 0 0 
347 x 00 0 0 
348 X 00 0 0 

350. 3E 0 

00 
0 

0 
0 

351 352 X X 0 353 X 00 
00 

0 
0 0 354 

355 
* 
lE Cl 0 0 0 

356 )t 00 0 0 
357 3E 00 

00 
0 
0 

0 
0 358 

359 
)E 
3E 00 0 0 

360 00 
0 1 )E 0 

362 x 00 0 0 
0 363 X 00 0 

X 0 0 
365 0 0 

367 X 00 0 0 
368 x 00 0 0 
3651 
370 

X 
)E 

00 
00 

0 
0 

0 
0 

371 )E 00 0 0 
372 3E 00 0 0 
374 x 00 0 0 

375 X 00 
00 

0 
0 

Cl 
0 376 

377 
X 
X 00 0 0 

378 x 00 0 0 
379 01 0 0 
380 5 0 0 0- 

382 0 10 0 0 
383 2 0 0 03 

385 0 53 0 0 
386 0 Be 0 0 
387 01i8 0 0 
388 0 165 0 0 
389 0 223 0 0 
390 0 365 

0 0 
392 0 443 0 0 

0 0 
394 0 0 0 670 

396 0 726 
0 0 

328 0 78 
0 7 0 0 

Fig. X. 4d Distribution of Intermod Products in the Receive Bands III 
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