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“... the spread, both in width and depth, of the
multifarious branches of knowledge during the
last hundred odd years has confronted us with a
queer dilemma. We feel clearly that we are only
now beginning to acquire reliable material for
welding together the sum total of all that 1s
known into a whole; but , on the other hand, it
has become next to impossible for a single mind
fully to command more than a small specialized
portion of it.

"I can see no other escape from this dilemma
(lest our true aim be lost for ever) than that some
of us should venture to embark on a synthesis of

facts and theories, albeit with second-hand and
incomplete knowledge of some of them -and at the
risk of making fools of ourselves.

"So much for my apology.”

Erwin Schrodinger, 1944.
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ABSTRACT

This research addresses to some of the fundamental problems in systems science. The
aim of this study 1s to:
(1) provide a general conceptual framework for systems evolution;
(2) develop a formal model for evolving systems based on dynamical systems theory;
(3) analyse the evolving behaviour of various systems by using the formal model so far
developed.

First of all, it is argued that a system, which can be recognized by an observer as a
system, 1S characterised by some emergent properties at a certain level of discourse. These
properties are the results of the interactions between the system's components but not reducible
to the individual or summative properties of those components. Any system 1s such an
emergent and organized whole, and this whole can be defined and described as an emergent
attractor. To maintain the wholeness in a changing environment, an open system may undergo
radical changes both in its structure and function. The process of change is what 1s called of
systems evolution.

On reviewing the existing theories of self-organization, such as "Theory of Dissipative
Structure", "Synergetics”, "Hypercycle", "Cellular Automata”, "Random Boolean Network"
et al., a general conceptual framework for systems evolution has been outlined and it is based
on the concept of emergent attractor for open systems. The emphasis 1s placed on the structural
aspect of the process of change.

Modern mathematical dynamical systems theory, with the study of nonlinear dynamics
as its core, can provide

(a) the concept of "attractor” to describe a system as an organized whole;

(b) simple geometrical models of complex behaviour;

(c) a complete taxonomy of attractors and bifurcation pattermns;

(d) a mathematical rationale for the explanations of evolutionary processes.

Based on this belief, a formal model of evolving systems has been developed by using the
language of mathematical dynamical systems theory (DST). Attractors and emergent attractors
are formally defined. It is argued that the state of any systems can be described by one of the
four fundamental types of attractors ( i.e. point attractor, periodic attractor, quasiperiodic
attractor, chaotic attractor) at a certain level. The evolving behaviour of open systems can be
analyzed by looking at the loss of structural stability in the systems. For a full analysis of
systems evolution, the emphasis is put on the nonlinear inner dynamics which governs
evolving systems.

In trying to apply this conceptual framework and formal model, the evolving behaviour
of various systems at different levels have been discussed. Among them are Benard cells 1n
hydrodynamics, Brusselator in chemical systems, replicator systems in biology (hypercycle),
predator-prey-food systems in ecology, and artificial neural networks. The complex dynamical
behaviour of these systems, like the existence of various types of attractors and the occurrences
of bifurcation when the environment changes, have been discussed. In most of the examples,
the results in previous studies are cited directly and they are only re-interpreted by using the
conceptual framework and the formal model developed in this research. In the study of artificial
neural networks, a simple cellular automata network with only three neurons has been
constructed and the activation dynamics has been analysed according to the formal model.
Different attractors representing different dynamical behaviour of this network have been
identified ( point, periodic, quasiperiodic, and chaotic attractor). Similar discussions have been
applied to a coupled Wilson-Cowan net. -

It is believed that the study of systems evolution is one of those attempts to bring
systems science out of its primitive stage in which it ought not to be.
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Systems science is still in a primitive stage, even more primitive than it ought to be.
Peter Checkland, 1991
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Chapter 1 Introduction

1.1 Focus of Study

Not everybody agrees that systems science is a legitimate field of scientific
inquiry. For some people who usually are associated with the so called systems
community, however, the legitimacy of systems science has been justified [Klir, 1991;
Rodriguez-Delgado, 1992]. The objects of study for systems science are systems and
associated problems. It is argued that systems science has developed within a
movement starting early this century which is usually referred to as systems movement
[Checkland, 1981]. The development has led to the current situation: professions of the
so called systems scientists have been created, educational institutions devoted to
systems science established, conferences regarding systems science held regularly,
systems related academic journals published. All these seem to justify that systems
science has been legitimated.-

The affirmative view regarding the legitimacy of systems science 1s accepted in
this research: systems science is a legitimate field of scientific research and its objects of
study are systems. It studies the concept, properties and taxonomy of systems; it
explores principles and mechanism concerning the structure, function and evolution of
systems; it develops methods and methodologies for the understanding of systems; it
applies 1deas, techniques and methodologies about systems to solve problems arising
from sciences, engineering and human activities. The scope of systems science include
systems philosophy, systems theory, systems methodology and techniques, and
systems practice (for the structure of systems science, chapter 2 gives a summary in a
diagram). The focus of this study is about concepts, principles and models of systems
evolution and it belongs to the category of systems theory.

However, systems science is still in a primitive stage, even "more primitive than
it ought to be" [Checkland, 1991]. Compared with classic sciences like physics,
chemistry, and astronomy etc, systems science still lacks rigourously defined concepts,
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fundamental laws and principles, well established methods which can rival classic
sciences 1n generating testable hypothesis and produce useful predictions [Flood, 1990;
Checkland, 1991]. One notable example of the unmatured systems science is the lack of
a rigourously defined and universally accepted concept of "system"”. For different
people, even the same people at different time, the concept of system means different
things. |

This research does not intend to solve all these problems in systems science. It
mainly concemns systems evolution at the theoretical level and hence can be categorised

as the fundamental study 1n systems science.

1.2 Objectives of Study

Systems evolution 1s not a totally new concept. The 1dea that systems can
evolve can be traced back, at least , to one of the early holistic thinker C. J. Smuts
[Smuts, 1926]. Of course, discussions about the evolution of specific systems, i.e.
biological systems evolution, have been widely known since Darwin [Darwin, 1859].

Another important work related to systems evolution is Bergson's "Creative Evolution™
[Bergson, 1911], it advocates a general argument about evolution at the philosophical

level. Before Bergson, Spencer discussed this problem in his "First Principles"
[Spencer, 1971 (edited version) ].

This study does not aim to continue the argument originated by those work
mentioned above. It aims to study the fundamental concepts, mechanism, principles
and models of systems evolution within the domain of systems science. In general, a
system is an entity which is regarded as an organized whole. It will change its internal
structure to maintain its entity as a whole in a changing environment. This 1s defined as
systems evolution. Certain conditions must be met if a system 1s to evolve: 1t must be
open, nonlinear, non-equilibrium, with microscopic fluctuations within the system and
external perturbations from its environment. This topic has been touched by several
important strands of thinking 1n modern systems research, like the theory of dissipative
structures, synergetics et. al.

In this study, the objective is to establish a conceptual framework and a formal
model for systems evolution. It starts with the careful examination of several definitions
of systems. It is accepted that a recognized system is an organized whole. Starting from
this, a dynamical model is employed to described a dynamical system so that the system
can be defined and described by an attractor which is the result of the interactions of the
system's parts. A system 1s always an emergent whole. To maintain the organized
whole, the system will evolve in a changing environment. This 1s what systems
evolution is all about. Systems evolution defined as such is different from the concept

13



of evolution defined by Spencer et. al. Systems evolution does not necessarily mean
that systems evolve progressively, 1.e., evolve from lower stage to higher stage,
because "progressiveness” is very difficult to justify, especially from the functional
point of view. A system that can survive in environment E7 1s not necessarily superior
than a system that survives in environment E2. However, the grand tendence of the
evolution of the universe is towards the increase of complexity.

It 1s believed that there are some general principles, mechanisms and patterns
underlying all processes of systems evolution. Several schools of thought about self-
organization have made progresses in discovering patterns and establishing principles
about systems evolution, like "order through fluctuations”, "slaving principle" etc. It
will be desirable to construct a general conceptual framework of systems evolution
based on the concept of emergent attractor and it should embrace all the known

principles and patterns.

It 1s also the aim of this study to construct a formal model of systems evolution
by using mathematical dynamical systems theory (DST). The recent development in
mathematical dynamical systems theory has been noticed by its progress in nonlinear
dynamics and its pervasions in such diverse field as physics, chemistry, ecology, and
economics etc. [Stewart, 1989; Thompson, 1986]. It provides a means to study the
complex dynamical behaviour of nonlinear systems. For the study of systems
evolution, DST can provide a dynamical model which is often used in systems science.
It can also provide a formal definition and classification of attractors which correspond
to different state of systems. The techniques of bifurcation analysis in DST are also
very useful for exploring pattéms and stages during systems evolution. Above all, the
concept of structural stability seems to be the essential concept related to systems
evolution. For the above accounts, this study sets out to build a formal model for

systems evolution by using the language of DST.

- Another aim of this study is to apply the conceptual framework and formal
model so far developed to analyse the evolution process of systems in various fields or
at different space-time scales. Systems to be considered include some well known
examples in hydrodynamics, laser, biology, ecology and neural networks.

To summarise, the objective is to explore the concepts, principles, models and
examples of systems evolution. It includes the construction of a conceptual framework,
the developing of a formal model and the discussion of some applications.

1.3 Scope and Limitations of Study

14



The study of systems is often confronted with the problem of choosing between
a structural description or a functional description of systems [Kampis, 1987]. A
structural description method is adopted in this study to avoid the pitfall of the
controversies around the functional description of biological evolution. The discussion
is centred 1n exploring the structural change of dynamical systems.

Usually, any discussion of systems evolution can not avoid using concepts like
"entropy", "order” and the relations between them. This is touched briefly in this study
only to describe systems evolution explanatorily: an open system can change from a
less ordered state to a more ordered one by absorbing negative entropy from its
environment. Study of the thermodynamics of systems evolution is another line of
research worth pursuing [Weber et. al, 1988; Swenson, 1989a], but it is not the main
concern of this study.

The structural description of systems evolution 1s based on the belief that, in
principle, the state of any dynamical system can be described by relations between its
internal variables [Thom, 1975). However, this method has been attacked and rejected
by some people like Berlinski [Berlinski, 1976]. Although Belinski's argument that
early dynamical models do not describe the complexity, discontinuity and nonlinearity
of complex systems has been resolved by the progress in mathematical DST, some of
his critical comments are still appropriate for the study of systems evolution. In
practice, not every dynamical system can be described by a group of dynamical
equations as stated in chapter 4. This 1s especially true for some social-economic
systems which are usually difficult to describe mathematically. Even if dynamical
equations are given for some systems by related classical sciences, they may not be
always in the standard form stated in the formal model. Mathematical DST itself needs
development: it 1s not always possible to find solutions for a particular system,

especially analytical solutions.

Apart from the limitations of the formal model arising from describing systems
and from DST, there are serval restrictions set by the development of systems science
as a whole. Although every effort has been made to ensure that, in this study, the
consistence of the meanings of some of the important concepts like systems, emergent
properties, attractors, order, evolution etc 1s maintained, there still lacks a consensus
on universally accepted fundamental concepts. They may still mean different things for
different people, not only in references cited, but in some other current discussion on

this topic as well.

In trying to apply the conceptual framework and formal model so far developed,
some examples in various classical areas of science have been cited directly. For those
examples, they are only re-interpreted in this thesis and hardly any new results are
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reported. Two original examples in neural networks are studied according to the formal
model and some novel results are achieved. However, the aim of this study is to
explore one of the fundamental properties of systems, 1.e. systems evolution, the two
original models are chosen and analysed only to show that neural systems can evolve
when environment changes and the framework and formal model developed in this
research can be applied to their analysis. For reasons thus mentioned, they are not fully
analysed as some other much studied models such as the Lorenz model. The "big
pictures” of the evolution process of these two systems have not been obtained.

It will be a very bold and unjustifiable claim that this study has established a
general theory of systems evolution, but it is true that this study tries to contribute to
systems science at the fundamental level by addressing to one of the fundamental
problems concerning the properties of systems, i.e systems evolution. It is an attempt,
among many others, to get systems science out of its present primitive stage. No matter
how far this study has covered toward that goal, the study of systems evolution is one
of the most important area of research to bring systems science to its maturation

1.4 Qutline of Study

After a brief introduction to basic concepts of systems, systems description,
systems science, evolution and systems evolution etc. in chapter 2, the scope of
systems science 1s mentioned. The problem of systems evolution is viewed within the
framework of this new dimension of our modern sciences. The conflict between the
pessimistic view of the universe implied in the second law of thermodynamics and the
optimistic one provided by Darwin’s theory of evolution is believed to be solvable
when we take an open systems’ point of view. The state of an open dynamical system
1s jointly decided by the inner dynamics of the system and the interactions between the
system and its environment. Evolutionary behaviour of systems is the necessary result
of the joint action of both the inner dynamics and environmental impacts when certain
conditions are satisfied. It 1s argued that systems evolution is one of the general
properties of open dynamical systems.

In chapter 3, various schools of thoughts about self-organization have been
reviewed which have provided with the general framework for discussion of systems
evolution. Brussels school’s work on non-equilibrium thermodynamics, Eigen’s work
on hypercycle, Varela et. al's work on autopoiesis, Haken’s work on synegetics,
Wolfram etc.'s work on cellular automata, they all look at the same problem, 1.e., the
evolutionary behaviour of open systems, but from different points of view. Although
these work are originated in different fields, like the theory dissipative structures in
non-equilibrium thermodynamics, autopoiesis and hypercycle in biology, synergetics
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and self-organized criticality in physics, and cellular automata in mathematics and
computer simulation, they all have reached the same conclusion that open systems can
exhibit complex evolutionary behaviour. Different aspects of the process have been
stressed in different schools, they all have contributed to lay the foundation for talking
about the evolutionary process from the systems point of view. By synthesizing these
strands of thought, a more general conceptual framework about systems evolution 1s
established based on the concepts of attractor, emergence and organized whole.

The developing of a formal model of evolving system is reported in chapter 4.
With the mathematical preparations introduced Appendix I, the effort is put to construct
a formal model of evolving systems by using the language of dynamical systems
theory. An open system can be modelled by a group of dynamical equations with
parameters representing the constraints of the environment. The invariant sets implied
in these dynamical equations decide the macroscopically stable state of the system, i.e,
attractors that prescribe the macroscopic behaviour of the system. An evolutionary
process is characterized by the loss of structural stability of the dynamical system and
described by various bifurcation patterns through which one type of attractor is replaced
by another. It 1s shown that general patterns, principles, and fundamental mechanism
can be manifested in this formal model.

In chapter 5, several examples of the application of the general framework and
formal model are reported. Some well studied examples like Benard cells, Brusselator
etc are re-interpreted by using the proposed model. Structural aspects of systems
evolution are stressed

Chapter 6 1s devoted to the discussion of the complex behaviour of (artificial)
neural networks as adapting and evolving systems. A simple 3-neuron cellular network

1s shown to exhibit evolution behaviour: it changes from one type of attractor to another
while the network as an organized whole 1s maintained. Same analysis has been done

for a coupled Wilson-Cowan nets.

The last chapter concludes this thesis by reviewing the progress that has been
made in this study towards the understanding of the complex behaviour of open
systems. Further problems worth studying are mentioned. It is argued that systems
research is a new kind of human endeavour which fits our modern times. In a

constantly changing world, to understand the transformation of the world 1s very
important The study of systems evolution can help us understand the evolving universe

of which we are only a part.

Appendix I is about the introduction of modern mathematical dynamical
systems theory. The last twenty years has seen the development of dynamical systems
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theory which was mainly inspired and kindled by the discovery of “chaos™ within
deterministic dynamical equations. It has now become explicit that nonlinear dynamical
systems can exhibit extremely complicated behaviour and this is consistent with the
belief that complexity is the intrinsic property of open systems (they usually are
nonlinear, non-equilibrium). Basic concepts, principles and theorems in mathematical
dynamical systems theory are introduced and some recent advances of the study of
nonlinear dynamics are reviewed.

18



Chapter 2 Systems Research and Systems
Evolution

2.1 Systems and systems science

2.1.1 The concept of systems

The term "system" has different meanings under different circumstances for
different people. It 1s often loosely defined as a group or combination of interrelated,
interdependent, or interacting elements forming a collective entity or organic whole.
Two points are quite essential in any definitions of systems: the first i1s that there are
components which are interrelated or interacting, the other is that a system is a unity, an
organized whole. In a formal way, a system § is defined as:

S= (E, R)
where E represents a group of elements, R the relations between them.

A more easily understood verbal definition of system can be given as this:

A system is an assembly of components, connected together in
an organized way. The components are affected by being in the
system and the behaviour of the system is changed if they leave
it. This organized assembly does something and has been
identified as a particular interest. ["Systems Behaviour”, Open
university, ppl18]

In this definition, the dialectic relationship between components and the whole

1S stressed.

What is not explicitly expressed in this definition is that the whole usually
possesses some properties which do not come from the properties of individual
elements, or the summative properties of all the elements. These properties, not
reducible to the parts or the sum of parts, are called emergent properties. Thus a system
is such an organized and emergent whole. It becomes conceivable that "the whole is
more than just the sum of the parts" only when these emergent properties are taken into

account.

Stressing the emergent properties of systems, Swenson gives a lengthy
definition of emergence, or how emergent properties have emerged:
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Emergence
The spontaneous transformation of a set of components
(generalized ‘atomisms’ or ‘particles’) from an incoherent state,

where the space-time correlation between them is confined to
mean free path and mean relaxation collision times, to a coherent
state exhibiting novel, global, dynamical space-time behaviour,
viz., Space-time correlations, between atomisms many orders of
magnitude greater than mean free path-relaxation times,
inaccessible to, not locatable in, and not reducible to the
individual or summative behaviour of the separate atomisms, the
spontaneous creation of a new set of macroscopic constraints
that reduce accessible microstates from some initial set Mn to
some much smaller subset Msto yield a new irreducible level of
dynamical space-time behaviour. By the transformation Mn to
Ms emergence is always a progressive asymmetrical time-
dependent transformation of matter away from equilibrium.
‘Spontaneous” means 'goes by itself’ without exogenous
(outside) ‘maker’, e.g., since Newtonian machines are explicitly
specified and constructed from without, they are not emergent.

[Swenson, 1989a].

This definition stresses not only the irreducibility of the emergent properties to
propérties of parts, it also emphasises the spontaneity of the process in which a system
is assembled from separate parts. According to this definition, Newtonian machines are
explicitly excluded from having emergent properties. This restricts the meaning and
applicability of the term "emergence" to describe mechanical systems. A car is
composed of many parts, and as a whole, it can serve as a transportation tool but not
any the component parts have this property. It would be more appropriate to call
Swenson's definition of emergence as the definition of 'self-organization’ process for
natural systems. Emergent properties of a system can be defined as what are resulted
from the interactions of the parts, but "inaccessible to, not locatable 1n, and not
reducible to the individual or summative behaviour of the separate atomisms".

Arthur Koestler expressed his view on the definition and meaning of the term
of systems in a book "The Ghost in the Machine" [Koestler, 1967]. Considering the
property of a system as a whole, he proposed to define a system as a "holon" which
means a whole of elements functioning as an element in a larger whole. In that case, a
system 1s a whole, coming into existence through the organizing of elements and
serving as an element in a bigger holon (system). It has not become a universally
accepted definition of systems or a popular word in systems community. Recently,
Checkland argues that the confusion arising from expressing systems ideas 1n systems
literature should mainly be blamed for the use of the word "system": it means both for
parts of the real world perceived to be complex whole (like 'the education system’) and
for the abstract notion of a whole (a model) [Checkland, 1988, 1991]. He advocates the

use of "holon" for the abstract notion of a whole.
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The term "system” discussed so far is apparently about the abstract notion of a
whole. It 1s used 1n this study to mean an organized whole about some real-world entity
perceived by human beings. It needs to be stressed here that

(1) a system 1s an emergent whole, the whole results from the
interactions of many interdependent elements, or parts, or subsystems;
(2) a system 1s always a model of a certain perceived entity.

The second part is stressed by Ashby, Checkland and many others. It reflects
the perspectivism in talking about systems: systems do not exist in the real-world and
they are only models of certain entities perceived by certain observers. Gaines defines a
system as "what is distinguished as a system" [Gaines, 1979] and this definition,
sounds tautological, reflects the essential feature of the term "system". The properties
discovered in a model, however, are believed to represent the properties of the real-
world entity modelled.

Rosen analyses the term "system” from another standing point. He argues that

"the word 'system’ is never used by itself,; it is generally
accompanied by an adjective or other modifier: physical system;
biological system; social system, economic system; axiom
system, religious system; and even "general” system. This usage
suggests that, when confronted by a system of any kind, certain
of its properties are subsumed under the objective, and other
properties are subsumed under the "system,” while still others
may dependent essentially on both. The objective describes what
is special or particular; i.e., it refers to the specific "thinghood”
of the system, the "system” describes those properties which are
independent of the specific "thinghood.” [Rosen, 1936]

Parallel to the thinghood, he coined a word "systemhood" to describe those
system related properties. He goes further to argue that systems theory is the study of
systemhood related properties.

Another term 1s proposed 1n this study to describe a special kind of systems
whose state changes over time, i.e. dynamical systems. The term suggested is called
"attractor”. Originally 1t is a mathematical term defined for a special invariant set for a
flow on a manifold, it has been extended to describe the state of general ime-dependent
systems [Thom, 1975; Ruelle, 1989; Swenson, 1989a]. An attractor 1s a time-
independent (time-asymptotical) state that attracts initial conditions from some region
around it. To use attractors to represent a dynamical system stems from the use of
dynamical models to describe the state of a system. The formal definition of an attractor
will be given in chapter 4, but the following properties of an attractor can be mentioned
briefly here: it is invariant, i.e. time-independent; it reflects certain emergent properties
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of a dynamical process modelled, hence represents a whole; it describes a global
process resulted from some local interactions.

- To summarise, a system 1s recognized as an organized whole and it is an
emergent entity through the interactions of its components.

2.1.2 Systems science

Once 1t 1s clear what a system 1s about, the domain of study for systems science
can be defined. The definition given 1n a recently published textbook of systems science

by Klir is appropriate

Systems science is a science whose domain of inquiry consists
of those properties of systems and associated problems that
emanate from the general notion of systemhood [Klir, 1991].

Systems science, if it exists, has grown from an intellectual movement which
started 1n 40's this century and is usually referred as "systems movement" [Checkland,
1981]. There are many strands of thought each with a different background that have
formed this movement. One common and essential characteristic of all these ideas,
methods, models etc. which appeared in this movement is that it is accepted that some
properties of a conceived entity can not be reduced to its composing elements, all the
elements and their relationships should be considered simultaneously and the entity can
only be understood as a whole as a result of these relations. A prototype of such an
entity is the organic unit in a biological system. The striking feature of this systems
movement 1s that problems related to "systemhood" have been studied and stressed.

As to the characteristics of systems science, Klir argues that it is essentially
different from classical sciences, such as physics, chemistry, biology and astronomy
et.al. Those classical sciences study problems related to thinghood, i.e., problems
associated with specific physical properties. In contrast, systems science addresses
problems which arise from across a wide range of domains and are independent of their
physical traits. Classical sciences study entities, systems science studies relations;
classical sciences study thinghood while systems science is concerned about

systemhood. He argues that systems science and classical sciences are orthogonal to
each other and they together form a two-dimensional sciences which characterises the

present informational society [Klir, 1985b]. It is stressed in this study that systems
science 1s about systemhood and it is principally different from classical sciences.

As to problems that systems science is trying to study, two of them are very
important: isomorphism between systems and the relation between parts and whole.
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Isomorphism, or isomorphic relation among systems, was the central problem
for general systems theory -- one of the most important schools of thought in systems
movement -- in early days [von Bertalanffy, 1968]. It 1s about the equivalence relations
among all systems of interest: if two systems are proved isomorphic, then they share
the same properties, 1.€, understanding one means that the other is also understood. In
the terminologies developed so far, isomorphic systems have the same systemhood
related properties. Isomorphic relations are proved to exist in many cases, for example,
a pendulum as a system 1s 1Isomorphic to an electrical circuit with certain structure and
their behaviours can be described by the same type of dynamical relations. However, if
isomorphic relations are extended to embrace too broad a spectrum of systems, as they
usually are, they will become either meaningless or useless. This is one of the reasons
that general systems has been sharply criticized [Berlinski, 1976].

The most important relation between parts and whole is about emergence: how
the emergent properties of the whole have emerged from interactions of the parts. Due
to the emergence in all kinds of systems, systems are recognized as systems and these
systems are organized in a hierarchical way: systems at certain level are emergent
entities from subsystems at one level below which are emergent entities of sub-
subsystems a further level below. The problem of emergence in dynamical systems will
be discussed in the following chapters by resorting to a dynamical model.

Another relation between parts and whole 1s called "self-similarity” or "self-
isomorphic” in structure. It is argued, notablely in Miller's "Living Systems Theory",
that certain properties of the whole are isomorphic to that of parts as a sub-whole
[Miller, 1978]. Miller has discovered that at different levels of living systems, i.e.,
cells, organs, organisms, groups, organizations, societies, super-nations, the same
types of subsystems can be identified, such as reproducer, boundary, distributor,
encoder, and decoder etc., totally 19 subsystems. Another isomorphic relation between
the whole and parts has also been discovered recently: the self-similarity in spatial-
temporal behaviour between parts and whole. In fractals, the shape of a whole is
identical to that of the part, as discovered by Mandelbrot [Mandelbrot, 1983]. In chaotic
systems, chaotic attractors are discovered having Cantor-set-like self-similar structures
[Zeeman, 1988; Thompson et. al, 1986]. However, the isomorphic relation in structure
between parts and whole 1s not as universal as the emergence problem in systems,

To my own opinion, the scope of systems science is very broad and it can be

structured as having the following epistemological levels: systems philosophy, systems
theories, systems methodologies, and systems practices:
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Systems philosophy is about systems thinking and general discourse
based on 1deas about systems. It concerns about problems like holism
versus reductionism, synthesis and analysis etc.and it is the overview of
systems thinking and standing point.

Systems theories are about ideas, conceptual frameworks, general
principles and models concerned about systems. They include theory of
general systems (GST, Cybernetics, Living Systems Theory etc), theory
of systems evolution (Theory of dissipative structures, Synergetics,
Hypercycles etc.), and concepts of systems. They discuss the following
problems.

- Elementary concepts: system, structure and function, subsystems
and supersystems, information and entropy, systems description etc.

Properties of systems: emergence, wholeness, stability, adaptability,
hierarchy, equifinality, instantiality etc..

Typology of systems or taxonomy of systems.: according to what
criteria what kind of systems can be grouped together, or forming a
hierarchical structure.

Evolution of systems: how systems change: patterns of changes,
mechanism underlying changes, general principles etc.

Systems methodologies: methods and techniques, Operational Research
(like Mathematical Programming, Networks and Flows etc.), Game
Theory, Decision Theory, Systems Analysis, Systems Engineering

approach, Soft Systems Methodology et. al.
Systems practices: applications in various fields, like engineering

systems management, ecological systems analysis, man-machines

systems et. al..

The structure of systems science can be illustrated 1n figure 2.1.1.

In this study, special interest 1s paied to the dynamical behaviour of open
systems: how a system changes its structure in a changing environments, what is the
mechanism for that change, what the general principles for all those changes. These are
problems to be discussed in the following chapters. This study is hence about the

evolution of systems and it belongs to the category of systems theory.
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Dimension of systems science: systemhood
oriented

Figure 2.1.1 The structure of systems science.
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2.2 Systems science and the science of complexity

2.2.1 Organized complexity

Systems science is sometimes described as the science of complexity [Klir,
1985a, 1985b; et. al, 1988]. Although there have been discussions centered around
complexity for many years, there is still no rigourous definition about what
“complexity” actually is. It can only be understood intuitively. The concept of
complexity is generally related to “a large number of components” and “complex
relationships’ of systems. The multi-facets of complexity have been revealed by Klir
[Klir, 1985a], and other concepts like “hierarchy”, “emergent property” are closely
related to the concept of complexity. What is more important of complexity for the
discourse of systems science is the concept of “organized complexity” proposed by

Weaver in an important paper “Science and Complexity” [Weaver, 1948].

According to Weaver, the complexity of a system depends both on the number
of composing components and the randomness involved. The degree of the complexity
of the system is decided by the number and degree of interrelations of these
components, and the degree of randoms involved. He identified two types of
complexity: disorganized complexity and organized complexity. Sciences, with
different domains of study, address to the problems of simplicity and complexity.

Weaver classifies three categories of study according to the degrees of complexity
involved and this classification is illustrated in figure 2.2.1 as follows:

increase of the number of components

increase of randomness
—eee e

Figure 2.2.1 Different types of complexity

Physics mainly deals with systems possessing organized simplicity where
physical laws, found or to be found, are believed to exist to govern the movement of
systems, like Newton's kinetic laws, gravitational law etc.. The non-organized
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complexity, possessed by systems with very large number of components which are in
random state, can be tackled by probabilities and statistics. The example 1s the 1deal gas
where the inner dynamics of the system is expressed by the law of molecular thermal

movement. Although the movement of every molecule is governed by kinetic laws, 1t 1s
meaningless and also impossible to describe the movement of individual components 1n
practice. However, the collective behaviour of the system 1s relatively simple: the
system as a whole can be described in a collective way, like the distribution of energy,
speed etc.. Between these two extremes of systems lies a large amount of systems
which have a fairly large number of components and there are strong interconnections
among them. In this case, there is another type of complexity which arises from the
interrelations between a large number of components and it is defined as the "organized
complexity”. Examples of organized complexity conceived by Weaver include
biological systems, social systems etc. This problem has not been touched effectively
by classic sciences, at least not until recently, and, as to be shown, the problem of
organized complexity 1s what systems science sets to attack.

Remember what has been said about systems and systems science: systems are
organized wholes of parts. What is important is how those parts interact to each other '
so that a whole can emerge to exhibit some novel properties. When the number of
components become fairly large and the interdependent relations between them very
complex, organized complexity has to be addressed to. As a matter of fact, it will be
shown in the forthcoming chapters that even a system with only few components but
complex relations can exhibit complex behaviour. This belongs also to the problem of

organized complexity, but unforeseen by Weaver.

Dealing with systems with organized complexity can be traced back to the early
stage of the development of systems science. From the theoretical aspects, general
systems theory (GST) has set out to find a new way of looking at the problem of
biological systems which could not be described properly within the domain of classic
sciences [Bertalanffy, 1968]. To study a biological system, usually many variables
must be considered simultaneously: the complex behaviour of a system arises from the
interconnections between its forming components and all of them have to be taken into
account. This was one of the main concerns when Weaver introduced the concept of
“organized complexity”. In Bertalanffy's GST, he meant to establish a general theory
which, in principle, can deal with the problem of organized complexity arising from all
systems. Among those properties of general systems, “equafinality” is a concept which
illustrates the characteristics of organized complexity [Bertalanffy, 1968].

Systems engineering is regarded as another important contribution to the
development of systems science. According to Checkland [Checkland, 1981}, systems
engineering belongs to the “hard way” of systems thinking in systems science. It
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concerns about the principles, methods and techniques applied in organizing large
engineering projects from the systems point of view: problems of technology, finance,
manpower and their management are intertwined with each other and all of them must
be considered together simultaneously. This is another example of organized
complexity. The techniques and skills of the management of one large scale engineering
problem are transferable to others and here lies the general principles and techniques of
systems engineering. The techniques of operational research belong to those
mathematical techniques which form the hard core of systems engineering.

In the mean time, there is a strand of thought which is called "soft system
methodology” (SSM). The essence of it is that human factors are involved in
concelving, modelling, analysing and designing systems. On account of the “soft”
aspect of systems science, another factor of the complexity of systems is touched: the
subjectiveness in describing systems. As argued by Flood, the concept of complexity
has its subjective meaning [Flood et. al, 1988]. The complexity of a system is always
conceived by human beings and therefore, apart from the number of components of a
system and the interrelations between components, the viewer's standing point must be
taken into account when talking about the problem of systems complexity. This is of '
vital importance when systems thinking 1s applied to analyse social-economic systems.
However, the subjectiveness of complexity is not the main concern in this study.

Systems science 1S about the organized complexity of systems and hence the
organized complexity is sometimes called systems complexity. In discussions about
properties of a system, it is imperative to look at the complexity the system exhibits.
Growth, adaptability, evolution are behaviours resulted from the organized complexity
of biological systems. Large spatial span, long time duration, large financial and human
involvement are the characteristics of organized complexity of large engineering
systems. The growth, equilibrium-seeking, recession are phenomena observed in
modern economic systems, which intrinsically involve natural and human source,
industries, agriculture, education and many other sectors, and political system which
strongly influences the economic behaviour. They are complex not only in the spatial-
tempbral scale that goes beyond the scope of classic sciences: they are complex in the
sense that they can not be understood by merely resorting to the properties of their
components. The macroscopic behaviour of a national economy do not merely depend
on the behaviour of one or a handful of commercial firms or companies, it is the result
of the how all different sectors, -- agricultural, industrial, comericial etc. --, are
connected to each other and also how they are affected by the international economic
environment. These complex behaviours are the reflection of the systems’ organized
complexity and can only be analyzed by adapting a systems point of view.
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When the components and interactions of components are changing in the
passage of time, the problem of complexity becomes more complex: dynamical

complexity of systems is hence entering discussion.

In Benard hydrodynamics experiment, when a thin layer of viscous liquid is
heated uniformly from below, with its upper surface exposed to a cooler air, organized
spatial-temporal patterns, i.e, the hexagonal cells, can emerge from the previously
homogeneous state if the temperature gradient imposed exceeds a critical point [Haken,

1983a; Swenson, 1989a].

In Belousov-Zhabotinsky reaction, the reactants are pumped in and products are
flowed out constantly. When certain critical state is reached, chemical waves can

appear suddenly and may be sustained by constant inflow and out-flow [Nicolis et. al,
1977, 1989].

In the osmosis experiment, certain inanimate chemical reactants are put into
certain chemical liquid. In the time span of minutes to hours, amazingly some complex
patterns like trees, mushrooms, vegetables, and bearded goat et. al can be observed to
grow up and they are reminiscent of the complex biological forms which have been
found 1n the natural world {Klir et. al., 1988].

In biology, self-aggregation phenomenon has been discovered in the insect
population. In an experiment mentioned by Prigogine, larvae of a coleoptera are initially
distributed at random on two sheets of glass. When an artificial nucleus is introduced in
a peripheral region of the system, a cluster appears and the density around the imposed
centre increases. When the initial density of the population is high, the system will
choose a centre itself and the population grows at that point [Prigogine et. al 1984].

In the social economic field, it has been demonstrated that urbanization happens
in a way similar to the self-aggregation process in insect population. Commercial
centres appear from a homogeneous area because of some random factors and they then
start to attract people to immigrate there and further develop to large centres [Allen,

1986].

In the computer experiment of cellular automata, the random 1nitial conditions
can lead to organized spatial-temporal patterns by following simple deterministic rule.
Further more, artificial lives can be created by setting up simple initial conditions and
simple rules and this 1s believed to provide some new insight into the emergence of
complex systems in the universe [Wolfram, 1984; Langton, 1986, 1989].
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2.2.2 Systems science and the science of complexity

Although systems science deals with the problem of organized complexity, it
does not do so exclusively. Since early 70's, the complex dynamical behaviour of
systems 1n a wide range have been noticed and addressed by some classical sciences,
like physics, chemistry, biology etc.. Examples include those cited in last section, e.g.
Benard Cells, Belousov-Zhabotinsky reactions etc., they were originally discovered,
incidentally, by physicists, chemists and biologists who were puzzled when fist seeing
them. Especially when the development in nonlinear dynamical systems studies have
revealed that many systems can exhibit complex dynamical behaviour as such, the
problem of complexity has been noticed and studied in almost all the classical areas of
science. This study of organized complexity is called the "science of complexity".

Institutions bearing the title like "complex systems", "nonlinear systems" etc.
have appeared rapidly in recent years. One well-known example is the Santa Fe
Institute 1n USA where physicists, chemists, biologists, computerists etc. are all
involved in the study of organized complexity. Different from systems scientists whose
main concern is about the complexity of abstract systems arising from the interactions
of components, or systems complexity in general, scientists like those in Santa Fe are
looking 1nto some specific systems and study their dynamical complexity arising from
the nonlinear relations between systems components. Problems under consideration
1nclude: nonlinear dynamical behaviour of physical systems (fluid, chemical waves,
catalytic networks in gene dynamics etc.), emergent computation of certain model
systems (cellular automata, neural network, replicator systems etc.), computer
simulation exploring the mechanism underlying natural evolution (artificial life). The
core of the "science of complexity" is about the nonlinear dynamics of systems which is
sometimes referred to as the study of chaos [Stein, 1989; Jen, 1990; Langton, 1989;
Langton et. al, 1992].

Systems science 18 overlapping with the science of complexity, but they are
different. Systems science may discuss systems complexity from a general point of
view, like emergent properties etc., the science of complexity concentrates on specific
systems. Systems science 1s systemhood orientated while the science of complexity is
more thinghood inclined. The best line of research seems to look at complex systems
from both classical sciences and systems science point of view: through systems
science, the general properties of complex systems can be applied in the study and
some knowledge about other systems may be transferable, like dynamical models;
through classical science, the problems associated with thinghood can be addressed by
resorting to the specific physical form of systems. For a specific system, its organized
complexity essentially depends on both systemhood and thinghood.
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To study how a system’s components are related to each other so that the
system can exhibit rich complexities and to know what the state a system is in at a
particular time is regarded as the study of the “being” of the system: its structure,
organization, state etc. What is of special interest in this study is the dynamical
behaviour of open systems, especially the process when an open system changes from
one level of complexity to another or how a system in an disorganized state becomes,
with the 1impact of its environment, organized. In other words, the main concern is
about the “"becoming™ of systems in this study. The following section will trace the
history of the study of becoming of various systems.

2.3 Evolution and Thermodynamic Equilibrium: two extremes
2.3.1 Reversible and urreversible process: the role of time

It has been argued that one of the striking characteristics of Newtonian
mechanism is that time plays no constructive role in all the processes happening in our
machine-like world. Time is merely a parameter which has no direction [Prigogine et.
al, 1984]. In the mechanical model of the universe, every system starts at certain initial
conditions, follows certain trajectory defined by some universal laws, like the
Gravitation Law, and goes on and on for ever. To know the future is just the same as to
know the history: you just need to follow the trajectory prescribed by the equations
along the time rather than to retrieve the trajectory by change the sign of time. The fate
of the universe is defined for ever and what can be done is to try to find those universal
laws and write the dynamical equations. The process of changes that happen in the
universe 1s reversible in the sense that to change the time from ¢ to -¢ in the equations
does not change the form of equations, i.e., laws that govern the behaviour of the
system remain the same. This 1s the picture of the world from the Newtonian
mechanical point of view.

Thermodynamics studies the absorbing and dissipation of energy of systems.
For the first time, time 1s assigned a direction along which the energy flows one way.
It 1s common sense that when two iron bars, with one “hotter” than the other, are put
together, they will eventually change to, through heat conduction, a state at which they
are at the same temperature. No one has ever witnessed the reverse process in the

nature, 1.e, the heat flows from one bar to another, which were at the same temperature
at the beginning, and leads to the rise of temperature in one and decrease in the other

without any constraints imposed from outside (say, deliberately introducing a heat
gradient). The natural process of heat transfer is irreversible. Thermodynamics depicts
a picture of the universe which is irreversible in the sense that “useful” energy is
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constantly digested and the universe is moving to the “heat death” as the second law
says.

Irreversible process is also observed in the biological world, in galaxices etc..
Even before Darwin’s theory of evolution brought about human’s attention to the
evolutionary process observed in the biological world, some people had argued that
Newtonian mechanism was inadequate in describing the organisation of living matters
[Prigogine et. al, 1984]. The processes of change in Newtonian world is reversible but
the process of the growth of plants as well as the development of human organs are
characterised by irreversible complexification. Those challenges to the doctrine of
Newtonian mechanical view of the world have been noticed and stressed since
Darwin’s work on biological evolution. With the picture of a mechanical world on the
one hand and an dynamical, complex world rich of changing behaviour and innovation
on the other hand, there is a split imagine of the universe perceived by human beings.

Systems science has been trying to portray a different picture of the world
which can, quite possibly, provide some insights to bring to the end the confusion
about order and disorder, reversibility and irreversibility.

2.3.2 The second Law of thermodynamics

Although the second law of thermodynamics is regarded by some physicists
like Eddington as holding the supreme position among the laws of nature, 1t is too
pessimistic a conclusion from the human’s point of view. The claim that entropy
always increases in every closed system implies that the universe is doomed to head for
a ‘horrific’ state, i.e., the state of thermodynamic equilibrium: maximum disorder, the
complete destruction of any structure and organization, and hence the system is both
spatially and temporally homogeneous. It is extremely disappointing for people who,
encouraged by the triumph of scientific rationality brought about by the classical
sciences since Newton, have placed the human on the top of the nature. They believe
in the unlimited power of human rationality inspired by classical sciences and tend to
use it to create an ideal world with order, efficiency and justice. It is especially true for
the twenty century people who are indulged in the success of the “industrial '

civilization’.

Thermodynamics is the macroscopic description of natural processes. Instead of
describing systems by specifying the kinetic states of its components, it concentrates on
the tendency of the change of state at a macroscopic level. It 1s the process not the state
that is stressed. The Second Law, as formulated by Clausius, was originally about the
energy consumption of closed thermodynamic systems but it is generally interpreted as
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that free energy 1s spent and leveled out in any natural process. Entropy change is the
quantity which characterises this process. As argued above, time is assigned a direction
in thermodynamics along which free energy is always consumed and dissipated and the
thermodynamic process is irreversible. This thermodynamic view has challenged the
view of a static, reversible world represented by Newtonian paradigm. However, the
tendency of evolution to disorder stated by the second Law is obviously contradictory
to our observation that order and structure are growing in the biological world. This
brings to the conflict with Darwin’s evolutionary picture of the biological systems.

2.3.3 The growing of order in the biological world

Prigogine has argued that our scientific heritage includes two basic questions to
which till now no answer was provided [Prigogine et. al, 1984]. One is the obvious
contradiction between the static view of classical dynamics and the dynamical paradigm
of thermodynamics, i.€., the direction of time [Coveny etc., 1990]. The other one is the
relation between order and disorder. The famous law of increase of entropy describes
the world as evolving from order to disorder while, biological or social evolution '
shows us the complex emerging from the simple. It has been a dichotomy facing
philosophers and natural scientists for a long time.

Unlike the tendency to go to disorder and stable thermodynamic equilibrium as
claimed by the second law of thermodynamics, evolution, diversification, and
instability are found common in the biological world. Darwin has been undoubtedly
credited as the founder of the theory of evolution. This evolutionary paradigm has been
strengthened and extended by some great discoveries in this century. The discovery of
geneé leads to the so-called Neo-Darwinism, Stanley L Miller’s experiment on
“primordial soup” which is believed to have exited on the surface of the earth hundreds
of millions of years ago provides new clues about how life might have come into
existence in this planet [Hogan, 1991]. Eigen’s Hypercycle adds one new link to the
evolutionary chain of the biological world, and the concept of Big Bang and the theory
of an expanding universe complete the evolutionary continuum of the universe [Eigen
etc., 1979; Hawking, 1988].

In recent years, phenomena of the emergence and growing of order have been
observed in diverse fields ranging from simple physical system to complex human
societies and a general awareness has been raised about the becoming of the universe,
This has entered the research scope of human enquiring and it i1s believed that systems
science holds a unique position to study the general patterns, fundamental principles
and the basic mechanism underlying the evolutionary behaviour exhibited by various

systemes.
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2.4 From Being to Becoming: the shift of emphasis In systems science
2.4.1 Seeking a dynamical equilibrium

As argued in Gao et al.[Gao et al, 1990], in the early stage of the development
of systems science, the main interest was about the static organization and equilibrium
state of self-stabilizing systems. This can be illustrated by analysing the development of
one of the most important theoretical contributions to the systems science: cybernetics.

Since its inception, cybemetics, was more or less identified as a science of self-
regulating and equilibrating systems. The three basic concepts in early cybernetics are
"feedback", "stability", and "state". It has been successfully argued that the mechanism
underlying those "equilibrium seeking" systems, whether they be natural or artificial,
biological or inanimate, is characterised as having a "negative feedback"” loop (see
figure 2.4.1). A quick look at the classic monograph on cybernetics, 1.e. Wiener's
"Cybernetics: information and communication in animal and machine" [Wiener, 1948],
or preferably, Ashby's "Design for a brain" and "An Introduction to Cybernetics”, will
reveal this view [Ashby, 1952, 1956]. Thermostats, physiological regulation of body
temperature, automatic steering devices, economic and political processes etc. were
studied under a general mathematical model of this negative feedback loop.
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Figure 2.4.1 Equilibrium-seeking System

Homeostasis is a concept originally introduced for living organisms which
describes the phenomena that a stable state of the organism 1s maintained by some
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organic regulating mechanism in such a way that they occur in an opposite direction to
what a corresponding external change would cause according to physical law. It is
extended to phenomena of seeking equilibrium in any systems and serves as a synonym
of "seeking for equilibrium". A system which reveals a purposeful, goal-seeking
behaviour is usually described and analysed under this general framework. Related
mathematical models have been developed to describe these phenomena. For example,
a dynamical system can be modelled by coupled differential equations. The asymptotic
behaviour of the solutions of these equations is employed to describe the system’s
behaviour of seeking a steady equilibrium state. Application of this framework can be
found in physiology, biology, sociology, economics, the design of various
serviomachines etc. [Buckley, 1968].

However, less attention has been paid to the emergence and development of
new ordered states in systems, either in early cybernetics or in the domain of systems
science, until recently. The study of "becoming” occurring at all levels of the universe
has greatly enriched our knowledge about the mechanism underlying these evolving
behaviours.

2.4.2 From homeostasis to emergent attractor

Derivation-counteracting feedback has been served as the foundation of a self-
regulating model which has been widely used in explaining, describing and designing
huge ranges of systems seeking dynamic equilibrium. However, there are systems
which change their structures and functions significantly over time. These phenomena
include the outbreak of war between countries, the evolution of organisms, the rise of
cultures of various types; in short, all processes of mutual causal relationships that
amplify an insignificant or accidental 1nitial kick, build up deviation and diverge from
the initial condition. It is not fair to say that the phenomena of the breakdown of a
system's structure and the appearance of a new one by deviation-amplifying feedback
has totally escaped the cyberneticians' sight. Maruyama's paper in 1963 "The second
cybernetics: deviation-amplifying mutual causal process” was the first, at least to the
authors' knowledge, to discuss these phenomena [in Maruyama, 1968]. Examples cited
in that paper include international conflict, the coming of a new town from a
homogeneous area, the appearance of new type of culture in human history and
morphogenesis in biology. These 1deas have been shared by later thinkers in their
discussions about the general evolution patterns except the term "initial kick™ was
replaced by other names like "fluctuation” [Nicolis et. al, 1977], "ignorance" [Allen,
1989a]. More detailed discussion about this evolutionary behaviours in open systems
appeared in later 70's after the appearing and development of several important schools
of thought on self-organization, i.e., "Order Through Fluctuations" [Nicolis et. al,
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1977; Prigogine, 19380; Prigogine et. al, 1984], "Synergetics” [Haken, 1983a, 19383b,
1988], "Hypercycles"” [Eigen et. al, 1979], "Autopoiesis” [Maturana and Varela, 1980;
Zeleny, 1980], and "Theory of General Evolution” [Swenson, 1989a, 1989b].

The statement that every system tends to move to its thermodynamic equilibrium
with maximum entropy and non functionary structure is obviously contradictory to the
observed evolving world where order grows over time. Early cybernetics was unable to
answer this question while it can analyse and describe the mechanism by which a
system maintains its ordered structure and converges to a predetermined goal. This was
noticed by some physicists like Schrodinger and systems thinkers like von Bertalanffy
[Schrodinger, 1944; von Bertalanffy, 1968]. Distinction between closed and open
systems was made that an open system can possibly evolve to higher ordered state on
the expense of the environment's negentropy while a closed one is doomed to its
maximum disordered state as indicted by the second law of thermodynamics. This was
the first programme trying to fill this gap between the decrease of order in the universe
predicted by thermodynamics laws and the increase of order observed in the biological
world by adopting systems point of view but these ideas had not been fully developed
in Bertalanffy's GST due to the lack of rigourous conceptual framework, intensive
empirical study and powerful mathematical techniques. His main concern there was
mainly about a system's structure, function, dynamic interaction between system's
components, and equafinality behaviour of systems in general etc. In later 70's, studies
on the spontaneous occurrence of coherent functioning structure from previously
incoherent sets of components and the maintenance of the new ordered whole at a non-
equilibrium state shed new lights on the evolutionary process observed at all levels in
our universe [Nicolis et. al, 1977].

Independently developed in different fields, these schools of thought are all
based on the principle that in a system which is open to the exchange of matter-energy-
information (or matergon-information) with its environment, order can increase by
importing negentropy from outside. In Prigogine's "theory of dissipative structures",
for instance, the entropy change of an open system dS is split up into to two parts, 1.€.,
entropy increase dSi, due to the irreversible process within the system, and the second

part, dSe , the entropy import from its environment . Although 1n a system far from its
thermodynamic equilibrium, dS; > 0 always holds, when the negentropy excess
certain level, say dS, < dS; the total entropy of the system decreases, 1.¢.,

dS = dSI 4 dSe <().

The crucial role of microscopic fluctuations, or "initial kick"” in Maruyama's
term, within a system has been recognised and explored in depth in these theories
mentioned above, especially in "Order Through Fluctuations". Chemically, it might be
gradient in the kinetics of reactions, biologically genetic drift, economically the
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appearance of new products, socially new ideas of creative individuals. These
fluctuations are constantly testing the stability of the system. Below some critical point,
they are absorbed by the system through its multiple feedback and feedforward
networks. But in a nonlinear system, these fluctuations might be amplified by its
complex inherent dynamics which are characterised by nonlinear interactions between
components (including feedback or forward networks). When some of the fluctuations
are amplified, the old structure of the system may collapse and new ordered state may
emerge spontaneously (without a recognisable external factor deliberately designing the
new structure). This phenomena, 1.e. self-organization, 1s observed at all levels of the
universe and 1s regarded as the fundamental property of all evolutionary process.

2.5 Systems evolution (progressive change: unavoidable)

2.5.1 Evolution in the Darwinian tradition

Although Charles Darwin 1s regarded as the founding father of The Theory of
Evolution, he himself, as Gould argues, had never used the term of “evolution” to
imply any superiority of the new species over their ancestors. Darwin’s theory of
evolution goes nothing beyond “descent with modification” [Gould, 19735]). All species
merely adjust themselves to fit the changing environment (if an amoeba is as well
adapted to its environment as we are to ours, who is to say that we are higher creatures?
-- Gould, 1975, pp36.). It was Herbert Spencer who should be credited with the one
who advocated of the popular vision of evolution as “progressive complexification”. In
his First Principle, he defines evolution as follows:

Evolution is an integration of matter and concomitant dissipation
of motion; during which the matter passes from an indefinite,

incoherent homogeneity to a definite coherent heterogeneity
[Quoted from Gould, 1975, pp36].

Darwin's theory is about evolution of biological species, Spencer extended this
concept to describe the process of evolution in the universe, from the inanimate world
to human society. If it is admitted that the current planet, including human species, has
evolved from a primordial earth before the appearance of any biological molecules, it
must be accepted that the general tendency of evolution is towards a progressive
complexification although in some special cases, like 1n certain biological species,
evolution does not necessarily always lead to the increase of complexity in systems.
Some other people like Henri Bergson and J.C Smuts also share with Spencer the view
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of universal evolution towards complexification [Bergson, 1911 (1975); Smuts, 1926].
The avoidance of defining evolution as progressive complexition is mainly caused by
the concern that this kind of interpretation of evolution is highly controversial especially
when 1s applied to the domain of human society which has inspired <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>