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(57) ABSTRACT

A fault-tolerant node for synchronous heterogeneous data-
base replication and a method for performing a synchronous
heterogenous database replication at such a node are pro-
vided. A processor executes a computer program to generate
a series of database transactions to be carried out at the fault-
tolerant node. The fault-tolerant node comprises at least two
relational database management systems, each of which are
different relational database management system products,
each implementing snapshot isolation between concurrent
transactions. Each system comprises a database and a data-
base management component. For each database transaction,
operation instructions are provided concurrently to each of
the systems to carry out operations on their respective data-
bases and to provide respective responses. The responses
generated by the systems either comprise an operation result
or an exception. Only one of the systems is configured with a
NOWAIT exception function enabled, which returns an
exception when it is detected that two or more concurrent
transactions are attempting to modify the same data item. The
other systems are configured with the NOWAIT exception
function disabled. The fault-tolerant node detects that two or
more concurrent transactions are attempting to modify the
same data item, and ensures that all systems apply the same
order of modification of the data item by the concurrent
transactions.

20 Claims, 15 Drawing Sheets
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I) Upon SQL operation OP
1T) switch(OP)
A) case: QP is a begin
1) reset transaction abort /* set transaction abort to false */
2) obtain the mutex /* among TraManagers */
3) send begin to all RDBMSs /¥ create snapshots on the RDBMSs */
4) wait for all RDBMSs to acknowledge the operation
5) release the mutex
6) return control to the client
On exception /* while the begin is executing */
set transaction abort
notify the client of the exception

B) case: OP is read or write operation
1) put OP into the queues of RepManagers /* each RDBMS is served by a RepManager */
2) receive the fastest response for the OP
3) ifthe fastest responsc is not an exception
a) return the response to the client
4) else
a) set transaction abort
b) notify the client of the exception
5) wait for all responses to be received
a) ifexception raised && transaction not set to abort
i) set transaction abort
ii) notify the client of the exception
b) else
i} do compare responses

C) case; OP is an abort
1) settransaction abort

D) case: OP is a commit
1) if transaction not set to abort
a) wait until all available replicas have voted and the comparator has voted
i) obtain the mutex
11) commit transaction on all RDBMSs /* directly access their SQL API */
1) wait until all replicas have responded
1v) release mutex
v) clear RepManagers queues
vi) return to client /* return control to client */

Abort Function /* executed by a TraManager*/

I) iftransaction set to abort
A) abort transaction on all RDBMSs /* directly access their SQL API */
B) wait until all RDBMSs have aborted the transaction

Comparator Function /¥ executed by a TraManager*/
I) compare the responses from all RDBMSs
A) if a mismatch found
1) set transaction abort
2) notify the client of an exception (“data inconsistency occurred™)

Figure 13
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I) while (non-empty queue && transaction not set to abort)
A) fetch an operation (OP) from the RepManager queue
B) switch(OP)
1) case: OP is a read operation
a) send OP to the own RDBMS
b) wait [or a response /* either fetched data or an exception */
¢) return response to TraManager
2) case: OP is a write operation
a) send OP to the own RDBMS
b) wait for the response /* data or an exception */
c) if'no exception raised
i) obtain the write set /*this operation may result in an exception, which would be stored in
the writeset itself*/
i) return the write set to TraManager
d) else
i) return exception to TraManager
e) default: /* incorrect operation */

Figure 14
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DATABASE REPLICATION

CROSS-REFERENCE TO RELATED
APPLICATION

This application is the 35 U.S.C. §371 national stage of
PCT application entitled “Improvements Relating to Data-
base Replication,” PCT/GB2010/051347, filed Aug. 13,
2010. This application also claims priority to, and the benefit
of, Great Britain Application no. 0914815.6, filed Aug. 25,
2009 herein incorporated by reference in its entirety.

FIELD OF INVENTION

The present invention concerns improvements relating to
database replication. More specifically, aspects of the present
invention relate to a fault-tolerant node and a method for
avoiding non-deterministic behaviour in the management of
synchronous database systems.

DISCUSSION OF PRIOR ART

Current database replication solutions, in both academia
and industry, are primarily based on the crash failure assump-
tion, whereby it is assumed that the underlying building
blocks, i.e. Relational Database Management Systems
(RDBMSs), fail in a detectable way, leaving a copy of a
correct database state for use in recovery. The conventional
approach in database systems is to use a plurality of non-
diverse replicas—RDBMSs from the same vendor—for
mainly availability and scalability improvement. This is
regarded as a suitable approach to addressing failure under
the crash failure assumption, as use of a sufficient number of
replicas tolerates crash failures and manages increased load
from client applications for improved performance. The
validity of this assumption has, however, been refuted in the
recent work by Gashi et al. [Gashi, Popov et al. 2007] and
subsequently in [ Vandiver 2008]. Many of the software faults
examined in these two studies caused systematic, non-crash
failures, a category ignored by most standard implementa-
tions of fault-tolerant database replication solutions. The non-
crash failures of RDBMS products are likely to be causing
some of the following anomalies: returning incorrect results
to the client application, incorrectly modifying data items in
the database, arbitrarily halting a transaction or failing to
execute an operation and raise an exception. These failure
modes are typically associated with synchronous systems,
that is, systems which either deliver a result in a predefined
amount of time or are considered to have failed (timeout
occurs).

The work of Gashi et al [Gashi, Popov et al. 2007] was
based on two studies of samples of bug reports for four
popular off-the-shelf SQL RDBMS products: Oracle,
Microsoft SQL, PostgreSQL and Interbase; plus later
releases of two of them: PostgreSQL and Firebird (an open
source descendant of the InterBase database server). Each
bug report contains a description of the bug and a bug script
for reproducing the failure (the erroneous behaviour that the
reporter of the bug observed). The results of the studies indi-
cate that the bugs causing failures in more than two diverse
RDBMSs are rare—only a few bugs affected two RDBMSs
and none affected more than two. Thus, a very high detection
rate (ranging from 94% to 100%) is achievable when using
just a simple configuration with two diverse servers. Another
very important finding was that crash failure assumption is
unjustified. The authors showed that the majority of the col-
lected bugs belonged to the incorrect results category, causing
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incorrect outputs without crashing the RDBMS products (ap-
proximately 66% of the bugs caused incorrect results failures,
while roughly just 18% caused crash failures).

Similarly to the work by Gashi et al., the work in [ Vandiver
2008] experimented with the faults reported for three well-
known RDBMSs: DB2, Oracle and MySQL. The results
show that for all three products over 50% of the bugs cause
non-crash failures; resulting, for example, in incorrect results
returned to a client or incorrectly modified database items.

The unfounded assumption that only crash-failures are
observed in RDBMSs has lead to development of a multitude
of solutions which are based on asymmetric processing of
database transactions (see Appendix A). Inherent to asym-
metric processing is the inability to cope with non-crash
failures; e.g. if a replica is faulty, the client connected to this
replica can obtain a wrong result or incorrect values could be
propagated into the state of the correct replicas (see FIG. 1).

FIG. 1illustrates the impossibility of incorrect result detec-
tion by a middleware-based database replication protocol
using asymmetric transaction execution (the steps shown
with dashed lines are not part of the protocol). The figure
shows the execution of a read operation (read(x)) in a repli-
cated database system consisting of three replicas R, R and
R.. The execution steps are as follows: the client sends 1 the
read operation to the middleware, M; the middleware for-
wards 2 the request to only one replica, R,; R executes the
request and sends 3 the result to the middleware and middle-
ware notifies 4 the client of the result. If R is faulty, an
incorrect response will be forwarded to the client with no
possibility for detection, since the execution of the read
operation is executed on only one replica. On contrary, if all
replicas were sent 2, 2a, 2b the read request it would be
possible for middleware to adjudicate the responses sent 3,
3a, 3b by all replicas and detect the incorrect R, response.

The family of multicast replication protocols is generally
used for implementing asymmetric transaction processing.
These protocols use a GCS (Group Communications Sys-
tem), which makes it possible for any replica to send a mes-
sage to all other replicas (including itself) with the guarantee
that the message will be delivered if no failures occur. Fur-
thermore, GCS is capable of guaranteeing totally ordered
messages: if two replicas receive messages m and m', they
both receive the messages in the same order. In fact, a GCS
may offer a range of different guarantees and total ordering is
one of the more expensive options. The known DB replication
solutions rely on GCS being configured to offer total order-
ing. The principal steps behind a multicast replication proto-
col are as follows: a transaction T, is submitted to one, local
replica (all other replicas are called remote for T,); the local
replica executes completely the transaction and extracts the
results of all the modifying operations in a writeset; in the end
of transaction T,’s writeset is sent to all remote replicas in
total order using the underlying GCS; upon receiving the T,’s
writeset every replica installs the writeset in the same total
order imposed by the GCS. The installation of the writesets in
the same total order is necessary to avoid data inconsistencies
due to non-determinism on the replicas. Otherwise, if the total
order was not respected it would be possible for two replicas
to install overlapping writesets in a different order, which
would result in an inconsistent state of the replicated system.
Some examples of multicast-based replication protocols used
with RDBMSs providing snapshot isolation (see Appendix
A) are described in [Lin, Kemme et al. 2005] and [Kemme
and Wu 2005].

Two recent database replication protocols are built on a
more general failure model than crash failures: HRDB (Het-
erogeneous Replicated DataBase) [ Vandiver 2008] and Byz-
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antium [Preguica, Rodrigues et al. 2008] approaches.
HRDB’s SES (Snapshot Epoch Scheduling) protocol and
Byzantium are of particular interest because they assume, that
the underlying replicas guarantee snapshot isolation. Both
HRDB and Byzantium assume that an arbitrary failure can
occur, i.e. a Byzantine failure model (described for the first
time in [Lamport, Shostak et al. 1982]) is assumed. This
failure model is the most general one, where beside crash
failures, for example, incorrect results of read and write
operations are also allowed; even malicious behaviour by the
replicas such as sending conflicting messages to the other
replicas are allowed by the Byzantine failure model.

Both HRDB and Byzantium are primary/secondary,
middleware-based replication protocols, which tolerate non-
crash failures by voting on the results coming from different
replicas. FIG. 1 illustrates the generic primary/secondary
database replication approach. The Client (C) first sends 21
the operations {op;, . .., 0Py, - - ., Op,,} of the transaction T,
to the Primary replica (P) for execution, and only once the
Primary executes the operations it forwards 22a, 225 them to
the Secondaries {S,, . .., S,,}. Therefore, in both protocols,
write operations are firstly executed on one (primary) replica
and only then sent to the secondary replicas in order to guar-
antee replica consistency—in this way the conflicting opera-
tions are executed in the same order (the one imposed by the
primary) on all replicas and thus non-determinism between
conflicting modifying transactions are avoided. However, in
this way no parallelism in the execution of the same write
operations between the primary on the one hand and second-
ary replicas on the other hand is allowed; as a result the total
duration of a transaction may be significantly prolonged (as
shown in FIG. 3) even in the arguably more common case
when no write-write conflicts (see appendix A) occur
between the concurrently executing transactions.

Although both HRDB and Byzantium use a primary/sec-
ondary approach, there is a difference between the two as to
when the primary forwards the (write) operations for execu-
tion to the secondaries. In HRDB every write operation is sent
to the secondaries as soon as it is completed on the primary
(possibly after its concurrency control mechanism resolves
the conflicts between concurrent write operations), see FIG.
3. The read operations in HRDB, on the other hand, are
executed in parallel on primary and secondary replicas.

More specifically, FIG. 3 shows a timing diagram of the
execution of a write operation in HRDB scheme consisting of
the primary (P) and two secondary replicas (S1 and S2). The
meaning of the callouts is as follows: the middleware (M)
sends 31 the write operation, w(X), to the primary replica for
execution; once the primary has executed the write, it notifies
32 the middleware by sending it the result of w(x); middle-
ware forwards 33a, 335 the write operation to the secondary
replicas for execution. Performance overhead ensues because
the write operation is not executed in parallel between the
primary and the secondary replicas. As a result, the operation
duration as perceived by the middleware is prolonged
(TW(X)Seq“e"ﬁ“Z), as opposed to it being shorter due to parallel
execution on all replicas (TW(X)P arallely The execution order in
the primary/secondary scheme causes transactions to retain
the write locks for longer and this leads to an increased
likelihood of a write-write conflict with the other concurrent
transactions. Even though HRDB (as well as Byzantium) uses
database systems which offer snapshot isolation, the low level
implementation of the concurrency control mechanisms in
these database systems still relies on the use of locking
mechanisms on shared resources by multiple concurrent
users.
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The situation with Byzantium is different in a number of
respects. First, all operations, both reads and writes, of a
transaction are executed on the primary replica (the work in
[Preguica, N., R. Rodrigues, et al. 2008] uses the term “coor-
dinator replica” for the primary) and the respective responses
collected for future use. Also, different from HRDB, Byzan-
tium assumes that different transactions are assigned to dif-
ferent coordinator replicas. Subsequently, the commit phase
is initiated and only then all operations and the respective
results are forwarded by the primary to the secondaries for
validation: the secondaries then execute all operations and
compare them with the responses of the primary. In this way
no parallelism between the operations’ execution on the pri-
mary and the secondaries exist, which makes this scheme
inferior in terms of response time in comparison with HRDB.

More specifically, FIG. 4 shows the timing diagram of
executing transaction T,, consisting of three operations: w(y),
r(x) and r(z), on three Byzantium replicas (P, S1 and S2). The
transaction duration is prolonged because all the operations
are first executed on the primary replica and only then for-
warded to the secondaries. Hence, instead of the transaction
execution being parallelised on all replicas and its duration
dictated by the slowest one (A T, MAX (T/, T, T,°%)), in
this case secondary replica S2 is the slowest), the duration is
the sum of'the primary’s and the slower secondary processing
(ATiSequenr[aZ) .

The HRDB approach does not compare the responses from
the read operations; albeit this possibility is discussed in
[Vandiver 2008]. The Byzantium protocol, on the other hand,
includes the validation of the results coming from all types of
operations.

Compared to conventional database replication
approaches, the HRDB and Byzantium approaches are com-
plex and slow. It is, thus, desirable to develop an approach for
processing of database transactions which is not limited to the
crash failure assumption but which allows more economical
and efficient operation than the HRDB and Byzantium
approaches.

SUMMARY OF THE INVENTION

Accordingly, the invention provides a fault-tolerant node
for synchronous heterogenous database replication whereby
the fault-tolerant node is adapted to carry out a series of
database transactions generated by a processor executing a
computer program at the fault-tolerant node, wherein the
fault-tolerant node comprises at least two relational database
management systems, the systems being instances of differ-
ent relational database management system products which
provide snapshot isolation between concurrent transactions
and each system comprising a database and a database man-
agement component, wherein for each database transaction,
operation instructions are provided concurrently to each of
the systems to carry out operations on their respective data-
bases and to provide respective responses; wherein the
responses generated by the systems either comprise an opera-
tion result or an exception, and where only one of the systems
is configured with a NOWAIT exception function enabled
which returns an exception when it is detected that two or
more concurrent transactions are attempting to modify the
same data item and the other systems are configured with the
NOWAIT exception function disabled, whereby the fault-
tolerant node is adapted to detect that two or more concurrent
transactions are attempting to modify the same data item and
to block one or more of the transactions to ensure that all
systems apply the same order of modification of the data item
by the concurrent transactions.
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With such an approach, the consequences of non-determin-
istic behaviour of the systems are avoided. Such a node is
capable of tolerating crash failures and incorrect results by the
replicas. This also allows for a solution which is faster than
prior art protocols such as HRDB and Byzantium.

A set of operation instructions may include a begin instruc-
tion, a commit instruction and an abort instruction for control
of'execution of a transaction. Advantageously, only one trans-
action can execute a begin instruction or a commit instruction
ata time for all the systems. When an exception is received as
an operation result from one of the systems, the fault-tolerant
node provides an abort instruction for that transaction for all
the systems. In one preferred arrangement, execution of a
begin operation for a transaction comprises setting a variable
indicating that the transaction is not, or no longer, aborted,
and by acquiring control of commit and begin operations so
that no other begin or commit operation can take place until
the begin operation is completed. In one arrangement, execu-
tion of a commit operation for a transaction comprises con-
firming that the transaction has not been marked to be
aborted, determining that the operation results from the sys-
tems allow a transaction results to be provided, determining
that the operation results are consistent, and by acquiring
control of commit and begin operations so that no other begin
or commit operation can take place until the commit opera-
tion is completed.

The set of operations comprises a read operation and a
write operation, and in executing a write operation the node
extracts a write set on which operations are performed before
the transaction is committed. When all systems have failed to
provide a result to a read operation or a write operation within
apredetermined time, fault-tolerant node raises an exception.

In one preferred arrangement, the fault-tolerant node com-
prises a transaction manager to control the execution of the
operations for one transaction in each of the systems and a
replica manager for each of the systems used to execute a
transaction to provide operations to its associated system,
wherein for each transaction, the transaction manager pro-
vides operations required for execution of the transaction into
a queue for each system managed by the replica manager for
that system, wherein the operations are provided to each
system from the queue by the replica manager for that system.

Preferably, the fault-tolerant node comprises a comparator
function to compare operation results received from the sys-
tems to enable the fault-tolerant node to determine whether
the transaction has completed successfully. The fault-tolerant
node may then abort the transaction if the comparator func-
tion indicates a mismatch between operation results received
from different systems. This arrangement contributes to the
achieved dependability of the node, as it enables the recog-
nition of many cases of a failure.

In one preferred arrangement (an optimistic regime of
operation), the fault-tolerant node returns the first operation
result received from any of the systems to the computer pro-
gram, and provides a further message to the computer pro-
gram if the transaction aborts or if the operation results
received from all the systems are not consistent (e.g. typically
identical, or considered to be identical when the internal
representation of data in the different systems introduces
small differences even for the same data). Alternatively, in a
pessimistic regime of operation, the fault-tolerant node
returns an operation result to the computer program only
when the operation results from all the systems have been
received and evaluated by the fault-tolerant node.

In the fault-tolerant node described above, the different
relational database management system products may com-
prise two or more systems that implement snapshot isolation
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6
between concurrent transactions, such as Oracle, Microsoft
SQL 2005 or later, PostgreSQL, Interbase and Firebird.

In a further aspect, the invention provides a database server
comprising a fault-tolerant node as set out above. Such a
database server can be provided as part of any computational
system in which it is necessary or desirable for one or more
databases to achieve the performance resulting from use of
embodiments of the invention.

In a further aspect, the invention provides a method for
performing a synchronous heterogenous database replica-
tion, for a series of database transactions provided by a pro-
cessor executing a computer program, at a fault-tolerant node
comprising at least two relational database management sys-
tems, the systems being instances of different relational data-
base management system products which provide snapshot
isolation with each system comprising a database and a data-
base management component, the method comprising:
receiving a database transaction at the fault-tolerant node;
providing operation instructions for the database transaction
concurrently to each of the systems to carry out operations on
their respective databases and to provide respective
responses; the systems each generating a response to an
operation instruction which comprises an operation result or
an exception, wherein only one of the systems is configured
with a NOWAIT exception function enabled such that that
system returns an exception when it is detected that two or
more concurrent transactions are attempting to modify the
same data item and the other systems are configured with the
NOWAIT exception function disabled; whereby the fault-
tolerant node detects that two or more concurrent transactions
are attempting to modify the same data item and ensures that
all systems apply the same order of modification of the data
item by the concurrent transactions.

In a yet further aspect, the invention provides a fault-toler-
ant node for avoiding non-deterministic behaviour in data
management whereby a processor executes a computer pro-
gram to generate a series of database transactions to be carried
out at the fault-tolerant node, the fault-tolerant node compris-
ing at least two relational database management systems, the
systems being instances of different relational database man-
agement system products and each comprising a database and
a database management component, wherein for each data-
base transaction, operation instructions are provided concur-
rently to each of the systems to carry out operations on their
respective databases and to provide operation results;
wherein the fault-tolerant node compares operation results
generated by the systems to validate the result of the database
transaction.

BRIEF DESCRIPTION OF THE FIGURES

Embodiments of the invention are described below, by way
of example, with reference to the accompanying Figures, of
which:

FIG. 1 illustrates a generic middleware-based database
replication protocol using asymmetric transaction execution
and demonstrates the impossibility of incorrect result detec-
tion in such systems;

FIG. 2 illustrates a generic primary/secondary approach to
database replication;

FIG. 3 shows a timing diagram of the execution of a write
operation in the prior art HRDB scheme;

FIG. 4 shows a timing diagram of executing a transaction
with one write and two read operations on three replicas in a
prior art Byzantium scheme;

FIG. 5 shows an embodiment of a fault-tolerant node (FT-
node) as a UML Component diagram;
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FIG. 6 illustrates a transaction context for the FT-node of
FIG. 5 as a UML Class diagram;

FIG. 7 illustrates the establishment and destruction of a
connection associated with a transaction in the FT-node of
FIG. 5;

FIG. 8 illustrates the interaction related to the processing of
an operation by the FT-node of FIG. 5;

FIG. 9 shows the interaction between a RepManager object
and respective RDBMSs in the FT-node of FIG. 5;

FIG. 10 shows a UML sequence diagram of committing a
transaction in the FT-node of FIG. 5;

FIG. 11 shows interaction related to the comparison of
responses received from RDBMSs in the FT-node of FIG. 5;

FIG. 12 shows a procedure of exception handling by
middleware in the FT-node of FIG. 5;

FIG. 13 shows pseudo code illustrating the execution of the
DivRep protocol on a TraManager as used in the FT-node of
FIG. 5;

FIG. 14 shows pseudo code illustrating the execution of the
DivRep protocol on a RepManager as used in the FT-node of
FIG. 5;

FIG. 15 shows a timing diagram of the execution of a
transaction using the DivRep protocol as shown in FIG. 13;

FIG. 16 shows a timing diagram of a conventional ROWAA
scheme for snapshot isolation replication based on reliable
multicast;

FIG. 17 illustrates generally distributed transactions which
comprise execution of one or more operations that, individu-
ally or as a group, update and/or read data on two or more
distinct nodes of a replicated database;

FIG. 18 shows a timing diagram showing generally the use
of Strict 2-Phase Locking concurrency control and first-up-
dater-wins and first-committer-wins rules for enforcing
Snapshot Isolation;

FIG. 19 shows generally an example of a concurrency
control mechanism, based on Strict 2-Phase Locking, enforc-
ing Snapshot Isolation on a centralised, non-replicated data-
base;

FIG. 20 shows generally an example of different transac-
tion serialisation decisions made by the concurrency control
mechanisms, based on Strict 2-Phase Locking, of two
RDBMS:s in a replicated database;

FIG. 21 is a schematic block diagram which shows gener-
ally the interaction between clients and replicated DBs;

FIG. 22 shows generally the competition between two
concurrent transactions competing for a data item while
executing in a replicated database system with two replicas;
and

FIG. 23 shows a high-level schematic representation of a
Group Communication Scheme (GCS) used for consistent
database replication in a general replication scheme with
multiple replicas.

DETAILED DESCRIPTION OF EMBODIMENTS

Anembodiment of an approach to database replication will
now be described, for which diverse (i.e. different by design,
developed by different software vendors) relational database
management systems (RDBMSs) are used which offer snap-
shot isolation between concurrent transactions. This is a
departure from the prior art, where non-diverse databases
have always been considered to be adequate for database
replication, in order to cope with the software failures and
guarantee consistency of the data on all replicas. Database
replication assumed in the present embodiment is of “share
nothing” type, where each RDBMS interacts with its own,
full copy of the database. This is in contrast to some wide-
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spread commercial solutions such as Real Application Clus-
ter (RAC) from Oracle which uses “share all” approach,
where one copy of the database is shared by a cluster of
RDBMSs. In this embodiment database transactions are
directed to a specially constructed node (hereafter called an
FT-node) which is tolerant of certain database faults. Such an
FT-node is schematically represented in FIG. 5.

FIG. 5 is a UML (Unified Modelling LLanguage) Compo-
nent diagram of an FT-node 50. An FT-node is an instantiation
of'a database server which embodies aspects of the invention.
Referring to FIG. 5, it can be seen that the FT-node (FT stands
for fault-tolerant) consists of three software components:
RDBMS1 51, RDBMS2 52 and Middleware 53. The compo-
nents RDBMS1 51 and RDBMS2 52 consist of the software
responsible for data management (SQL engines) and the data
itself (in the form of tables, views, stored procedures, triggers,
etc. stored in one or multiple computer files) as required by
the respective SQL server engine. The component Middle-
ware 53 consists of three components: a DivRep protocol
module 54, a Diagnostic module 55 and a Multicast protocol
module 56. The DivRep protocol 54 module utilises a DivRep
protocol which is a replication protocol, that works with the
diverse (heterogeneous) databases, RDBMS1 and RDBMS2,
via the interfaces each of them provides (SQL API 1, WS API
1 (shown by reference numbers 51a and 515 provided by
RDBMSI, and SQL API 2, WS API 2 (shown by reference
numbers 52a and 52b) provided by RDBMS 2).

In the arrangement shown in FIG. 5, there are two
RDBMSs present. For many practical purposes, effective
embodiments will be provided using two RDBMSs, each ofa
different type (for example, one Oracle and one Microsoft
SQL 2005). In some cases, it may be desirable to use a further
RDBMS—this may, for example, improve further the pros-
pect of detecting simultaneous and identical failures of more
than one RDBMS.

The interaction between the components of the FT-node 50
consists of the Middleware 53 sending operations to the
RDBMSs 51, 52, and the RDBMSs 51, 52 responding to these
by either confirming that the operation has been completed
successfully or instead reporting an abnormal completion of
the operation. The operations offered by the SQL API allow
for managing data objects in databases (the so called Data
Definition Language (DDL) operations, such as creating/de-
leting/modifying tables, views, etc.) and also for data (con-
tent) management (i.e. selecting data from and inserting/
deleting/moditfying data in the existing objects, referred to as
Data Manipulation Language (DML) operations). Another
set of operations is typically offered by off-the-shelf
RDBMSs to control the privileges of different users to
manipulate the data objects (such as GRANT and REVOKE,
frequently referred to as Data Control Language opera-
tions)—while these may be used in embodiments of the
invention, they are not of significance to the FT-node func-
tionality described here and will not be described further
below.

SQL API (as represented by 57x, 51a and 52qa) offer also a
set of operations for connecting external agents 57, 57» (e.g.
application software) to RDBMSs 51, 52 (establishing con-
nections), managing transactions (i.e. a set of operations
treated by the engine as an atomic whole as defined in Appen-
dix A) such as begin, commit or abort a transaction. A set of
operations in the SQL API allow for setting the isolation level
between the transactions. In the particular case, it is assumed
that the RDBMSs offer support for snapshot isolation
between the transactions (see Appendix A).

When an operation is completed successfully, the
RDBMSs 51, 52 will return, via the SQL API, either the






