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Abstract

In recent years supply chains have gained the attention of both academia and
industry. In this thesis, a novel state-space model of a multi-node supply chain
is presented, controlled via local proportional inventory-replenishment policies. The
model is driven by a stochastic sequence representing customer demand. The model is
analysed under stationarity conditions, guaranteed to arise if the control parameters
lie in a certain range which is identified and a simple recursive scheme is further
developed for updating the covariance matrix of the system in closed form, i.e.. as
an explicit function of the control parameters. This allows us to analyse the effect

of inventory policies on the “bullwhip effect” (demand amplification) for chains with

an arbitrary number of nodes.

T'he three-node model is subsequently analysed in detail under information-
sharing and the optimal policy is derived, which minimises inventory fluctuations
(and inventory mean) under a probabilistic constraint related to downstream
demand. It is shown that this policy can never lead to demand amplification in
the chain, as long as the gain parameter of the downstream node lies in the stability
region. Finally, issues related to estimation schemes based on local historical data are
discussed. The main results and conclusions are illustrated via numerous examples
and simulations.

An alternative model of the supply chain is also developed using timed
Hierarchical Coloured Petri Nets (HCPN). This approach considers supply chains
as event-driven systems and studies decentralised control structures by analysing
the impact of various continuous inventory policies and known forecasting methods
followed by supply chain participants. CPN-Tools [fCPN| are used for the design
of decision-making policies and simulation results are presented to highlight the

main issues arising in real systems and to provide insights for future modelling and

X111



simulation work.

Finally, a detailed case study is undertaken, for the production line of the “Brid-
ngorth Aluminium Ltd” company which produces high quality rolled aluminium
lithographic strips. An efficient representation for such production processes is pro-
vided and subsequently used for an extensive analysis and performance evaluation
through appropriate metrics. In particular, the work addresses the implementation
of an overall model in a simulation environment, capable of integrating the various

aspects of the specific production management processes.
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Chapter 1

Introduction

1.1 Supply Chain and Logistics

In recent years supply chains have gained the attention of both academia and
industry.  The distribution of products with shortened life cycles, and the
continuously increasing customers’ expectations has led companies to invest more on
supply chain management. Producers have made an effort to reduce product costs
significantly while maintaining excellent product quality and customer high level of
services. T'he globalisation of markets together with the elimination of import trade
duties and restrictions has also forced manufacturers to look for ways to improve their
competitive positions by focusing on supply chain management. Many companies are
discovering that significant savings that be achieved by managing their supply chain
more effectively. At the same time, information and communication systems have
been widely implemented providing access to elaborate data from all the components
of the supply chain. Although the main research work is related to manufacturing
systems and the transport of finished products, supply chains also arise in service
systems.

Numerous definitions of a supply chain have been suggested while what is meant
by ”supply chain” appears to be different for various companies across industry. It
has also been argued that we should not talk about “chains”, as what is described by
this term is much more complex entity. Real “supply chains” look more like complex

“networks” with information and goods flowing across and between firms (echelons)

1



at all parts of the system. A supply chain is a network of facilities and distribution
options that performs the functions of procurement of materials, transformation
of these materials into intermediate and finished products, and the distribution
of these finished products to customers. Supply chains exist in both service and
manufacturing organisations, although the complexity of a chain may vary greatly
from industry to industry and company to company. In a typical supply chain, raw
materials are procured and items are produced at one or more factories, shipped to
warehouses for intermediate storage, and then shipped to retailers and customers
whose satisiaction is a measure of a company’s success. Consequently, to survive in
the present global competitive environment, organisations need to show a heightened

awareness to customers needs. A typical supply chain network is illustrated in

Figure 1.1

—
Froducts flow

(O o
Information flow

!
!
|
|
e
!
!
O

-
“» -
‘h

/

“
b}
b
'. o
' 4

[

|
i
|
i

¥
!
]
I
)
|

£

Manufacturers Intermediate

. Customers
Suppliers

Distributors Retailers

e B e— a wedmap TS TS W ee———
L L — i—— " — L p—— L] - L |
-, i =T— iy ] . e L | le— )

Figure 1.1: A typical supply chain network

Another term that has been widely used in recent years is “logistics”. It has been



noticed through the study of supply chains that managing directors and people who
deal more with the practical aspect of supply chains within companies, in contrast
with academics, use the term logistics to describe the flow of goods and information.
It can been argued that logistics and supply chains have both similarities and
differences. Logistics summarises all activities connected with the supply, storage,
and carriage of goods (transportation) or services. Therefore, logisticians in most
companies tocus more on how to create intelligent warehouses and flexible facilities
in distribution centres (i.e. packaging and loading of finished products) by upgrading
equipment such as forklitts and wreckers, and on how to manage better the inventory
In a storehouse by using special software tools and computerisation. They also focus
on how to improve transportation services and other related issues like customs duties
and customs declaration.

Leaving the borders of companies and considering the whole logistics network
as a work-tlow process, which needs to be modelled and controlled with well-
defined inputs-outputs and constraints between individual parts, we encounter the
problem of supply chain management, or to use a more precise term, to supply-
production-distribution network management. Thereby, supply chains involve a
type of integration of all individual parts (manufacturer, distributors, suppliers
and customer). Using this holistic and process oriented viewpoint, supply chains
appear more like as a system of a continuous flow of materials and information.
This macroscopic view can also underlie the appliance of quantitative methods for
modelling, planning and control. Therefore, it can be inferred that logistics deal only
with a part of the supply chain process, which draws, materialises and checks the
effective and efficient flow and storage of materials, services and relative information
from the point of creation to the point of consumption, and concentrates on the
satisfaction of requirements of customers.

The concept of logistics and supply chains seem to be appeared many years
ago. Alexander the Great [Eng78] in 3rd century B.C introduced first the inclusion

of Logistics in strategical planning. Supply Chain was the basis of Alexander the



Great’s strategy and tactics during his expedition to Asia. He was aware of the

significance of military intelligence and securing methods for both provisions and
transportation. Alexander’s logistic system Inspired many other military governors
including Julius Caesar and Napoleon.

Although the idea of logistics and Supply Chain was first demonstrated by
Alexander the Great, Leo VI the Wise (866-912) the Byzantine Emperor in 900
A.D introduced the notion of logistics in his book ”"Tactica”. Leo VI describes
the appropriate arrangement in time of both provision and cannons according to
soldiers’ needs and the preparation of the campaign in terms of time and space
(battlefield and camp) computation. He presents logistical tactics, and also suggests
the establishment of a special provision and transportation corps, responsible for the

estimation of the opponent’s strength, and providing solutions for the next possible

movement, future plans and allocation of their own armed forces.

Despite several economic, cultural and technological changes the main goal of
logistics and supply chain has remained the same, i.e to transfer finished products
from a manufacturer site to a (sometimes global) end customer in the presence of
other players in the market. The term “players;’ used here suggests the existence
of a “game” in which participants cooperate and/or compete with the objective of
winning end customers from other companies. It is clear that with the passage of time
supply chains have become more complex, dynamic and heterogeneous. Increasing
customer demand has led those involved in supply chain management to develop
more efficient and effective supply chain networks.

Logistics as an area of study first gained attention in the early 1900 with the
distribution of farm products, as part of an organisational strategy and as a way
of providing time and place utilities to sell these products. Supply chains in the
modern sense, i.e. as a flow of products and information first appeared in the 20th
century. In 1913 Henry Ford coined mass production of the automobile in the wide
market by using assembly lines and material low hard automation. This artefact has

led to the creation of shopping stores (outlets) and the establishment of sale-points



outside the borders of the main production areas. Meanwhile, the construction
of roads and the evolution of transport has allowed many alternative wavs of
products’ carriage and ameliorated the conditions of shipping, on which today's
transportation system is based. Technological innovation and the development
of communication together with the globalisation of the market has changed the
pusiness environment which has shown in recent years to be more complex and
competitive. The internet created yet another major shift. allowing people to
purchase from their homes. This increased the needs for delivery through multiple
channels and the coordination of returns. In between, the exponential growth of
computer technology and information was a tremendous breakthrough in business
computing. Businesses introduced a wide range of application such as manufacturing
planning (MRP), computer aided engineering (CAD) and inventory management
systems [EP97], |GBS01], [BHT*96]. Information technology (IT) is essentially
the platform for businesses to develop advanced software programmes and resource
planning applications (ERP) [DDVKO00], {Fre0l], [Mer01l]. Shared information
among multiple individual and functional areas of a company is the vehicle for
partners to have real time access on information and applications related to supply
chain. This “extraction” and sharing of information is called Electronic-Data
Interchange (EDI) and nowadays tends to be a competitive advantage for many
companies (MHMO3|, [LSS03|, [MB04]. Another useful application of computers and
software implementation is the development of Warehouse Management Systems
(WMS) which make distribution centres and warehouses run more efhiciently
and profitably [VRZ00], [KMPS05]. Advanced Planning and Scheduling (APS)
technology and Customer Relationship Management (CRM) are decision support
systems that help a company to develop advanced decision support systems
and to obtain better selection of business partners and customers during the

material flow among the several stages of the supply chain, especially the upstream

levels [dKGO03], [Hei02].

Many companies today make an effort to develop systems in which products



are "pulled” through the manufacturing process from the end rather than “pushed”
through from the beginning. FEach section of the production process makes the
necessary units only when they are required by the next stage of the manufacturing
process, or by distributors or customers. These systems are known as Just in
Time (JIT) production systems and first appeared in TOYOTA in the early 1950's.
Many manufacturing companies have followed this idea by developing JIT systems
(some managers also refer to them as “lean production”) and managed to increase
throughput time, which increases productivity [KK02], [Mer01], [vdVHHO04], [KH03].
JI'T systems on the other hand require large networks of subcontractors and they are
based on long-term relationships and mutual trust, essential factors that are difficult
to find in today’s supply chains.

The activities executed in the frame of a supply chain today vary from company
to company and depend mainly on their organisational structure. The majority of
today’s supply chain activities concentrate on key issues such as customer service,
minimising total cost and delivery time, inventory control, flow of products and
pertinent information, and order processing. Methods for improving of all these
issues are extremely discussed in supply chain literature, via techniques related to
supply chain management, planning, integration, coordination, design and operation.
The Supply Chain Council (SCC) developed in 1998 a supply chain operations
reference model as the cross-industry standard for supply chain management {Cou03].
This process reterence model contains a standard description of management
processes, a framework of relationships among the standard processes, and standard
metrics to measure process performance. In most cases, however the management
and analysis performed by companies is based on experience and intuition.

The area of supply chains is very broad and it would be impossible for a research
thesis to cover all relevant topics in depth. Although supply chains are very complex
networks there are some key factors that have gained the attention of researchers.
Recently, significant attention is given to the control problem of supply chains. The

motivation for this stream of research has arisen from problems faced by a diverse



set of companies dealing with the flow of products and information throughout the
supply chain. At the heart of the control problem is decentralised decision making,
production capacity and inventory levels in all echelons of the supply chain, holding
costs of inventory, minimising lead times, demand variability and demand forecasting.

oSupply chain management is becoming increasingly aware that the overall
efficiency of company’s operation is related to inventory level existing within the
company. Inventory control is an issue which many researchers and practitioners
have found important and a great amount of work on iventory control, (also referred
in the literature as inventory management) has been published in the last 40 years.

There are obviously advantages to having a large inventory of raw materials and
components parts. It gives manufacturing companies protection against temporary
price rises, and delays in the delivery of finished products due to shortages, strikes,
orders that get lost, incorrect or defective shipments, and so on. Inventory managers
can also take many advantages of quantity discounts in purchasing. Having a large
inventory of fnished goods allows a company to meet varying product demand
profiles and be more flexible in product scheduling, with longer production lead
times and reduced costs because of larger production runs with fewer set-ups. If
managers have a long delivery lead time there is always a risk that some customers
may go to other suppliers or that new competitor will enter the market.

On the other hand, keeping an inventory involves various costs. Storage requires
warehousing, more packaging facilities, and administration. Handling goods involves
labour costs, and unsold goods have to be protected and insured. All this money
could perhaps be more profitably spent in several other ways. Furthermore, there is
always a risk of obsolescence, theft or breakage, especially for those firms producing
high-tech products with a short life cycle. If an inventory of finished products gets too
large, it may be necessary to reduce prices to stimulate demand. Some organisations
(notably wholesalers and retailers) have an inventory of finished products only,
while many industrial companies or businesses hold different types of inventory in

order to achieve better inventory management. A company’s stockholding policy is



implemented by explicit rules which determine the manner and time certain decisions
concerning the holding of stock should be made. This set of rules is known as an
inventory policy.

As stated earlier, in contrast with logistics, a supply chain network within a
company can be seen as a delivery system, by which goods and information can
be moved from one place to another as well the means by which goods undergo
the transitions in manufacturer sites from raw materials to finished goods. Like
any system with inputs, outputs and its dynamic variables, a supply chain’s input
can be considered as the demand customer patterns, output typical metrics that
companies use to assess their supply chain’s performance, while dynamic variables
consist ot all those parameters which are (directly or indirectly) affected by the
flow of information and goods within the supply chain networks. Hence, any
change in these dynamic variables has great sway in the output of the system.
Considering the metrics associated with the amount and time the goods being
delivered to customers, companies need to decide how to strike the right balance
between customer satisfaction (by storing a lot of extra supplies) and the efficiency
of having inventory just when it is needed. Customer satisfaction (or resentment)
relates to customer service level, mainly determined by the amount of time the goods
reach the customers after orders are placed. Thus customer satisfaction (output)
depends on the inventory policies of the companies which participate in the supply
chain network.

The way the companies deliver goods to downstream participants of their supply
chains is also linked with the total-order delivery. Supply chain managers must
frequently decide if it could be better to hold onto an order until all the parts of
the order are ready. In this case, when the order is complete, it is shipped to the
downstream participant. Alternatively, the company could immediately ship the
products on hand, and follow up with a second shipment. This decision is taken
principally by manufacturers by dint of product postponements, when the last few

steps of production process for a product can be postponed until demand for it arises.



There are also several other metrics within a supply chain system. A common

metric [Sch03] is that of logistic costs which can be divided to Holding Costs (how
much a company pays to store its goods in warehouse each day and the costs for the
number of warehouses), Ordering Costs (the costs to process an order), Shortage
Costs (the penalty costs arising when a company 1s running out of stock) and
ITransportation Costs (the total cost of moving goods to and from a company’s
facilities). Logistic costs are also associated with customer satistaction since it is
often possible to measure the direct costs of providing a certain level of customer
Service.

Another issue pertaining to dynamic variables is the amount of orders that a
company must place to the upstream parts of its supply chain. Managers must
often show anticipation by taking decisions about order quantities with a perspective
of future inventory changes and demand patterns. These logistical postures have
led managers to adopt forecasting techniques in order to predict future customers’
demand. However, due to rapid market changes and supply chain complexity,
there is no currently proposed demand forecasting technique that is universally
valid. Managers who are considered competent to perform this task, often have
the ability to visualisé the demand forecasting problem holistically by understanding
and implementing the concepts of effective forward-looking supply chain management
and do not necessarily rely on demand forecasting trends |{P0i99].

An 1mportant factor that affected the supply chain management was the growth
of third-party logistics or 3PL [Men99|. 3PL began to proliferate in the 90’s and
involved the voluntary outsourcing of a company’s transportation function to an
outside firm catering specifically to the logistics market. 3PL has wrested distribution
and logistics from in-house activities and has helped managers to deal with the
lack of skills, capabilities or infrastructure required to manage the complexities of
the global environment. Outsourcing has also helped also managers to understand
the globalisation objectives of the company and to ensure in many cases that

requirements for achieving these objectives are a part of the outsourcing decision.



Schechter and Sander [SSOI1| allege that during the coming centurv smart
logistics will increasingly become the strategic differentiator between companies that
succeeded and those that drop behind. Colossal companies have created so far
tremendous value for their shareholders by seeing the logistical licht and considering
supply chain management as a competitive weapon.

Companies that will be deemed to comprise advanced technology as an asset
will be always on the front and those that will keep up with logistics evolution.
Burt et al. [BDS03| argue that industry, companies and government will continue to
nave a supply management function - one which grows in importance. Many of the
manual activities previously performed by purchasing personnel are being automated
or reassigned so that supply professionals focus on producing high value. Buyers of
the future will understand the entire supply chain, all innovation trends and global
capacity. They will develop suppliers worldwide, who will meet their needs and
they will segment and articulate where their suppliers fall within their portfolios.
E-procurement will be one of the most exciting developments in supply management
in recent years. Buyers will be no longer responsible for non-value-adding activities
and paperwork processing. Meanwhile, they will be increasingly empowered to place
orders through the Internet directly to supplier. Web-based tools will facilitate the
flexibility to allow companies both to view deep into the supply chain to see how
their suppliers are performing and to reconfigure their supply chain as circumstances
demand. This new tendency will bring over present supply chains to the new era of
value chains where companies will recognise the importance of demand in addition
to supply.

The opportunity to improve supply chain performance by sharing information
has long been acknowledged. Much of the focus thus far has been on exchanging
inventory and product movement data throughout the supply chain. More recently,
companies have found that sharing information relating to market intelligence
and promotional plans can dramatically improve forecasting, thus smoothing the

replenishment process [{Bal04]. Increasingly, the goal is to replace physical assets
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with information in such a way that every member of this extended supply chain
benefits.

One of the first signs of this has been the development of Business-to-Business
(B2B) exchanges in which groups of manufacturers create an electronic hub linking
suppliers and buyers (e-business and e-commerce) [Sch03]. These exchanges will
lead to virtual supply chains able to support both relationships and collaborative
partnerships. The choice of which to adopt is not a function of technology, but rather
good supply chain management. A virtual supply chain will exploit technology to
allow a company or an organisation to connect, align ways of working and transact
for an optimum period. Relationships will not be exclusively transactional, nor are
virtual supply chains at odds with long term strategic relationships. On the contrary,

the technology which underpins a virtual supply chain also underpins integrated

product development, collaborative forecasting and synchronised flow.

1.2 Swurvey of Literature

Supply chain management literature is vast and rapidly expanding. In this research

work we restrict our attention in issues which are related to inventory control,
decentralised supply chains, modelling and simulation methods and the use of control
theory in supply chains. The inventory management problem was first studied in
1960 by Clark and Scarf [CS60] who developed a periodic review inventory control
model for a serial multi echelon inventory system without setup costs and assuming
a finite planning horizon. By using a base-stock control framework they established
that while inventories are managed locally, ordering policy at each node is optimal.
Federgruen and Zipkin {FZ84] extended these results further by studying the optimal
policies in the infinite-horizon case. Muckstadt and Thomas MT80| adapted the
Clark and Scarf model ([CS60}) to a specific situation and conducted a computational
study. A direct generalisation of [CS60] is presented in [Ros89|, where an inventory

model of an assembly system with random demands and proportional costs of
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production and stock holding activities is considered. Axsiter |Axs93], [Axs98]

evaluates different inventory policies where all the stages 1n supply chain place orders

in batches.

Several Inventory policies can be found in literature Zip00], [vHSWY03], [MLS88].
Those policies where decisions concerning replenishment are based on the current
inventory level are known as “Re-order level policies”. In this type of policy an
order for replenishment is placed when the inventory level (stock on-hand) drops to
or below a fixed value { known as the reorder level. The amount of inventory held
can be reviewed continuously or periodically. When decisions are made on a time
basis then the inventory policy is known as “Re-order cycle policy”. In (s, .S ) policies
FZ84|, [Cap85| the stock on-hand is reviewed periodically, where S represents the
fixed inventory level and s the level to which the stock on-hand drops at review for
a further replenishment order (S — s) to be placed. Muckstadt and Thomas [MT80]
present an (s—1, s) ordering policy where after each demand taking place at a stage,
an order 1s placed for one unit, bringing on-hand plus on-order inventory at the
stage up to s units. Axsater |Axs98| considers an (R, () policy, where while the
installation stock level declines to or below R a batch of size @) is ordered. (R, S)-
policy discussed in [VHSWY03] follows the “Re-order cycle policy” where every R

time units (Re-order interval) an order is placed to return the inventory position to

S.

Decision making at each stage in supply chains has also gained a lot of atten-
tion recently. Many important problems arise when decisions are made locally and
therefore the supply chain can not be controlled by a central supervisor, 1.e., with-
out full information or with distorted information. Distorted information within a
supply chain can lead to very high inefficiencies, such as excessive Inventory invest-
ment, ineffective transportation, poor customer service, lost revenues/profits, and
misguided capacity plans or missed production schedules [LPW97a]. Chen [Che98]
assesses the value of centralised demand information and how this value depends

on several key system parameters, i.e., lead-times (the time needed for the goods
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to be delivered to the downstream level after they have been dispatched by the
upstream level of supply chain), batch sizes, number of stages in supply chain,
and demand variability. An important issue of more recent research work is de-
centralised control design and decentralised supply chain formation when the model
itself is a framework that combines different decision policies at separate supply chain
stages |[CPA99], [LLBCO00], |]AMO00], [JK04], [PLGYTO01], [GP04], [CA98]. Welsh and
Wellman {WWO03| present a simple model of supply chains with hierarchical sub-
task decomposition, and resource contention. They use agents to choose locally
optimal allocations with respect to prices. Agents are able to communicate with
each other in order to solve challenging competition problems, while multi-agents
systems can provide supply chain integration. Watson and Zheng [WZ05] present
decentralised serial supply chains subject to order delays and information distortion
by sharing real-time sales data across all stages of supply chains whereas Carama-
nis and Anli [CA98| describe a hierarchical decomposition framework that facilitates
near-optimal dynamic production control through coordinated decentralised decision
making. Lee and Billington [LB93| develop a model framework from which general
supply chain inventory problems can be tackled. This model has been applied to the
Deskjet printer decentralised supply chain structure at Hewlett-Packard company.
In order to estimate total market potential, companies need to forecast the
number of buyers and the average quantity that they intend to purchase. Wrong
estimates can result in excessive inventories and increase of costs, or on the contrary,
to lost sales due to insufficient production and shortages. This provident task
s called demand forecast or market forecasting. There are various methods of
forecasting although they all depend on past information, surveys and interviews
of a statistically selected sample of customers [Jar91], [MWH98|. The selection ot
a forecasting model influences the performance of the supply chain and the values
of information sharing [ZXL02]. Forecasting can be very difficult when there is
uncertainty on demand, in periods when demand is amplified or fluctuates sharply

between low and high values [MP95].
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Kahn [Kah87] presents a model for production decisions and demonstrates how
demand uncertainty has effect on inventories. A framework comparing the variance
of demand to the variance of replenishment orders at different stages of a supply
chain is presented in [BC98|. Albertson and Aylen [AA03] report a successful
approach to forecasting UK manufacturing stock behaviour sponsored by a leading
European metals manufacturer. Another method that has attracted the attention
of a considerable number of companies recently is the Collaborative Planning,
Forecasting, and Replenishment (CPFR) process [Sei03]. CPFR is the sharing
of forecasts and related both long and short term business information among
participants in supply chains to improve the flow of goods to the downstream supply
chains levels.

Lee et al. [LPW97a|, [LPW97b| made an important observation in supply chains.
They discover that demand variability increases as one moves to the upstream parts
of supply chains. They also found that there is empirical evidence that orders placed
by a retailer are more variable than the actual customer demand (orders) received by
that retailer. This phenomenon was coined first by managing directors in Procter and
Gamble (P&G) who named it the “bullwhip effect'” (derived from the observation
that even small variations in actual customer demand can “bash the whip” for
upstream parts of supply chain, causing them to alternately order more than the
actual demand). (P&G) directors observed that even though customer demand for
Pamper’s diapers was constant for a certain period, the orders placed by retailers to
their wholesalers appeared with significant fluctuations over time. Sterman [Ste89)
discusses the bullwhip effect in the context of a simulated industrial production and
distribution system developed at MIT; the ”Beer Distribution Game”. Although the
“bullwhip effect” is a new term, the analysis and impact of demand amplification
was first studied by Forrester [For61].

In recent years there has been a potential interest on the bullwhip effect by

many researchers and practitioners. Miragliotta [Mir06] presents an interesting

11n literature can be found as “Forrester effect” or “Whip-lash”
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extensive literature review on the subject of the bullwhip effect. He classifies the
causes of this phenomenon by introducing a twofold distinction between layers and
mechanisms, whose interaction may lead to the bullwhip effect. The majority
of the research work revolves around the quantification and reduction of this
phenomenon [Met97], [CDRSL00], [DDLTO02], [Gil05]. A motivation which is
demonstrated by many researchers is the implementation of forecasting methods.
where participants of supply chain can build their own forecasts based on the
historical demand patterns of the downstream stages [HEC00]. Sun and Ren [SR05],
study the impact of three known forecasting methods (moving average, exponential
smoothing, and minimum mean square error) on the bullwhip effect in a two-stage
supply chain consisting of a single retailer and a single manufacturer. Chen et
al. [CRSLOO| use the same supply chain structure to measure the bullwhip effect
and they demonstrate initially that the use of an exponential smoothing forecast by
the retailer can cause the bullwhip effect. Then they contrast these results with the
increase in variability due to the use of a moving average forecast. Zhang [Zha04b],
Hosoda and Disney {HDO04|, and Chandra and Grabis [CG04] continue their study
by using optimal forecasting procedure that minimises the mean-squared forecasting
error for a specified demand process. Customer demand is described by a first-order
autoregressive process while the replenishment method is based on an order-up-to
inventory policy. Xu et al. [XDEO1| complement the above work by incorporating
forecast uncertainty and alternative demand scenarios. This type of forecasting
reckons the effectiveness of supply chain coordination programs in terms of linking
information flows, reduces both the bullwhip effect and safety stocks, and investigates
how these programs can be applied with stationary and non-stationary demand
patterns. The same supply chain model with similar replenishment policy but with
autoregressive and moving average (ARMA) demand process is presented in [Zha04a).

Collaboration and information sharing between supply chain participants has
become in recent years one of the main issues to alleviate efficiently and eftectively

the bullwhip effect. The value of information sharing and its advantages is presented
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in (LSTO00]. [Fia05], [MPvLVO02] and [ZT04]. Kim [Kim00] shows by developing a
mathematical model that information sharing between two collaborator participants
in supply chains can be sustainable only in cases where their relationship result in
enhancing the profitability of both participants. Kok et al. [dKJvD+05] by applying
stochastic multi-echelon inventory theory, they developed an advanced planning
and scheduling system that supports weekly collaborative planning of operations by
Philips Semiconductors and one of its customers. They discovered that their project
has brought substantial savings to the company by eliminating simultaneously the
bullwhip effect. A novel co-ordinated supply chain modelling approach is proposed
in [LKLO02], in order to capture the complexity of supply chains and provide the basis
for supply chain integration.

Bullwhip effect research is also interested in the control of inventories of all
parts of supply chain. Moreover, the underlying structure of supply chain can be
considered as complex system with dynamic behaviour, inputs, outputs, disturbances
and a well-defined mathematical description. This has led many researchers to
apply control theory and several control methods and techniques in order first to
describe and then eliminate the bullwhip effect in supply chains. Dejonckheere
et al. [DDLT03] measure the variance amplification of orders within order-up-to
policies from a control engineering perspective and prove that classical order-up-
to policies always generate a bullwhip effect. They consider demand patterns as
inputs and the corresponding replenishment of production orders as outputs while
the interactions between different parts of the supply chain are modelled by transfer
functions. Hoberg et al. apply linear control theory to study the effect of three
different inventory policies on order and inventory variability in a two-echelon supply
chain..

A discrete control theory model of a generic model for a replenishment rule
is presented in [DT03]. From this model, an analytical expression for bullwhip is
derived that is directly equivalent to the common statistical measure often used in

simulation, statistical and empirical studies to quantify the bullwhip effect. Extended
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results obtained through statistical analysis and important insights in the dynamic

behaviour of the replenishment rules are reported in \DDLT04]. Kim et al. [KCHHO06]
extend Dejonckheere et al. [DDLT03] and Chen et al. [CDRSL00] works by including
stochastic lead time and by providing expressions for quantifying the bullwhip effect,
both with information sharing and without information sharing.

Sheu [She04| presents a multi-layer demand-responsive stochastic optimal control
strategy for alleviating, effectively and efficiently, the bullwhip effect. This
control strategy estimates the time-varying demand-oriented logistics system states,
- which originate directly and indirectly downstream to the targeted member of a
supply chain, and associates this estimated demand with different time varying
weights under the goal of systematically optimising supply chain performance.
Gaalman [Gaa06] uses stochastic optimal control theory to compare a proportional
order-up-to policy to full-state-feedback order-up-to policy in supply chains with
ARMA demand patterns. Riddalls and Bennett [RB01} apply a novel optimal control
algorithm to a differential equation model of a production-inventory system in order
to find optimal responses to bullwhip effect. Robust control strategies are used
in [BBP06], to meet each time all possible current uncertain demands bounded in
an assigned compact set, in multi-inventory systems. Rodrigues and Boukas [RB06]
use H,, control theory to design a state feedback controller to force the stock level
to be kept close to zero even in cases of demand fluctuations.

Braun et al. [BRF*T03] present a Model Predictive Control (MPC) methodology
as a robust, flexible decision framework for dynamically managing inventories and
meeting customer requirements in supply chains. The advantages of the MPC
framework as a tuned-scheme to provide acceptable performance in the presence ot
significant uncertainty, forecast error, and constraints on inventory levels, production
and shipping capacity are also discussed. Perea-Lopez et al. 'PLYGO03]| also
describe an MPC strategy to find the optimal decision variables and to develop
a responsive analysis tool to quickly update the decision making process. They

show how an MPC implementation can maximise profit in supply chains with multi-
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product and multi-echelon distribution networks with multi-product batch plants.
A simulation-based optimisation framework involving simultaneous perturbation
stochastic approximation is presented in [SWRO06| as a means for optimally specifying
parameters of Internal Model Control (IMC) and MPC based decision policies
for inventory management and demand uncertainty. Hennet [Hen06| uses linear
programming and MPC techniques to construct a stationary production and supply
policy in order to react to random variations of deterministic demand profiles.

A framework which captures the dynamic behaviour of supply chains by
modelling the flow of materials and information within the supply chain is presented
in [PLGYTO01] and [(PGYTO00|. Both works also considers supply chains as
decentralised systems and use concepts from dynamics and control, which allow
the design of systematic decision-making processes for the supply chain. Using this
approach, decisions are seen as the control or manipulated variables of a dynamic
system, and an analysis of the impact of different heuristic control laws on the
performance of multi-stage supply chains is achieved. Lin et al. [LWJ704] present
also a discrete time series supply chain model based on material and information flow
balances. Mathematical expressions are derived to capture the quantity of products
and information (orders) while transfer functions for each stage are obtained via
z-transforms. The supply chain is then modelled as an overall closed-loop transter
function. Stability of the supply chain system is analysed by using the characteristic
equation while control design rules are proposed to alleviate the bullwhip effect
phenomenon. Daganzo [Dag03], [Dag04] examines the stability of supply chains in
small and large demand perturbations and shows that all decentralised policies that
reduce inventories on extended periods of reduced demand under certain conditions
(i.e., reliable future demand information) are unstable and lead to bullwhip effect.

Various computer simulation tools have been also proposed recently for the
analysis of supply chain performance [TCO04]. Most of these tools model supply
chains as discrete event systems and examine their behaviour following alternative

methodologies. Typically, simulation tools can be used for quantitative analysis
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(measurement /prediction of variables) or even quantitative analysis (evaluation of
reciprocal effects between individual processes). Chapter 6 describes techniques for

modelling and simulating supply chains systems via Hierarchical Coloured Timed
Petri Nets (HCTPN) [Jen97].

The use of Petri nets has been recently proposed in supply chain literature.
Mevius and Pibernik [vMPO04] present a special type of high-level Petri nets (XML-
nets) to introduce an integral approach to supply chain process management. Elmahi
et al. [EGEQ2] propose a Petri net model based on max plus algebra to control supply
chains. La,ndeghem and Bobeanu |vLB02] present a method for modelling supply
chains via Petri nets by using the well known example of the Beer Game, while Liu
et al. [LKvdAO04] develop a similar approach for modelling event relationships in
supply chains. Makaji¢-Nikoli¢ et al. [MNPV04] use Coloured Petri Nets to study
the performance of a series supply chain by means of CPN-Tools [fCPN]. A HCTPN
~model has been constructed to study the bullwhip effect in decentralised supply
chains where individual nodes use aggressive ordering (AO) based on deterministic
customer demand patterns. A more generic approach is also presented in [B02].

Production management problems in industry play an essential role in the supply
chain management area, by which managers can determine the production loading
plan in order to satisfy the end customer demand [Bli&86], [Lee96|, [GKZ]. Moreover,
the bullwhip effect leads to demand amplification in upstream nodes of supply chains
(e.g., manufacturers) and may have a tremendous effect in production management
of manufacturers. Thus, production planning in manutacturing involves in most cases
the synchronisation with the downstream demand and thereby has a strong impact in
warehouses of both manufacturers and other participants of supply chains [SRP*04].
A more detailed task in manufacturing is production scheduling where managers 1n
the context of the optimal production planning must couple individual products with
individual productive resources in the shortest times [MVJEQS]. Scheduling can be
o cumbersome task especially in cases when last minute changes are imposed by

machine breakdowns, new high-priority orders arrival, and the occurrence of other
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disruptions. Chapter 6 presents the modelling and simulation of an aluminium

coils production plant, by providing an efficient representation for such production

processes [FM&4].

1.3 Main objectives of the research work

o Previous aiscussion shows that many researchers described the dynamics

of supply chains using control theory in order to analyse known empirical
phenomena such as the bullwhip effect. The majority of those works consider

a simple supply chain consisting of a single retailer and a single manufacturer.
The work presented in this thesis aims to analyse more complex models

consisting of arbitrary number of nodes.

o The analysis of the efjects of certain aspects of proportional (continuous)
inventory polictes on the stability and performance of serial supply chains.

Traditional 1nventory replenishment policies commonly used for supply chain
control (e.g., (S,s) policies) have been extensively analysed in the literature.
In contrast, continuous policies (e.g., P or PI policies) have only recently
been proposed, apparently inspired from the area of classical process control
engineering. Theitr main characteristic is that orders take place continuously,
rather than being triggered by specific events (e.g., when inventory falls below
a certain target level). Despite possible practical limitations and other issues
related to the merits of continuous versus batch ordering, continuous policies
can in principle offer additional flexibility (e.g., by smoothing out flows) which
can be beneficial for the stability and performance properties of the supply chawn.
An important objective of the work is to investigate the potential benefits of
continuous policies on the stability and performance properties of the chain
(e.g., customer satisfaction levels) and to develop a general methodology jor
modelling and analysing their effect in series supply chains. The analysis should

include the case when nodes hold insufficient inventory to meet downstream

20



demand.

o The development of a simple stochastic series supply chain model and the
analysis of its properties in the steady-state, under white noise end-customer
demand-profiles. Although a white-noise demand profile is clearly unrealistic
Jor real supply chains (as it ignores, for example, trends, seasonal variations
or more complex patterns) this assumption offers the advantage of simplicity
and can be easily extended to more complex cases, e.q., ARMA demand-profile

models. The model should be tuned to the analysis of the dynamic properties

of the chain, especially the effects of inventory policies on the bullwhip effect.

e The undertaking of a thorough statistical (covariance) analysis of the model.

For this purpose a state space modelling approach is more suitable (rather than
more traditional transfer function based techniques). In a certain sense, state-
space and transfer function approaches are equivalent for discrete LTI systems.
For example, if a transfer-function technique is followed, the covariance
functions of the output variables of the system can be obtained by taking the
inverse (two-sided) Z-transform of the spectral density ®(z) = 0*G(2)G(z71),

° is the variance of the white-noise input and G(z) is the system’s

where o
transfer function. However, the state-space approach is more direct and offers
the following advantages: (a) State-space methods can be extended to time-

varying and non-linear systems and (b) State-space techniques are more suitable

for covariance analysis.

o The examination of the potential advantages of information-sharing between
supply chain participants and the analysis of optimisation techniques for each
node under full or partial information. Further, it is aimed to study the

applicability of local estimation schemes based on historical data in the absence

of information sharing.

o The illustration of the main conclusions arising from the model via a detailed

industrial case study. The main issues that need to be investigated include
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the modelling and estimation of the cost and inefficiencies arising from highly

fluctuating demand patterns.

Chapter 1

; Chapter 3

Chapter 5
e

/
N

Chapter 6 '

Figure 1.2: Structure of Thesis

As a result of this research work the following papers have been published:

e C. I. Papanagnou and G. D. Halikias (2005). A state-space approach for
analysing the bullwhip effect in supply chains. In: Proceedings of the
oth International Conference on Technology and Automation. Thessaloniki,

Greece. pp. 79-85.

e C. I. Papanagnou and G. D. Halikias (2006). Supply Chain Modelling and
Control under proportional inventory-replenishment policies. In: Proceedings
of the 12th IFAC Symposium on Information Control Problems in Manufac-

turing. Saint-Etienne, France. pp. 277-282

e C.I. Papanagnou and G. D. Halikias (2006). Analysing different ordering polt-
cies 1n a series supply chain by using Coloured Petri Nets. In: Proceedings of
the 20th European Conference on Modelling and Simulation. Bonn, Germany:.

pp. 399-404

The following work is under review in International Journal of Systems Science:

22



e C. 1. Papanagnou and G. D. Halikias. A state-space approach for analysing

the bullwhip effect in supply chains under proportional inventory-replenishment

policies.

The tollowing title has been selected after an additional peer review process by
Guest Editors to be published in one of the associated International Federation of
Automatic Control (IFAC) journals as an extended version of the paper presented

in the 12th IFAC Symposium on Information Control Problems in Manufacturing,

held in Saint Etienne on May 2006.

e C. I. Papanagnou and G. D. Halikias. Supply Chain Modelling and Control
unger proportional inventory-replenishment policies: Covariance analysis,

Information sharing, Optimisation and Local Estimation schemes.

The remaining parts of this thesis are organised as follows. Chapter 2 introduces
the main control and modelling methods used in this research work. Chapter
3 discusses the bullwhip effect in supply chains and develops a stochastic state
space model for its analysis. Chapter 4 discusses issues related to the selection
of optimal policies, information-sharing and estimation schemes in series supply
chains. Chapter 5 shows how Hierarchical Coloured Petri Nets can be used for supply
chains modelling. Chapter 6 presents a case-study involving modelling methods for
“Bridngorth Aluminium Ltd”. Conclusions and further work issues are presented
in chapter 7. Technical developments related to state space computations and the
proofs of various technical results can be found in Appendix A and Appendix B.
Simulation results and the software programme used in chapter 6 are included in

Appendix C and Appendix D, respectively. The logical connections between the

chapters of the thesis are illustrated in Figure 1.2.
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Chapter 2

Modelling methods and control
problems in supply chain networks

2.1 Modelling methods in supply chains

In many fields of study, a system is studied indirectly through modelling methods,
which describe it. Modelling methods are concerned primarily with the quantitative
analysis of systems, and the development of techniques for design, control, and
the explicit measurement of system performance based on well-defined criteria.
Modelling methods must also cope with all dynamic characteristics of the system
and should duplicate its observed behaviour. Modelling of a system requires the
development of mathematical methods for describing its behaviour, by defining a set
of measurable variables. A modelling process also presumes well-defined inputs and
outputs as can been seen in Figure 2.1. In complex systems, like supply chains, a
model can only approximate the behaviour of the real system.

In continuous-time systems the state generally changes continuously with time,
while in discrete time systems the state variables changes at discrete instances. The
transition of the system from one discrete state to another is characterised by the
events occurring between these instances. Such discrete-state systems are called
Discrete Events Systems (DES) and their state transitions can be synchronised either

by a global clock generator distributed to all its components or at various specified

time instants.
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Figure 2.1: Simple modeling process

Definition 2.1.1. A discrete event system is an event-driven system, if its state
transition depends entirely on the occurrence of discrete events over time. If the
admissible time instances are taken from a continuous or discrete set as defined

above, then a discrete event system in continuous time or discrete time, respectively.

We can define a supply chain system as a DES if we think for instance that the
state, described by equations associated with the flow of information and products
between its components (e.g., suppliers), changes every time an event take place
(e.g., receipt of goods from an upstream level). Developers and practitioners
are faced with a number of problems when it comes to specifying, simulating,
designing, and optimising such complex systems. Due to numerous constraints,
implementations typically comprise different models ot computation and different

types of optimisation. Examples of available tools include:

1. Queueing systems
2. Theory of Finite State Machines (FSM)

3. Data flow descriptions such as marked graphs, synchronous data flow graphs

or boolean data flow graphs

4. Languages and automata
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5. (Coloured) Petri nets

6. General discrete event models.

Queueing systems and Petri nets are used widely for modelling supply chains.
More specifically, queueing systems are used to capture more the system dynamics
in multi-stage supply chains where each stage (node) consists of many intermediate
participants which are acting competitively [RV99b], [RV99a], [BK04] and [AMO02].
Similarly, system dynamical models have been considered by Sterman [Ste89] mainly
to analyse competitive behaviour in multi-agent distribution systems. Problems of
this type are not considered in this work which focuses instead in analysing the

dynamics of series supply chains models for which purpose difference equation models

and Coloured Petri Nets are more appropriate.

2.1.1 Theory of Finite State Machines

Types of variables

Since complex systems have a lot of variables, it is very convenient to separate the

variables which characterise the system into:

1. Input variables, which represent the stimuli generated by systems other than
the one under investigation, and which influence the system behaviour. These

variables can also be denoted as excitation variables.

2. Output variables, representing those aspects of system behaviour which are ot
interest to the investigator. These variables can also be denoted as response

variables.

3. State variables, which are neither input nor output variables. While the
input and output variables are usually quantities which can be observed and
measured, state variables are often unmeasurable. These variables can also be

denoted as intermediate variables.
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Figure 2.2: Representation of a System with u inputs and y outputs

Schematically, we can use a black box to depict a system, with a finite number
of accessible “terminals”. The input terminals represent the excitation variables and
are identified by arrows pointing toward the box. The output terminals represent
the response variables and are identified by arrows pointing away from the box. The
intermediate variables, which are of no direct interest, are assumed to be embedded
inside the box. The input and output terminals, as well as the box itself, need not
have any physical significance; they merely serve to place in evidence those system
variables which are pertinent to the problem at hand.

Figure 2.2 shows the black-box representation of a system having v input variables
and y output variables, all assumed to be time-dependent. zW(t),i = 1,2,...,u,

denote the input variables, and 2(9) (t),7 =1,2,...,y, denote the output variables.

Assumption of Time Discreteness

The theory of Finite state machine is used in discrete time series. There are two

important assumptions when we make a research on the time discreteness:

o Fach finite-state model is controlled by an independent synchronising source, in
the following order: The system variables are not measured continuously, but
only at the discrete instants of time at which a certain specified event, called

a synchronising signal, is exhibited by the source. These instants of time are
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Figure 2.3: Represantation of a System under the time discreteness assumption

called sampling times, the v-th sampling time being denoted by t,,, (v =1, 2, ...).

e The behaviour of the system at any sampling time ¢, is independent of the
interval between ¢, and the previous sampling time ¢,_;. Thus, the true
independent quantity is not time, but the ordinal number associated with the
sampling times. Therefore, a system variable v(t) can be written as v, , which

designates the value of variable v at the vth sampling time.

Systems which conform with the time-discreteness assumption made above are
said to be synchronous, while systems in which this assumption is not valid are called
asynchronous systems. In this thesis for the case study presented in Chapter 6, our

system is asynchronous system but the modelling approach considers the system as

a synchronous system.

Based on above notations, we can modify the Figure 2.2 so that it is in accordance

with the time discreteness assumption. In Figure 2.3, :c,ff),i = 1,2, ..., u, denote the

input variables at time ¢, , and zf,j), 7 =1,2,...,y, denote the output variables at

time t,.
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Alphabet Finitude Assumption

Besides the time discreteness assumptions mentioned above, another assumption to
be made for the theory of finite state is that a variable v can assume only a finite
number of distinct values. The set of values which the variable v can assume is called
the v alphabet and denoted by V' and each element in V is called a v symbol.

Let’s assume a given system has a finite number of variables e'> , 61(,2), o o™ ,at

time t,. Based on the definition mentioned above about alphabet, we will have:

E=FEYQE?g ... E™ (2.1.1)

where E' is denoted as the alphabet of the system and E® i =1.2 ... m, is the (¥

alphabet. We can also get:

P=P1P2 * Dm (2'1'2)

where p is the size of E and p; is the size of E;. If each variable e i =12 ... m,
has a finite size alphabet, we can conclude that the system has a finite size alphabet.

Based on proof above, we can say, for a given system, if any input variable
:59),7: = 1,2,...,u, and any output variable zq(,j),j = 1,2,...,y, has a finite
alphabet, then the system has a finite input alphabet and a finite output alphabet.
Furthermore, it is seen that a single input symbol is enough to describe all u input
variables and a single output symbol is enough to describe all y output variables at

a given time t,. Therefore, we can replace all the input variables Y, z®, ... z(*

by a single input variable z , whose alphabet is defined as:

X=XVex¥g...@x" (2.1.3)
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Figure 2.4: Represantation of a Finite State Machine

where each input variable (¥ { =1, 2,...,u, has an alphabet X,
Similarly, we can replace all the output variables z(!) 2(2) . . 2® by a single

input variable z , whose alphabet is defined as:

Z=2V%7%g...02W (2.1.4)

,where each output variable z(9) j =12 ... v, has an alphabet Z09),

Also, we can get a new depiction as Figure 2.4.

"Definition of State

Though we have mentioned that a state variable is neither input nor output variables,
the concept of a state can be accurately defined only through the exact modelled
system in the postulation of the basic finite-state model. The role of state in a finite

state model can be described through the following two statements:

e The out symbol at the present sampling time is uniquely determined by the

input symbol and state at the present sampling time.

e The state at next sampling time is uniquely determined by the input symbol

and state the present sampling time.

Thus, roughly, for a finite state machine at any given sampling time, if and only
if state and input variables are known, we can predict the output variables at this

sampling time and the state variables at the next sampling time.
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Like input and variables, we can use s.f,k), k= 1,2,... , N, to denote state

variables at the vth sampling time t,, also, we can replace all the output

s 5@

variables

.., 8™ by a single input variable 8, whose alphabet is defined as:

S —= S(l)®3(2)®. .. S0 (2.1.5)

where each state variable s\*®) k=12 ... ,n, has an alphabet S%).

The State Space Modelling process

With the 1dea of a system state in mind, we are now in a position to enhance
the modelling process of Figure 2.2. In addition of selecting input and output
variables, we can also identify state variables. The modelling process then consists of

determining suitable mathematical relationships involving the input «(t), the output

y(t), and the state z(t). In particular, we are interested in obtaining expressions for

z(t) given z(ty) and the input function u(t), t >t,.

Definition 2.1.2. The set of equations required to specify the state z(t) for all t >,

given z(tg) and the function u(t), t >1tg, are called state equations.
Definition 2.1.2 leads to the following Definition 2.1.3 for the state space:

Definition 2.1.3. The state space of a system, usually denoted by X, is the set of

all possible values that the state may take.

The state equations could take several different forms. Most of systems, theory of
finite state machine and control theory, however, are based on diflerential equations

of the following form:

Lk4+1 = f(iﬁk,’u»ka k)
Yk — g(ﬂfk)

An important point is that the selection of a state in any given problem is not

unique. Finally, Definition 2.1.4 gives a definition of a finite state machine.
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Definition 2.1.4. A finite-state machine M is s synchronous system with a finite

input alphabet U = {u1,us,...,u,}, a finite output alphabet Y = {y;,ys,...,7,}, a

finite state set X = {z,2s,...,2,}, and a pair of characterising functions gy and

fx, given by:

Ty T 1 = fx(Iv,uv,’l})
Yy = QY(UU,%)

where uy, ¥,, and z, are, respectively, the Input, output, and state variables of M

at the v-th sampling time ¢,.

2.1.2 Queueing systems

(Queues are important components in many discrete event systems. l'hey are mainly

used 1if we are faced with limited resources. As a consequence, entities have to wait

until they can be served (e.g., people waiting in a line for a bank teller). A simple

queuelng system is depicted in Figure 2.5.

QUEUE

Entities - Entities
L _ﬂ
arrivals departures

Figure 2.5: A simple queueing system

In this diagram the circle represents servers and the left-opened rectangle a queue
preceding the server. The slots in the rectangle represent the number of entities
waiting to be served. Entities arrive to the queue and wait to be served. Examples
of entities are people, tasks or jobs, while examples of servers include people, various
types of machines, provided services etc. The basic idea behind queueing systems
is that resources are unlimited and can be accessed in fair and efficient ways among
different entities. Their main characteristics are. (i) the capacity of the queue

and (ii) queueing discipline. The capacity ot the queue is the maximum number of
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waiting entities (queue length) and in many systems is assumed to be finite. (Queueing
discipline indicates the rule according to which the next entity to be served is selected
from the queue. One widely used rule is called First-In First-Out (FIFO) as the
entities are served in the ordering of their arrival. Other possibilities also exist such
as Last-In-First-Out (LIFO) where the entities are served in reverse order of their
arrival, or service in random order (SIRO). Another property we may need to specify
in queueing models is the timing sequencing of events, as a server may need some
time to deal with an entity, i.e. to process an event. A typical discrete event model
of a queue involves events with values V = {a,d} where a denotes the arrival of a
entity and d denotes its departure. A typical state variable £ may denote the queue
length, i.e. X={0,1,2,3,...}. A queueing system may be studied according to the

waiting entity or in respect to the service provider.

Analysis of a simple Queue

We consider the simple queueing system depicted in Figure 2.5 with infinite storage
space and a single server. The arrival process is associated with arrival events « of a
stochastic sequence S = {Y1,Ys,Ys,...} where Y is the kth inter-arrival time (time
elapsed between (k — 1)th and kth arrivals) and Y; is the time of the first arrival. If
we assume that Yi’s are independent and identically distributed (iid), then a single
probability distribution A(t) = P[Y; < t|,k € N* — {0} can describe completely the
inter-arrival time sequence. The mean of the distribution function A(%) is u, = -},

where ) is the average arrival rate of entities.

Since we now know the entities’ arrivals we must calculate the servicing time.
We can associate with d the servicing events of a stochastic sequence R =
{Z1,Z,,Z3,...}, where Z is the kth servicing time (time elapsed between (k —1)th
and kth services) and Z; is the time of the first service. It we assume that the Zj's
are (iid), then a single probability distribution B(t) = P|Z; < t],k € N* — {0} can
similarly describe the servicing time sequence. The mean of the distribution function

B (t) 1S g = i— so that u is the average service rate of the server in the queueing
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system. In queueing systems we are also interested in calculating the traffic density

o, which gives information about the utilisation of the system. We define p = 2

5
;

i~

0<o<1.

Queueing systems are in general more complex than the system shown in
Figure 2.5 and their analysis is more involved. The storage capacity of a queue

usually denoted by K and the number of servers m define the structure of a queueing

system. The design of the service facility may include parallel servers or servers in
series. In the simple queueing system of Figure 2.5 K = o0 and m = 1. There

is a standard notation system (Kendalls notation) to classify queueing systems as

A/B/m/K/p/E, where:

A : is the probability distribution for the interarrival time
B : is the probability distribution for the service time

m : is the number of servers, m=1,2,. ..

K : is the number of entities, K=1,2,...

p : is the system population

E : is the queueing discipline

Using above notation the system in Figure 2.5 is described by A/B/1/c0 /, while

system population and system discipline can vary. A common notation is also used

for the A and B distributions:

M : Poisson arrival distribution (exponential interarrival/service distribution)
D : General distribution (with deterministic or constant interarrival /service times)
(7 - General distribution (with an unknown mean and variance)

(7] - General distribution where interarrival/service times are iid
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Queueing systems can be open or closed. In an open queuelng system the number

of arrival entities is infinite, while a closed queueing system (shown in Figure 2.6)
can serve a finite number of entities. In this system an entity after being served

always returns for more services and never leaves the system.

Entities
departures

SERVER 2

Figure 2.6: A closed queueing system

In the case of a closed queueing system traffic density g, is given by g, = —

where m is the number of servers. More details concerning queueing theory and more

complex queueing systems can be found in [CL99|, [Bos01], [GH98].

2.1.3 Petri Nets

Petri Nets (PNs) is one of the mathematical and graphical modelling tools well
suited for describing and analysing discrete events systems (DES). Petri nets allow
us to model, verify, implement and visualise systems which contain concurrence,
resource sharing or synchronisation. Petri nets offers numerous advantages for
modelling (DES) systems and have been used in many different application areas
with a high degree of success. A large variety of powerful and universal university
and commercial tools have been developed for the analysis of Petri nets, providing
models and algorithms to meet the needs in different application domains and achieve
industrial or business standards. Petri nets were first introduced in 1962 by Carl

Adam Petri [Pet62], while a major extension of his work was carried out at MIT in
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the early 70’s. In the 90’s Petri nets were first used in industry to model flexible
manufacturing systems and now they can be found in a wide variety of applications.
Recently, Petri nets were used for design, modelling and performance analysis of

supply chain systems, especially as a tool for computation of key factors of supply

chains such as lead times, customer satisfaction and inventory levels.

There are several different types of Petri, whose use each time depends on the
main attributes of the application or the characteristics of the problem. N evertheless,
it would be impossible to discuss all these different types here. For the purposes of
this research we use Coloured Petri nets (CP-nets or CPN). On the following section

we introduce the main concepts of Petri nets and we restrict our attention to the

principles of Timed Coloured Petri nets (TCPN).

Petri net notation and definitions

Petri Nets are bipartite directed multigraphs with two types of nodes; (i) circles which
represents the states of the system called places, and (ii) bars which are associated

with the events and are called transitions. These two different nodes are joined by
directed arcs which can are connect places to transitions and transitions to places.

A simple Petri net is depicted in Figure 2.7.

p1 t1 P2
Figure 2.7: A simple Petri net

In order for a transition to occur several conditions have to be satisfied. These
conditions are stored in data associated with places which are viewed as the mput
to a transition. After the occurrence of a transition, places may be enabled which is
viewed as the output of a transition. In Figure 2.7 p; and p, are the input and output

places for the transition ¢1, respectively. A transition can stand for a processor, event,
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computation step or algorithm, task or job. An Input place can represent buffers.
preconditions, input data, conditions or input signals. Similarly output places can
stand for buflers, post-conditions, output data, conclusions or output signals. A

marked PN contains {okens. Tokens are depicted graphically by dots and reside in

places. A marking of a PN is a mapping that assigns a non negative integer (the
number of tokens) to each place of the net. However, in high-level Petri nets such as
CP-nets tokens can be not only non negative integers, but also boolean expressions
or strings. The marking characterises the state of the PN. The existence of one or
more tokens represents the availability of a resource, while the absence of tokens
in places indicates that the resource is not available. The places and the marking
capture the distributed nature of the system. The marking M can be represented by
a token (i.e., M(p;) =1, M(ps) = 0). In Figure 2.7 place p; contains a single token
and therefore the current snapshot represents also the current marking of the PN. A

formal definition of a Petri net is given next.

Definition 2.1.5. A Petri net is a four-tuple:

(P, T,A, M)
where:

is a finite set of places.

is a finite set of transitions.

P:
1:
A - is the set of arcs from places to transitions such that A C (P x T') U (T x P).
M :

is the marking of the set of the places F.

Definition 2.1.5 states the main components of the ordinary Petri nets. In theory,
ordinary and high-level Petri nets have exactly the same computational power but

in practice, high-level nets have much more modelling power because they have
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better structuring facilities, e.g. types and modules. With respect to description and
simulation the two models are nearly identical but according to formal verification
there are some differences. Each CP-net has an equivalent PT-net and vice Versa.
T'his equivalence is used to derive the definition of basic properties and to establish
the verification methods.

Several other kinds of high-level Petri Nets also exist. They all rely on the same
basic ideas, but use different languages for declarations and inscriptions. Description,

simulation and verification for the purposes of this research work are all done directly

in terms of CP-nets which are discussed in the next section

Coloured Petri nets

As it has been mentioned in the previous section, ordinary Petri nets have no types
and no modules, but only one kind of tokens. With Coloured Petri Nets (CP-nets) it
1s possible to use data types and complex data manipulation. Each token has a data
value attached called the token colour. The token colours can be investigated and
modified by the occurring transitions. In CP-nets places are defined by ellipses while
transitions are represented by quadrangles. Each place has the following inscriptions:
Name (for identification), colour set (specifying the type of tokens which may reside
on the place), and an initial marking (multi-set of token colours). Each transition has
the following inscriptions: Name (for identification) and a guard (boolean expression
containing some of the variables). An arc may carry an expression which describes
how the state of the CP-net changes when the transitions occur. When the arc
expression is evaluated it yields a multi-set of token colours. A simple CP-net is
shown in Figure 2.8.

CP-nets in contrast with ordinary Petri Nets can combine text, graphics and
the use of a formal language (e.g. a programming language). Declarations and
net inscriptions are specified by means of this formal language. To make a CP-net

readable it is important to make a nice graphical layout, although this has no formal

importance.
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1 (1,"CPN")

INTXSTRING INTXSTRING

Figure 2.8: A simple Coloured Petri net

A binding assigns a token colour (i.e. a value) to each variable of a transition.
A binding element is a pair (75,b;) where T, is a transition while b; is a binding for
the variables of 75,. For the simple Petri net depicted in Figure 2.8 a binding for the
transition 737 is given as follows: (T}, < z =1,y = "CPN?” >). For any transition
to occur, we must bind these two variables (these could be one or more) to values in
their types in such a way that the arc expression of each incoming arc evaluates to
a token value that is present in the corresponding input place. A binding element is
enabled iff: (i) there are enough tokens (of the correct colours on each input-place),
and (ii) the guard evaluates to true. When a binding element is enabled, a multi-set
of tokens is removed from each input-place, and a multi-set of tokens is added to each
output-place. A binding element may occur concurrently to other binding elements
iff there are so many tokens that each binding element can get its ”own share”. The

formal definition of a non-hierarchical CP-net is given below [Jen97]:

Definition 2.1.6. A Coloured Petri net is a tuple CPN:
(2,P,T,A,N,C,G,E,I)
where: satisfying the requirements below:

1. ¥ is a finite set of non-empty types, called colour sets

2. P is a finite set of places

3. T is a finite set of transitions
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4. A is a set of arcs from places to transitions such that:

e PNT =PNA=TNA=g9.

5. N is a is a node function. It is defined from A into P x TU T x P

6. C is a colour function. It is defined as a mapping from P to ¥.

7. G is a guard function. It is defined as a mapping from T to expressions such

that:

o Vi€ T : Type(G(t)) =B AType(Var(E(a))) C ]

l——

o where: T'ype(G(t)) is the type of the guard G(t) and Var(E(a))

is the set of variables in E'(a).

8. FE is an arc expression function. It is defined as a mapping from A into expres-

sions such that:

e Va € A: [Type(E(a)) = C(p(a))ms N Type(Var(E(a))) C X

o where: p(a) is the place of N{a).

9. I is an initialisation function. It is defined as a mapping from P into closed

expressions such that:

40



The set of colours determines the types, operations and functions that can be used
in the net inscription (i.e. guards, arc expressions, colour sets etc.). If desired. the
colour sets can be defined by means of a many-sorted sigma algebra. We assume that
each colour set has at least one element. Places, transitions and arcs are required
to be finite and pairwise disjoint. In contrast with ordinary Petri nets, the net
structure for pragmatic reasons can be empty (i.e. PUT U A = @). Hence the user
can define and syntax-check a set of colour sets without having to invent a ”dummy”
net structure.

The node function maps each arc into a pair where the first element is the source
node and the second the destination node. In contrast with classical Petri nets, a
CPN can have several arcs between the same ordered pair of nodes. The colour
function C' maps each place, p, to a colour set C'(p) and therefore each token on p
must have a token colour that belongs to the type C(p). The guard function G maps
each transition, £, to an expression of type boolean, i.e., a predicate. Moreover, all
variables GG(t) must have types that belong to . The arc expression function E
maps each arc, a, into an expression which must be of type C'(p(a))ys. This means
that each evaluation of the arc expression must yield a multi-set over the colour set
that is attached to the corresponding place. Arc expressions can be omitted and this
leads to a shorthand of empty. Finally, the initialisation function / maps each place,
p, into a closed expression which must be of type C(p)us, i-e., a multi-set over C(p).

Analogously to arc expression an initial expression can be also omitted.

Hierarchical Coloured Petri nets

With CP-nets it is possible to make hierarchical descriptions. A large model can be
obtained by combining a set of submodels. Hierarchical Coloured Petri nets (HCPN)

allow a modeler to construct a large model by combining a number of small CP-nets
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into a larger net. HCPN are very useful when coping with large systems, like supply
chains, when there is a need to develop strong structuring and abstraction concepts.
The basic idea behind HCPN is that we can relate a transition (called substitution
transition) and its connecting arcs to a more complex CP-net, which usually gives a
more precise and detailed description of the activity represented by the substitution

transition. Thus, a HCPN contains a number of interrelated subnets called pages.

A page may contain one ore more substitution transitions.

Fach substitution transition is related to a page, i.e., a subnet providing a
more detailed description than the transition itself. The page is a subpage of the
substitution transition. There is a well-defined interface between a substitution
transition and its subpage. The places surrounding the substitution transition are
called socket places and a subpage may contain a number of port places. Socket
places are related to port places in a similar way as actual parameters are related to
formal parameters in a procedure call. A socket place has always the same marking as

the related port place. The syntax and semantics of hierarchical CP-nets have formal

definitions similar to the definitions for non-hierarchical CP-nets. Each hierarchical
CP-net has an equivalent non-hierarchical CP-net and vice versa. The two kinds of

nets have the same computational power although hierarchical CP-nets have much

more modelling power.

Definition 2.1.7. A Hierarchical Coloured Petri net is a tuple HCPN:
(S,SN,SA,PN,PT,PA, PP)
satisfying the requirements below:

1. S is a finite set of pages such that:

e Each page s € S is a non-hierarchical CP-net:

(Esa PS: T87 AS: NS: OS) G.S) Es; Is)
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e The sets of net elements are pairwise disjoint:

Vs1,82 € S [s1# 83 = (P, UT,, U Ay )N (P, UTs, UA,,) = 2]

2. SN C T is a set of substitution nodes

3. SA i1s a page assignment function. It is defined from SN into S such that:

e No page is a subpage of itself:

{8031 e 8y € S*|n = N+/\30 — Sn/\Vk cl...n: S C© SA(SNSk_l)} = O

4. PN C P is a set of port nodes.

5. PT is a port type function. It is defined from PN into {in, out, i/0, general}.

6. PA is a port assignment function. It is defined from SN into binary relations

such that:

e Socket nodes are related to port nodes:

Vi e SN : PA(t) C X(t) X PNSA(t)

e Socket nodes are of the correct type:

Vt € SNY(p1,p2) € PA(t) : [PT(py) # general = ST (p1,t) = PT(ps)]

e Related nodes have identical colour sets and equivalent initialization ex-
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pressions:

vVt € SNV(p1,p2) € PA() : [C(p) = C(p2) A I(p1) <>= I(py) <>].

7. PP € Spys is a multi-set of prime pages.

Each page 1s a non-hierarchical CP-net, and we require that none of these have
any net elements (places, transitions, and arcs) in common. Each substitution and
port node are transition and place, respectively. A page may have port nodes even
when it is not a subpage. The page assignment relates substitution transitions to
their subpages and no page is a subpage of itself, while the port type divides the
set of port nodes into input, output and general ports. 'T'he port assignment relates
socket nodes with port nodes. Each related pair of socket/port nodes must have
matching socket/port types. Moreover, they must have identical colour sets and
equivalent initialisation expressions. Initialisation expressions are not required to be
identical, but it is required that they evaluate to the same value. Note also that it is
possible to relate several sockets to the same port, and vice versa. The prime pages
is a multi-set over the set of all pages and they determine - together with the page
assignment - how many instances the individual pages have. Often the prime page

multi-set contains only a single page (with coefficient one).

Simulation of Coloured Petri nets

Petri Nets are executable. The graphical nature of Petri Nets allows the visualisation
of the complexity of the system. Petri Nets capture the precedence relations and
structural interactions of concurrent and asynchronous events. Petri Nets also

subsume many other discrete event dynamical system models.

CP-nets integrated with a set of robust computer tools provide (i) Construction

-nd modification of CPN models, (ii) Syntax checking (e.g., types and module

interfaces), (iii) Interactive simulation, to gain additional understanding of the
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modelled system, (iv) Debugging procedures, (v) Automatic simulations, e.g., to
obtain performance measures, (vi) Verification to prove behavioural properties, and
(vii) State spaces (also called reachability graphs and occurrence graphs).

In current research work we use CPN-Tools - developed by CPN Group at
University of Aarhus in Denmark. In this computer tool, when a syntactical correct
CPN diagram has been constructed, the CPN tool generates the necessary code
to pertorm simulations. The simulation code calculates whether the individual
transitions and bindings are enabled and the effect of occurring transitions and
bindings. The code generation is incremental. Hence it is fast to make small changes
to the CPN diagram. These CPN-tools have two kinds of simulations: An interactive
simulation the user is in control, but most of the work is done by the system, and
an automatic simulation where the system does all the work. A powerful simulation
tool 1s a very important issue. If we consider a supply chain system with a vast
number of states, the simulation, analysis and optimisation require a large amount
of computational effort, while problems of realistic scale quickly become analytically
and computationally intractable.

CP-nets use standard (Markup-Language) ML declarations, net inscriptions and
code segments are specified in a programming language called Standard ML. ML is
strongly typed, functional language, while data types can be integers, reals, strings,
booleans and enumerations or structured types such as products, records, unions,
lists and subsets.

Time analysis of CP-nets can be extended by introducing a time concept. This
means that the same language can be used to investigate logical correctness, desired
functionality, absence of deadlocks, performance, and can also remove bottlenecks,
predict mean waiting times and average throughput, and compare different strategies.
In a timed CP-net each token carries a colour (data value) and a time stamp (telling
when it can be used). Time stamps are specified by expressions. Time stamps can
depend upon colour values and can be specified by probability distributions. This

means that we can specify for instance fixed delays, interval delays and exponential
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delays. Timed simulations have the same facilities as untimed simulations, e.g. we
can switch between interactive and automatic simulation. Simulation reports tell the
time at which the individual transitions occurred. More about Coloured Petri Nets

and CPN-Tools can be found in [Jen97], [KCJ98|, and [fCPN].

2.2 Control problems in Supply Chains

Systems and control theory plays an intrinsic role in a wide range of technological
areas. 1here is a strong growth in applications of control technology in production
processes and the business environment. Systems theory is primarily driven by
the desire for fundamental insight. Control technology is primary motivated by
engineering problems, with technical relevance and feasibility as the main constraints.
Nowadays, control techniques are used widely in complex systems like supply chains,
where companies need to integrate two decision levels: control and planning. At the
planning level of supply chains a coherent integrated planning of all nodes is needed.
This integration not only applies to the material flows from raw material suppliers
to finished product delivery, but also to the inventory control of each node, and
information and product flows from the customer back to supply chain participants
(nodes). Modern supply chain control methods are focused on inventory control and

use of control theory to analyse the dynamic behaviour of the interactions between

different parts of the chain.

2.2.1 Inventory control

An inventory model in a supply chain node represents the behaviour of an inventory
system over time. It represents the diminishing inventory as goods are dispatched
to the downstream level and the increase of inventory as goods are replenished
following various inventory policies. Inventory control systems are designed primarily
to cope with ranging demand situations by ensuring smooth flow of goods through

the entire supply chain and maintaining low holding-costs. An inventory model
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according to demand can be either deterministic or probabilistic. In a deterministic

model demand from the downstream level is assumed to be known with certainty
while probabilistic inventory models are stochastic and the demand is described

by a probability distribution. Both models can be further classified according to

continuous or periodic review policies.

Quantitative models for inventory control

The objective of any inventory manager in a company is to maintain the inventory
at the lowest possible level to minimise cost, while meeting order demands from
the downstream nodes. Ordering the right amount at the right time is a constant
headache for managers, while the nature of the inventory problem consists of placing
and receiving orders repeatedly. In order to tackle this inventory problem, many
managers use a mathematical technique to determine the lowest total variable costs

needed to order and hold inventory. This technique is called Economic Order

Quantity (EOQ).

1. Deterministic inventory models.

If we consider the simplest inventory model with a constant rate demand,

instantaneous order replenishment and no shortages we can define tollowing

Taha [Tah03):

y : Order quantity (number of units)
D : Demand rate (units per unit time)

to : Ordering cycle length (time units)

Since the order quantity y is known, we can easily find the ordering cycle
length ty. Then, our aim is to find optimal values for y and ¢;. Changes on
inventory level as a function of time are depicted in Figure 2.9. An order of

y units is placed when inventory reaches the zero level, and is assumed to be
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met instantly (lead-time is zero) at a constant demand rate D. Since no stock
remains after the ordering cycle length, we need to place a new order. e

know also that during the cycle the amount entering the inventory is y while

the amount leaving is D X tg. Since these two entities are equal, then:

Y=ty e D =ty = % time units

Inventory
level

Orders are
received

Time

Place order and
receive delivery

Figure 2.9: Inventory level with fixed order size

The resulting average inventory level is 2 units.

The first step of the analysis is to find the total cost of the cycle. Hence, we

define the following two cost parameters:

K : Setup cost associated with the placement of an order (reorder cost)

h : Holding cost per inventory unit per unit time
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The total cost per unit time (TCU) is then computed as:

T'CU(y) = Setup cost per unit time + Holding cost per unit time
K+ h(¥)tg

to

=%+h(%)

T'he optimum value of the order quantity y can be computed by minimising

TCU(y) with respect to y. Assuming that vy is continuous, the minimum cost

. [2KD

T'hus, the above equation defines the optimal order size every ¢} = % time

per unit time is given by:

units.

In cases where a constant finite lead-time L occurs between the placement and
receipt of an order, as shown in Figure 2.10, there is no benefit to order at the
end of each cycle since each order should be timed to arrive just as existing
stock runs out. To achieve this, we have to place an order a time L before the
delivery is needed. Thus we should define a reorder level such that when the

current inventory drops to this level an order is placed.

Figure 2.10 assumes that lead time L is less than the ordering length cycle time
t5 which is not necessarily the case in general. In order to calculate the lead
time for these special cases, we define the effective lead time as L, = L — ntg,
where n i1s a cycle integer n < -f,f It can be inferred from the equation 2.2.1

0

that EOQ does not depend on lead time.

In case of price breaks (i.e., when the inventory item is purchased at a discount

price if the order size exceeds a given limit g) the EOQ ¢ is: (see [Tah03])

y*, g€ (0,y*)Ugq € (Q,00)
g, q€(y,Q)
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Figure 2.10: Inventory level with lead time and the corresponding reorder level

where () > y*.

Lemma 2.2.1. The EOQ y; for n items (n > 1) with limited storage facilities

f = iy 2.2.3

where 1 1s the index of the ith item, «; is the storage area regquirement per

1S qiven as:

inventory unit for the ith item and A is the Lagrangian multiplier (A < 0).

Proof. See Appendix A (]

2. Probabilistic inventory models.

A probabilistic EO(Q) model can be derived if we adapt to equation 2.2.1, which
reflects the deterministic EOQ model, a probabilistic demand pattern by using
an approximation that appends a constant buffer stock on the inventory level.

The size of buffer is determined so that the probability of running out of stock
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